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1. Hortonworks Cybersecurity Package
Information Roadmap

This roadmap provides links to the information resources that are available for
Hortonworks Cybersecurity Package (HCP) powered by Apache Metron.

Table 1.1. HCP Information Roadmap

Information type Resources
Overview * Apache Metron Website (Source: Apache wiki)
Installing * Ambari Install Guide (Source: Hortonworks)

Command Line Install Guide (Source: Hortonworks)

Ambari Upgrade Guide (Source: Hortonworks)

Command Line Upgrade Guide (Source: Hortonworks)

Administering Apache Metron Documentation (Source: Apache wiki)

Developing Community Resources (Source: Apache wiki)

Reference About Metron (Source: Apache wiki)

Resources for contributors How to Contribute (Source: Apache wiki)

Hortonworks Community
Connection

Hortonworks Community Connection for Metron (Source: Hortonworks)



http://metron.incubator.apache.org/
https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.1.0/bk_ambari-installation/content/ch_Getting_Ready.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.4/bk_command-line-installation/content/ch_getting_ready_chapter.html
https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.1.0/bk_ambari-upgrade/content/ambari_upgrade_guide.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.4/bk_command-line-upgrade/content/ch_upgrade_2_4.html
https://cwiki.apache.org/confluence/display/METRON/Documentation
https://cwiki.apache.org/confluence/display/METRON/Community+Resources
https://cwiki.apache.org/confluence/display/METRON/About+Metron
https://cwiki.apache.org/confluence/display/Hive/HowToContribute
https://community.hortonworks.com/spaces/111/cybersecurity.html?topics=Metron&type=question
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2. Preparing to Install

This chapter describes how to prepare to install Hortonworks Cybersecurity Package (HCP)
powered by Apache Metron. HCP is a cybersecurity application framework that provides
the ability to parse diverse security data feeds, enrich, triage, and store the data at scale,
and detect cybersecurity anomalies. For more information about the HCP architecture and
capabilities, see HCP Architecture.

The chapter contains the following sections:

* Minimum System Requirements [2]

2.1. Minimum System Requirements

HCP has the following system requirements:

Operating System Requirements [2]

Browser Requirements [2]

Infrastructure Requirements [3]

Software Requirements [4]

* Memory Requirements [4]

Maximum Open File Descriptors [4]

2.1.1. Operating System Requirements

HCP currently supports CentOS v6.x, CentOS v7.x, and Ubuntu 14.0.

2 Important

If you are using CentOS 7.x, you must install the EPEL repo. See How To Install
EPEL Repo on a CentOS and RHEL 7.x for more information.

2.1.2. Browser Requirements

The Ambari Install Wizard runs as a browser-based Web application. You must have a
machine capable of running a graphical browser to use this tool. The minimum required
browser versions are:
* Windows (7, 8)

¢ Internet Explorer 10

* Firefox 18

* Google Chrome 26



https://docs.hortonworks.com/HDPDocuments/HCP1/HCP-1.4.1/bk_administration/content/hcs_architecture.html
https://www.cyberciti.biz/faq/installing-rhel-epel-repo-on-centos-redhat-7-x/
https://www.cyberciti.biz/faq/installing-rhel-epel-repo-on-centos-redhat-7-x/
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* Mac OS x (10.6 or later)
* Firefox 18
* Safari 5
* Google Chrome 26
* Linux (CentOS)
* Firefox 18
¢ Google Chrome 26

On any platform, we recommend updating your browser to the latest, stable version.

2.1.3. Infrastructure Requirements
This section provides the indicative specifications for your physical nodes.

Table 2.1. Physical Nodes

Role Indicative Specifications
PCAP Collector Card Ethernet—Adapter—X520—DA2 or DPDK compatible card
20 GB/Sec
PCAP Collector Server * CPUs: 2 x 8 Core Processors

Memory: 128 GB RAM

Disk Storage: 10 x 2 TB SATA Drives

Network: 2 x 10 GB NIC

NiFi Server CPUs: 2 x 8 Core Processors

Memory: 128 GB RAM

Disk Storage: 10 x 2 TB SATA Drives

Network: 2 x 10 GB NIC

Apache Kafka / Storm Server CPUs: 2 x 8 Core Processors

Memory: 128 GB RAM

Disk Storage: 10 x 2 TB SATA Drives

¢ Network: 2 through 10 GB NIC

Metron Master Nodes * CPUs: 2 x 8 Core Processors
* Memory: 128 GB RAM
* Disk Storage: 10 x 2 TB SATA Drives

¢ Network: 2 x 10 GB NIC
HCP Worker Nodes— Balanced ¢ CPUs: 2 x 8 Core Processors

* Memory: 128 GB RAM

Disk Storage: 10—2 TB SATA Drives

¢ Network: 2—10 GB NIC
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2.1.4. Software Requirements

The host that you choose to use to deploy Apache Metron must have the following
software tools installed:

» Hadoop (HDP 2.5 or HDP 2.6 recommended)
The following are the required components for HDP 2.5.x and HDP 2.6.x:
For required component versions, see HDP supported component versions.
¢ Apache Hadoop
¢ Apache Storm
¢ Apache Kafka
¢ Apache HBase

¢ Apache ZooKeeper

3 Note
Supervisor, Kafka Broker, and the HBase client must be installed on the
Metron Install Host.

« MySQL
* Node.js repository installed on the Management Ul host

You can add the Node.js repository with the instructions from Node.js Package Manager
documentation

* Installable during the Ambari installation of HCP

The following software is required for HCP, but this software can be installed manually
or during the HCP Ambari installation. Hortonworks recommends that you wait to install
this software until the Ambari installation of HCP.

¢ Elasticsearch 5.6.2

¢ Kibana 5.6.2

2.1.5. Memory Requirements

For memory requirements, see Memory Requirements in the [Apache Ambari Installation]
guide.

2.1.6. Maximum Open File Descriptors

The recommended maximum number of open file descriptors is 50,000, or more. To
check the current value set for the maximum number of open file descriptors, execute the
following shell commands on each host:



https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.4/bk_support-matrices/content/index.html
https://nodejs.org/en/download/package-manager/
https://nodejs.org/en/download/package-manager/
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.4/bk_support-matrices/content/ch_matrices-ambari.html#ambari_memory.html
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ulimt -Sn
ulimt -Hn

If the output is not greater than 50,000, run the following command to set it to a suitable
default:

ulimt -n 50000
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3. Installing HCP on an Ambari-Managed
Cluster Using Ambari

The following sections provide instructions on how to install HCP using Ambari on an
Ambari-managed HDP 2.5 cluster that meets the prerequisites listed next.

Installing HCP using Ambari onto an Ambari-managed cluster requires the following major
steps:

¢ Setting up the REST Application Database [8]

L]

Installing HCP on an Ambari Cluster [9]

Installing, Configuring, and Deploying a HDP Cluster with HCP [10]

¢ Launching the Metron Dashboard [19]

Importing Zeppelin Notebook Using Ambari [19]

Streaming Data into HCP [20]

Verifying That HCP Deployed Successfully [22]

Launching HCP Management Module User Interface [23]

3.1. Prerequisites for an Existing Cluster

You can install HCP on an Ambari-managed cluster running HDP 2.5.x or 2.6.x and Ambari
2.4.2 (or later). However, the cluster must meet the requirements listed in the following
sections:

¢ Specifications for Hadoop Cluster [6]

¢ Specifications for Metron Nodes [7]

3.1.1. Specifications for Hadoop Cluster

All Hadoop-related nodes must meet the following specifications:
¢ All cluster nodes must be running CentOS 6.x, CentOS 7.x, or Ubuntu 14.04
¢ The cluster must be running HDP 2.5.x or HDP 2.6.x managed by Ambari 2.4.2 (or later)
¢ The cluster must have a minimum of the following nodes:
¢ Two Hadoop master nodes

¢ Four Hadoop slaves nodes
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* One node for Ambari

* Each of the Hadoop Slave and Master nodes must meet the minimum specifications. See

Minimum System Requirements [2].

The following services must be installed across the Hadoop Master and Slave nodes:
e HDFS

* HBase

e ZooKeeper

» Kafka

e Storm

* YARN
To determine the supported version for each service, refer to Ambari, and choose Adm n
> Stacks and Versions.

Each of the following components must be installed on at least one node. The YARN
ATS must installed on the master node. All other services in the list should be installed on
multiple nodes.

3 Note
For security reasons, no other workloads should be running on the cluster.

Figure 3.1. Ambari Component

Components + Add

S App Timeline Server / YARN Started bt

& Kafka Broker / Kafka Started -

© DataNode / HDFS Started

@ RegionServer / HBase Started

@ NodeManager / YARN Started

& Supervisor / Storm Started
Clients / HBase Client, HDFS Client, Installed -

MapReduce? Client, Spark
Client, YARN Client,
ZooKeeper Client

3.1.2. Specifications for Metron Nodes

The following specifications must be met for the Metron nodes:
* At least three nodes must be dedicated for Metron-specific components.

* You must have root access on all Metron nodes.

The following figure illustrates a sample deployment architecture based on the previous
specifications:
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Figure 3.2. Sample Deployment Architecture

Metron Installer is
recommended to hawve
passwordless ssh access
to all Hadoop and Metron
Hodes

3.2. Setting up the REST Application Database

To install a REST API to interact with Metron, complete the following steps:

1. Connect to MySQL and create a Metron REST database:

nmysql -uroot -p
CREATE DATABASE | F NOT EXI STS net ronr est ;

2. Create a Metron user in MySQL with a password, then apply database access permission
to the Metron user:

CREATE USER ' netron' @ $REST_HOST' | DENTI FI ED BY ' Myp@swor d'
GRANT ALL PRI VILEGES ON netronrest.* TO 'netron' @ $REST_HOST' ;

3. Create user and authorities tables:

use netronrest;

create table if not exists users(

user name varchar(50) not null prinary key,

password varchar(50) not null,

enabl ed bool ean not nul |

)

create table authorities (

user nanme varchar (50) not null,

aut hority varchar (50) not null,

constraint fk_authorities_users foreign key(usernane) references
user s(user nane)

)

create uni que index ix_auth_usernanme on authorities (usernane, authority);

4. Add one or more users to the REST application:




Hortonworks Cybersecurity January 26, 2018
Package

use metronrest;
insert into users (usernane, password, enabl ed) values ('your_usernange'
"your _password', 1);
insert into authorities (username, authority) values ('your_usernane',
' ROLE_USER ) ;
5. Exit MySQL:
qui t
6. Install the appropriate MySQL client library for your version of MySQL. For example:
cd $METRON HOME/ i b
wget https://dev. nysql . com get/ Downl oads/ Connect or - J/ nysql - connect or - j ava- 5.

1.41.tar.gz
tar xf mysqgl -connector-java-5.1.41.tar.gz

7. To add additional users:

use netronrest;
insert into users (usernane, password, enabled) values ('your_usernane',
"your _password', 1);
insert into authorities (usernane, authority) values ('your_usernane',
' ROLE_USER ) ;
conmm t ;

3.3. Installing HCP on an Ambari Cluster

Prior to installing the HCP Ambari management pack, you must complete the following:
* Meet all of the cluster specifications listed in Specifications for Hadoop Cluster.

» Meet all of the metron node specifications listed in Specifications for Metron Nodes.
* Download and install Ambari. See Installing Ambari CentOS 7.

* Set up the Ambari server. See Set up the Ambari Server.

Installing the HCP management pack on an Ambari cluster requires the following major
steps:

* Installing HCP Ambari Management Pack [9]

* Starting the Ambari Server [10]

3.3.1. Installing HCP Ambari Management Pack

Prerequisites

An HCP Ambari management pack bundles service definitions, stack definitions, and
stack add-on service definitions so they do not need to be included with the Ambari core
functionality and can be updated in between major releases. The HCP management
pack includes Metron, plus the parser topologies, indexing topologies, and enrichment
topologies.



https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.1.0/bk_ambari-installation/content/download_the_ambari_repo_lnx7.html
https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.1.0/bk_ambari-installation/content/set_up_the_ambari_server.html
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You can find the management pack repositories for each of the operating systems
supported by HCP at https://docs.hortonworks.com/HDPDocuments/HCP1/HCP-1.4.1/
bk_release-notes/content/hcs_1_0_repos.html.

S Note
When installing Elasticsearch with the management pack on Ubuntu, you must
manually install the Elasticsearch repositories. The management pack does not
do this, like it does on CentOS.

The following is an example of installating the HCP Ambari management pack on CentQOS 7.

1. Download the HCP management pack tar file from the HCP repo location:

wget -nv http://public-repo-1. hortonworks. com HCP/ cent 0s7/ 1. x/ updat es/ 1. 4. 1.
0/t ars/ netron/ hcp-anbari - npack-1.4.1.0-18.tar. gz

2. Install the HCP management pack:

anbari - server install-npack --npack=/${ MPACK DOMNMLQOAD DI RECTORY}/ hcp- anbari -
nmpack-1.4.1.0-18.tar.gz --verbose

You should see a message saying that the management pack completed successfully.

3.3.2. Starting the Ambari Server

After you install the HCP Ambari management pack, you need to start or restart the
Ambari server, depending on whether your are installing HCP on a new or existing cluster.

To start the Ambari server, enter the following:

anbari-server start

To restart the Ambari server, enter the following:

anbari-server restart

3.4. Installing, Configuring, and Deploying a HDP
Cluster with HCP

Use the Ambari Install wizard running in your browser to install, configure, and deploy your
cluster.

1. Open Ambari Web using a web browser.

a. Point your browser to htt p: // <your . anbari . server>: 8080,
where <your. anbari . server > is the name of your ambari server
host. For example, a default Ambari server host is located at ht t p: / /
c6401. anmbari . apache. or g: 8080.

b. Log in to the Ambari Server using the default user name/password: admin/admin.
You can change these credentials later.

For a new cluster, the Ambari install wizard displays a Welcome page from which you
launch the Ambari Install wizard.

10


https://docs.hortonworks.com/HDPDocuments/HCP1/HCP-1.4.1/bk_release-notes/content/hcs_1_0_repos.html
https://docs.hortonworks.com/HDPDocuments/HCP1/HCP-1.4.1/bk_release-notes/content/hcs_1_0_repos.html
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. For an existing cluster, choose Choose Services from the Actions/Add Service Wizard

menu and skip to Step 7.

. From the Ambari Welcome page, choose Launch Install Wizard.

. In Name your cluster, type a name for the cluster you want to create, and then choose

Next.

Use no white spaces or special characters in the name.

. Select the HDP stack you want to run.

HCP supports HDP 2.5.

. Enter the set up information for which the install wizard prompts you.

You need to supply the FQDN of each of your hosts. The wizard also needs to access the
private key file you created in Set Up Password-less SSH. Using the host names and key
file information, the wizard can locate, access, and interact securely with all hosts in the
cluster.

a. Use the Target Hosts text box to enter your list of host names, one per line.

You can use ranges inside brackets to indicate larger sets of hosts. For example, for
host01.domain through host10.domain use host[01-10].domain

3 Note

If you are deploying on EC2, use the internal Private DNS host names.

b. If you want to let Ambari automatically install the Ambari Agent on all your hosts
using SSH, select Provide your SSH Private Key and either use the Choose File button
in the Host Registration Information section to find the private key file that matches
the public key you installed earlier on all your hosts or cut and paste the key into the
text box manually.

3 Note

If you are using IE 9, the Choose Fi | e button may not appear. Use the
text box to cut and paste your private key manually.

Fill in the user name for the SSH key you have selected. If you do not want
to use root , you must provide the user name for an account that can
execute sudo without entering a password.

¢. Choose Register and Confirm to continue.

Ambari displays the Choose Services dialog box that lists the services that Ambari can
install into the cluster.

7. Choose the services to install into the cluster, and then click Next.

11
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Figure 3.3. Ambari Choose Services Window

Choose Services

Chooas whith servicns. you war bo install on your clusien

Barvic - B ptian
HDFS 273 Agache Hadoap Distributed Fae Systom
< WARM + MapRaduce? 2ra Anacha Hacoap NaxiGen MapHaducs [YARN)
Taz ora Tez is the rext generation Hadoop Ouary Processing framsework withen on bap of
YARM,
et 1.2.1000 Dinta wamhouse syabam for ad-hoo quodes & anakmis of lage dalasots end inkilo &
LT AN Barvion
¢ Hbads 1.1.2 & Non-mialicnal datnbted Galabase, MU Phosnix, @ high peformance S0L layer
Fig Q8.0 Sonpting plutionm for araly2ing lamge datasels
Boyoip 1,48 Tool for transfering uk datn Detwoen Apsche Hadoop and strootumed data slones

auch &8 relnfional datnbanos

O 420 Syatnm for wandiaew coordinabion and execulion of Apachs Hadoon joha. This ke
Inseiess The INSLARAEIGN of thE patonal Cage Web Consols which relies on ard will
inestall the ExLiS Lipeary,

+ Zookeeper 348 Cerralized service whach provades highly relaible distrituted coorpnation
Falcon VRLT Diaks management and processing platfonm

. Siorm 1.1.0 Apacha Hadoop Siream processing framewori
Flifrsi 152 A, distribaitied] decyion bor collecting, DQQregating, And maving ke amounts of
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HCP requires the following services:
* HDFS

* HBase

* ZooKeeper

* Storm

» Kafka

* Ambari Metric Service

* Metron

* Elasticsearch (Can be installed either manually or by Ambari. Hortonworks
recommends installing Elasticsearch by Ambari.)

12
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¢ Kibana (Can be installed either manually or by Ambari. Hortonworks recommends
installing Kibana by Ambari.

* Zeppelin Notebook

e Spark

* Hive

e Tez

* Yarn

Ambeari displays the Assign Masters window.

8. Verify that the Ambari install wizard has assigned the master components for selected
services to appropriate hosts in your cluster.

Figure 3.4. Ambari Assign Masters Window

Assign Masters

ASSign MAStEr COMPORARES o hosts you want 1o run tham on,

Shamebode:  ip-11-0-1-212.us-wesl-2.compub f-11-0-1- 190, §-wesl -2, computi. inlermal (82.5
GB, 16 cones)
Nametiode: 91101100 uswest2compue s (Y
CEIED € XD
Resourceblanager;  ip=11-0-1-212 us-wesi-2 comput §
[ Zeppwin Notwoook Jf oare terver |
App Tinaing Sencsr  i-11-0-1-072 ul-vsst -2 compus § m _E—'-:“ S
CID

Higtary Server:

Hikane Maniar

fookoapor Sanar

Zookeapor Sanvar

- 11-0-1-212 us-wosd - 2 Comput 3

01101210 un-wost -2 compud §

= 11=0=1 =100 i-wtel -2 comput §

=11 =0=1 =312 Lin=vet -2 Compas §

P 1100121 2oun-vweml - 2. compute. mlernal (525
0B, 18 conm)

| Saratiode | Pasowesblurager
 Yasory Sarve |
 Zookeepr Sorvr Jf Kaba oter

Lookpaper Sorver:  p«11=0=1<3 18 us-wisl -2 compub §
p-11-0-1-21 0, B-wiesl-2, comput.memal (52.5
1
CAPG Server  1p-11-0-1+16% us-west-2,compus § G, 14 some)
 etann Mo J Zookeeper Sarver |
Storm Ui Sener  (p-11-0-1-158.ug-wesi-2 comput & D5
NimbuE:  0-11-0-1-100 ub-vwasl-2 Comipls H p=1 1'&1'3?.“'*”'?””5.“"“.5
GB, 18 cones)
Kafua Broker:  p-11-0-1-212.us-west-2.compus § m
Kafun Brokar:  ige11-0-1-32 us-wast-2 compuin §
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If Ambari detects any errors in your master component assignments, it will indicate the
error in red.

a. To change the host assignment for a service, select a host name from the drop-down
menu for that service.

b. To remove a ZooKeeper instance, click the green minus icon next to the host address
you want to remove.

¢. When you are satisfied with the assignments, click Next.

9. Verify that the Ambari install wizard has assigned the slave components (DataNodes,
NodeManagers, and RegionServers) to appropriate hosts in your cluster.

a. Use all or none to select all of the hosts in the column or none of the hosts,
respectively.

If a host has an asterisk next to it, that host is also running one or more master
components. Hover your mouse over the asterisk to see which master components

are on that host.

b. Select a minimum of one Elasticsearch data node. The data node cannot be on same
host as the master.

¢. Fine-tune your selections by using the check boxes next to specific hosts.

d. Check the Client checkbox for any components that have the Supervisor checkbox
checked.

Figure 3.5. Ambari Assign Slaves and Clients Window

Add Service Wizard

Assign Slaves and Clients

e. When you are satisfied with your assignments, click Next.
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10Review each service tab in the Customize Services
window and modify your HDP cluster setup if

Customize Services

Zeppelin Motebook  Elasticesarch  Kibana i)

)

appropriate.

a. Browse through each service tab. By hovering your cursor over each of the properties,
you can see a brief description of what the property does.

The number of service tabs shown depends on the services you decided to install
in your cluster. Any tab that requires input displays a red badge with the number
of properties that need attention. Select each service tab that displays a red badge
number and enter the appropriate information.

The following is a list of service tabs for which you'll need to provide information:

* Kibana
kibana_es_url Set to the fully-qualified url for the Elasticsearch master: http://
es-master-host:9200.
* Metron

The Metron tab contains a few tabs that contain information that is critical to HCP
set up.

* Index Settings tab
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Imchex Settings  Parsars  Envichment  Indexing REST E- Marmagemant Ul Advancad

Elasticssarch Hoests

as_hosts

Elasticssarch Binary Porl

B300

Elasticesarch HTTP port

9200

Elaglicsarch Cluster ama

metnan

Elasticssarch Date Format

wyyy MiLgd HH
Elasticsearch Hosts A comma separated list of Elasticsearch data nodes
that you identified in Step 10.
* REST tab
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Index Settings Parsers

Metron REST pon

a082

Ak Metron JDBC U

4 Matron JOBC Drive

A Metron JDBC username

& Metran JDBC passwaord

4k Metron JOBG plattonm

Metron REST port

JDBC URL

JDBC Driver

Ennchment

Indaxing

REST

Managemeant LI

Use 8082.

jdbc: mysql : // nmysql _host: 3306/
met r onr est

com nysql . jdbc. Driver

You can choose between the following
databases for the REST configuration:

* PostgreSQL

* MySQL

Advanced
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* H2
* Oracle
JDBC Username Metron REST user name
JDBC Password Metron REST password
Metron JDBC client path <MYSQ._JAVA CONNECTOR_PATH>/ mysql -

connector-java-5.1.41-bin.jar

Advanced Tab (Metron) Most of the fields in the Advanced tab are auto
populated and should not be modified.

e Misc tab

The service account users and groups are available under the Misc tab. These are
the operating system accounts the service components will run as. If these users
do not exist on your hosts, Ambari will automatically create the users and groups
locally on the hosts. If these users already exist, Ambari will use those accounts.

Depending on how your environment is configured, you might not allow groupmod
or usermod operations. If this is the case, you must be sure all users and groups are
already created and be sure to select the Skip group modifications option on the
Misc tab. This tells Ambari to not modify group membership for the service users.

11.Check the assignments displayed by Ambari to ensure that everything is correct, and
then click Deploy.

Figure 3.6. Install, Start and Test Window

Add Service Wizard

Install, Start and Test

L

1

o

If you need to make changes, use the left navigation bar to return to the appropriate
screen.
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The progress of the install displays on the screen. Ambari installs, starts, and runs a
simple test on each component. Overall status of the process displays in a progress bar at
the top of the screen and host-by-host status displays in the main section. Do not refresh
your browser during this process. Refreshing the browser might interrupt the progress
indicators.

To see specific information on what tasks have been completed per host, click the link in
the Message column for the appropriate host. In the Tasks pop-up, click the individual
task to see the related log files. You can select filter conditions by using the Show drop-
down list. To see a larger version of the log contents, click the Open icon or, to copy the
contents to the clipboard, use the Copy icon.

12When Successful ly install ed and started the services appears, click
Next.

3.5. Launching the Metron Dashboard

After you install and configure HCP, you can load and launch the Metron dashboard.
To load and launch the Metron dashboard, complete the following steps:

1. Select the Ambari Service Action menu and click Kibana>Load Template to load the
Metron dashboards.

2. From the Quick Links pull-down menu, select Metron Ul Kibana.

The Metron dashboard should display in a separate browser tab.
If you have already installed the Metron dashboard, reloading the dashboard will
not overwrite your customizations to the dashboard. If you want to overwrite your

customizations to the dashboard, you must delete the .kibana index from Elasticsearch and
reload the Metron dashboard again from Ambari.

3.6. Importing Zeppelin Notebook Using Ambari

If you would like to install Zeppelin, complete the following steps after you have
successfully installed HCP.

For more information about Zeppelin, see Analyzing Enriched Data Using Apache Zeppelin.
1. Login to Ambari at ht t p: / / SAMBARI _HOST: 8080.
2. In Ambari, click Metron>Service Actions>Zeppelin Notebook Import.
Ambari imports the Zeppelin Notebook.
3. Login to Zeppelin at ht t p: / / $ZEPPELI N_HOST: 9995.

4. Search for the notebook named Metron - YAF Telemetry.
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3.7. Streaming Data into HCP

To prepare for HCP to ingest data source data into HCP, you must stream each raw event
stream from the telemetry data source into its own individual Kafka topic. This applies to
the telemetry data sources for which HCP includes parsers (for example, Bro, Snort, and
YAF). Even though HCP includes parsers for these data sources, HCP does not install these
data sources or ingest the raw data. This is something that you must do.

3 Note
When you install and configure Snort, you must configure Snort to include the

year in the timestamp by modifying the snort . conf file as follows:

# Configure Snort to show year in tinestanps

config show year

Depending on the type of data you are streaming into HCP, you can use one of the

following methods:

NiFi

Performant network ingestion
probes

Real-time and batch threat
intelligence feed loaders

This type of streaming method works for most types
of data sources. For information on installing NiFi, see
Installing HDF Services on an Existing HDP Cluster. For
information on using NiFi to ingest data sources into
HCP, see Building a DataFlow.

N Note

Ensure that the NiFi web application is using
port 8089.

This type of streaming method is ideal for streaming
high volume packet data. See Setting Up pcap to View
Your Raw Data for more information.

This type of streaming method is used for real-time and
batch threat intelligence feed loadNiFiers. For more
information see Using Threat Intel Feed Sources.

3.7.1. Creating a NiFi Flow to Stream Events to HCP

You can use NiFi to create a flow to capture events from the new data source and push

them into HCP.

2 Important

The following task is an example using the Squid data source. Prior to creating
a NiFi flow to stream Squid events to HCP, you would need to install Squid and
create parsers for the data source.

1. Drag the first icon on the toolbar (the processor icon) to your workspace.

2. Select the TailFile type of processor and click Add.
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3. Right-click the processor icon and select Configure to display the Configure Processor
dialog box.

* In the Settings tab, change the name to | ngest $DATASOURCE Events.

* In the Properties tab, configure the following:

Figure 3.7. NiFi Configure Processor Dialog Box EC2 Dashboard

Configure Processor

Settings | scheduling | [[ESSY ' comments

Required field

=+ | Wow proporty
File to Tall U fvarflog/equid/access.log

Rolling Filename Pattern

State File

Initial Start Position ¥ Baeginning of File

File Location U Laecal

Cancel | Apply

4. Repeat Step 1.
5. Select the PutKafka type of processor and click Add.
6. Right-click the processor and select Configure.

7. In the Settings tab, change the name to Stream t o Met r on and then click the
relationship check boxes for failure and success.

8. In the Properties tab, set the following three properties:
¢ Known Brokers: $KAFKA_HOST:6667
* Topic Name: $DATAPROCESSOR
¢ Client Name: nifi-$DATAPROCESSOR

9. Create a connection by dragging the arrow from the Ingest $DATAPROCESSOR Events
processor to the Stream to Metron processor.

10.Press the Shift key and draw a box around both parsers to select the entire flow; then
click the play button (green arrow).

You should see all of the processor icons turn into green arrows:
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Figure 3.8. NiFi Configure Processor Dialog Box EC2 Dashboard

Hortonworks DataFlow

OO e et e GRARETETE Te Fe b2 mo 4

¥ Ingest Sauid Events 9

104 1800 3

11.Generate some data using the new data processor client.
You should see metrics on the processor of data being pushed into Metron.
12Look at the Storm Ul for the parser topology and you should see tuples coming in.

13 After about five minutes, you should see a new Elastic Search index called
$DATAPROCESSOR_index* in the Elastic Admin Ul.

For more information about creating a NiFi data flow, see the NiFi documentation.

3.8. Verifying That HCP Deployed Successfully

After you install HCP, verify that your services are displayed in Ambari and that you can
access the Metron Dashboard.

1. Verify that the topologies bundled with HCP are deployed.
From Ambari, navigate to Storm > Quick Links > Storm UI.
You should see the following topologies listed:

e Snort

* pcap

YAF (Yet Another Flowmeter)

Bro Network Security Monitor

Indexing topology
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2. Check that the enrichment topology has emitted some data.

This could take a few minutes to show up in the Storm UI. The Storm enrichment
topology Ul should look something like the following:

Figure 3.9. Storm Ul with Enrichment Details

Storm Ul

Topology actions

Topology stats

Windaw “ Emaed ¢ Trestersd Campiete latency imal acked 0 Failed

Spouts (All time)

3. Ensure that the Metron dashboard is available and receiving data by displaying the
dashboard at $METRON_UI_HOST:5000.

Check to ensure that the indexing is done correctly and the data is visualized.

4. Check to ensure that some data is written into HDFS at /apps/metron for at least one of
the data sources.

To customize HCP to meet your own needs, see the following sections in the HCP
Administration Guide for instructions on how to configure HCP:

* Adding New Telemetry Data Sources
* Enriching Telemetry Events
* Using Threat Intel Feeds

* Prioritizing Threat Intelligence

3.9. Launching HCP Management Module User
Interface

The HCP Management Module user interface is bundled with the HCP 1.2.0 bits. To launch
the Management Module Ul, complete the following steps:
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3.10.

1. From the Ambari Dashboard panel, click Metron.
2. Make sure the Summary tab is selected.
3. Double-click the Metron Management Ul in the Summary list.
The Metron Management Ul tool should display in a separate browser tab.

Alternatively, you can launch the module from $METRON_MANAGEMENT _UI _HOST: 4200
in a browser.

Optimization Guidelines

In any Storm based platform, there are many parameters that control the system's
performance. The values of these parameters vary greatly with differences in cluster size
and data velocity. Ensuring that you have a properly tuned index is key to overall system
performance. The following Storm parameters may also be tuned to improve overall system
performance. See the Storm user guide for detailed discussion.

e num.workers

* num.ackers

max.spout.pending

topology.worker.childopts - increase heap size (-XmxNNNNm -XmsNNNNm)

topology.workers"
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4. Manually Installing HCP

The following sections provide instructions on how to manually install HCP on a virtual
machine (VM) or an existing cluster. You can perform this manual installation on any
cluster if it meets the prerequisites listed next. Installation on a VM is not recommended for
production deployment but rather for development and testing environments.

S Note

For information on installing on a cluster running Ubuntu, see Manually
Installing Apache Metron on Ubuntu 14.04.

3 Note

Prior to starting this installation, you must set up Elasticsearch. For information
on setting up Elasticsearch, see Elasticsearch documentation.

Manually installing HCP requires the following major steps:

* Preparing the Environment [26]

Installing HCP [29]

Installing REST Application [28]

* Verifying that HCP Deployed Successfully [37]

4.1. Installation Variables

During a manual HCP cluster installation, you must insert your own values into the

following list.

METRON_HOME

KAFKA_HOST
ZOOKEEPER_HOST
BROKERLIST
HDFS_URL

PROBE_HOST

DATASOURCE_HOST

The location of the Metron home; usually / usr/ hcp/
HCP_RELEASE/ net r on.

The host on which a Kafka broker is installed.

The host on which a ZooKeeper server is installed.

The host on which your sensor, probes are installed.

If you do not have any sensors installed, pick the host
where an Apache Storm supervisor is running.

The host on which you want to install your data source.
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If you do not care, install the data source on the
PROBE_HOST.
NIFI_HOST The host on which you will install NiFi.

HOST_WITH_ENRICHMENT_TAG

SEARCH_HOST

SEARCH_HOST_PORT

METRON_UI_HOST

METRON_VERSION

REST_HOST

This should be the same host on which you installed
$DATASOURCE.

The host in your inventory hosts file that you listed
under the group "enrichment."

The host where you have Elasticsearch or Apache Solr
running.

This is the host in your inventory hosts file that you
listed under the group "search." Choose one of the
search hosts.

The port of the search host where indexing is
configured (for example, 9300).

The host on which your Apache Metron Ul web
application is running.

This is the host in your inventory hosts file that you put
under the group "web."

The release of the Metron binaries you are working
with (for example, 0.2.0BETA—RC2).

4.2. Preparing the Environment

4.2.1.

You can install HCP on an Ambari-managed cluster running HDP 2.5.x or HDP 2.6.x and
Ambari 2.4.2 (or later). However, the cluster must meet the requirements listed in the

following sections:

* Specifications for Hadoop Cluster [26]

* Specifications for Metron Nodes [27]

Specifications for Hadoop Cluster

All Hadoop-related nodes must meet the following specifications:

* All cluster nodes must be running CentOS 6.x, CentQOS 7.x, or Ubuntu 14.04

* The cluster must be running HDP 2.5 (or later) managed by Ambari 2.4.2 (or later)

* The cluster must have a minimum of the following nodes:

¢ Two Hadoop master nodes
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¢ Four Hadoop slaves nodes

¢ One node for Ambari

* Each of the Hadoop Slave and Master nodes must meet the minimum specifications. See
Minimum System Requirements [2].

* The following services must be installed across the Hadoop Master and Slave nodes:

e HDFS
* HBase
e ZooKeeper
» Kafka
e Storm

* YARN

To determine the supported version for each service, refer to Ambari, and choose Adni n

> St acks and Versions.

 Each of the following components must be installed on at least four slave nodes:

S Note

Figure 4.1. Ambari Component

Components
@ App Timedine Server / YARN
@ Kafka Broker / Kafka
© DataNode / HDFS
© RegionServer / HBase
@ NodeManager / YARN
& Supervisor / Storm
Clients / HBase Client, HDFS Client,
MapReduce? Client, Spark

Client, YARN Client,
ZooKeeper Client

4.2.2. Specifications for Metron Nodes

The following specifications must be meet for the Metron nodes:

Started

Started

Started

Started

Started

Started

Instalied

For security reasons, no other workloads should be running on the cluster.

At least three nodes must be dedicated for Metron—specific components.

e You must have root access on all Metron nodes.

The following figure illustrates a sample deployment architecture based on the previous

specifications:
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Figure 4.2. Sample Deployment Architecture

HOPHadoap Nodes

4.3. Installing REST Application

To install a REST API to interact with Metron, complete the following steps:

1. Connect to MySQL and create a Metron REST database:

nysql -uroot -p
CREATE DATABASE | F NOT EXI STS netronrest;

2. Create a Metron user in MySQL with a password, then apply database access permission
to the Metron user:

CREATE USER ' netron' @ $REST_HOST' | DENTI FI ED BY ' Myp@sword' ;
GRANT ALL PRI VILEGES ON netronrest.* TO 'netron' @ $REST_HOST' ;

3. Create user and authorities tables:

use netronrest;

create table if not exists users(

user name varchar(50) not null prinmary key,

password varchar (50) not null,

enabl ed bool ean not nul |

)

create table authorities (

user name varchar (50) not null,

aut hority varchar (50) not null,

constraint fk_authorities_users foreign key(usernane) references
user s(user nane)

)

create uni que index ix_auth_usernane on authorities (usernange, authority);

4. Add one or more users to the REST application:

use mnetronrest;
insert into users (usernane, password, enabled) values ('your_usernane',
"your _password', 1);
insert into authorities (usernanme, authority) values ('your_usernane',
' ROLE_USER ) ;

5. Exit MySQL:

qui t
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6. Install the appropriate MySQL client library for your version of MySQL. For example:

cd $METRON_HOMWE/ | i b

wget https://dev. nysqgl.com get/ Downl oads/ Connect or - J/ nysql - connect or - j ava- 5.
1.41.tar.gz

tar xf nmysql-connector-java-5.1.41.tar.gz

. To add additional users:

use netronrest;
insert into users (usernane, password, enabled) values ('your_usernange',
"your _password', 1);
insert into authorities (usernanme, authority) values ('your_usernane',
' ROLE_USER' ) ;
conmi t;

4.4. Installing HCP

Manually installing HCP involves several steps. This section details each of these steps,
including the following:

Setting Environment Variables [29]

Creating a Repository [30]

Installing HCP [30]

Creating Kafka Topics [31]

Creating HBase Tables [32]

Creating an HCP Global.json File [32]

Setting up the Metron Enrichment [33]

Setting Up Indexing [33]

Pushing the Configuration Changes to ZooKeeper [34]
Streaming Data into HCP [34]

Starting Your Parsers [37]

Starting Your Enrichments [37]

Starting Indexing [37]

Importing the Apache Zeppelin Notebook Manually [37]

Launching the HCP Management Module [39]

4.4.1. Setting Environment Variables

Before beginning the installation instructions, you must set the following environmental
variables, using values specific to your deployment.

From the Metron install host, enter the following to define your environment variables:
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S Note
The Metron install host must be running Supervisor, Kafka Broker, and HBase
client.

nmysgl r oot user =r oot
nmysql dbuser =netron — al ways specify the DB user as netron
nmysql dbhost ={{ netron install host }} — Wiere you will be doing the netron
i nstall
mysql dbpasswd={{ netron user mysgl password }}
mysql -u $nmysql rootuser -e "CREATE USER ' $nysql dbuser' @ $nysql dbhost'
| DENTI FI ED BY ' $nysql dbpasswd' ; "
nmysgl -u root -e "CREATE USER ' $nysql dbuser' @I ocal host' | DENTI FI ED BY
' $nysql dbpasswd' ; "
nmysqgl -u root -e "GRANT ALL PRI VILEGES ON *.* TO
' $nysql dbuser® @ $nysql dbhost ' ; *
nmysqgl -u root -e "GRANT ALL PRI VILEGES ON *.* TO ' $nmysql dbuser' @I ocal host"' ;"
mysql -u root -e "GRANT ALL PRI VILEGES ON *.* TO ' $nysql dbuser' @ % | DENTI FI ED
BY ' $nysql dbpasswd' ;"
mysql -u root -e "flush privileges;"

4.4.2. Creating a Repository

Complete the following steps to create a HCP repository:

1. Create a file called / et ¢/ yum r epos. d/ hcp. r epo.

vi /etc/yunirepos.d/ hcp.repo
2. Populate the file with the latest repository information.

For example:

#VERSI ON_NUMBER=1.4. 1.0

[HCP-1. 4. 1. 0- 38]

name=HCP Version - HCP-1.4.1.0

baseur| =http://public-repo-1. hortonworks. com HCP/ cent 0os7/ 1. x/ updates/ 1. 4. 1.
0/ hcp. repo

gpgcheck=1

gpgkey=htt p: // publ i c-repo- 1. hort onwor ks. conl HCP/ cent 0os7/ 1. x/ updat es/ 1. 4. 1. 0/
hcp. repo/ BUI LDS/ 1. 4. 1. 0/ RPM GPG- KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

[ HDP- UTI LS- 4. 1. 0. 0]

name=HDP- UTI LS Version - HDP-UTILS-4.1.0.0

baseur| =http://s3. amazonaws. coni dev. hort onwor ks. coml HDP- UTI LS- 4. 1. 0. 0/ r epos/
cent os7

gpgcheck=1

gpgkey=htt p://s3. amazonaws. coni dev. hort onwor ks. coml HCP/ cent os7/ 1. x/ updat es/
4.1.0. 0/ RPM GPG KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

4.4.3. Installing HCP

1. If you are on a cluster, log in to the Metron Installer node.
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You should have specified the Metron Installer host during your cluster installation. See

Setting Environment Variables [29] for more information.

. Install HCP:

yuminstall -y netron*

HCP will display the size of the download and ask you if it is okay to proceed. Enter Y

and press Enter.

The installation will take several minutes.

4.4.4. Creating Kafka Topics

You need to create a Kafka topic for each supported data source.

1.

Assign the ZooKeeper host to the zookeeper variable

zookeeper ={ { zookeeper _quor uni }

the following commands:

. From the kaf ka- bi n directory (/ usr/ hdp/ cur r ent / kaf ka- br oker / bi n), enter

Because you assigned the zookeeper variable in Step 1, you can copy and paste the

following commands.

#br o

. I kaf ka-t opi cs. sh \

--zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor
--config retention. bytes=10737418240 \

--topic bro

#yaf

./ kaf ka-t opi cs. sh \

--zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor
--config retention. byt es=10737418240 \

--topic yaf

#snort

./ kaf ka-t opi cs. sh \

--zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor
--config retention. byt es=10737418240 \

--topic snort

#Parser Invalid

. I kaf ka-t opi cs. sh \

- -zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor
--config retention. bytes=10737418240 \

--topic parser_invalid

#Par ser Error

. I kaf ka-t opi cs. sh \

--zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor

1\

1\

1\

1\

1\
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--config retention. byt es=10737418240 \
--topic parser_error

#enri chnment s

. I kaf ka-t opi cs. sh \

--zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor 1 \
--config retention. byt es=10737418240 \

--topic enrichnments

#i ndexi ng

. [ kaf ka-topi cs. sh \

- -zookeeper ${zookeeper} \

--create --partitions 1 --replication-factor 1 \
--config retention. byt es=10737418240 \

--topi c indexing

./ kaf ka-topi cs. sh --zookeeper ${zookeeper} --1list

The final command lists the Kafka topics you just created. You should see the following
topics listed:

bro

enri chnents

i ndexi ng

par ser_error
parser_invalid
snort

yaf

4.4.5. Creating HBase Tables

Create the HBase tables by entering the following command from the Metron install host:

for i in {pcap,access_tracker,threatintel,enrichnent} ; do echo "create
"${i}','t'" | hbase shell -n; done

4.4.6. Creating an HCP Global.json File

The @ obal . j son file lets Metron know where things are.
To create the G obal . j son file, complete the following steps:

1. Create a file called $SMETRON_HOVE/ conf i g/ zookeeper/ gl obal . j son.

touch /usr/metron/1.0.0.1.0.0.0-52/confi g/ zookeeper/ gl obal . j son

2. Populate the file with the following information:

{
"es.clustername": "{{ elasticsearch_cluster_nane }}",
"{{es_master_host}}": "{{ groups.search[0] }}",
"es.port": "{{ elasticsearch_transport_port }}",
"es.date.format": "yyyy. MM dd. HH"

}

where

es.clustername This should be et r on.

32



Hortonworks Cybersecurity January 26, 2018

Package

es_master_host This can be either an IP address or a host name.

es.port The Elasticsearch port. Default is 9300.

es.data.format The data format used by Elasticsearch. You can leave this format as
is.

4.4.7. Setting up the Metron Enrichment

You need to modify the enri chnment . properti es file to match your HCP configuration.

To modify the enrichment properties file, complete the following steps:

1.

Open the METRON_HOVE/ confi g/ enri chnent . properti es file:
vi METRON _HOWE/ confi g/ enri chnent. properties

. Modify the following Kafka entries to reflect your configuration:

kaf ka. zk={{ zookeeper _quor un} }
kaf ka. br oker ={ { kaf ka_br oker s}}
enri chnent . out put . t opi c=i ndexi ng

. Add the following text above #### Threat Intel ####:

#i### Host Enri chnent #####

hbase. provi der. i npl =or g. apache. net r on. hbase. HTabl ePr ovi der
enri chnent. si npl e. hbase. t abl e=enri chnment
enri chnent. si npl e. hbase. cf =t

. Replace the Threat Intel text with the following:

threat.intel.tracker.tabl ezaccess_tracker
threat.intel.tracker. cf=t
threat.intel.sinple.hbase.tabl e=threatintel
threat.intel.sinple.hbase. cf=t
threat.intel.ip.table=

threat.intel.ip.cf=

4.4.8. Setting Up Indexing

. Modify the $VETRON_HOME/ conf i g/ el asti csear ch. properti es file to reflect

your configuration:

vi $METRON_HOME/ confi g/ el asti csearch. properties

. Modify the number of Storm workers if needed.

i ndexi ng. wor kers={{ defaults to 1 start with nunber of ES hosts }}
i ndexi ng. execut or s=0

. Modify the Kafka text to reflect your configuration:

kaf ka. zk={ { zookeeper _quor un} }
kaf ka. br oker ={ { kaf ka_br oker s}}
kaf ka. st ar t =UNCOVWM TTED_EARLI EST
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4. Modify the Elasticsearch text to reflect your configuration:
{{es_naster_host}}={{es_host}}

es. por t =9300
es. cl ust er name=net r on

4.4.9. Pushing the Configuration Changes to ZooKeeper

The final step in the installation is to push the configuration changes to ZooKeeper.
Complete the following steps to push the configuration changes to ZooKeeper:

1. Change to the SMETRON_HOVE/ bi n directory.

cd $METRON HOME/ bi n

2. Because you set the ZooKeeper variable in an earlier step, you can simply run the
following command:

./ zk_l oad_configs.sh -i ../config/zookeeper -m PUSH -z ${zookeeper}

3. To verify that your push was successful, run the following command:

./ zk_l oad_configs.sh -i ../config/zookeeper -m DUWP -z ${zookeeper}

4.4.10. Loading GeolP Data

Load the GeolP data by entering the following command from the Metron install host:

./ geo_enrichnment _| oad. sh -z {zookeeper}

4.4.11. Streaming Data into HCP

To prepare for HCP to ingest data source data into HCP, you must stream each raw event
stream from the telemetry data source into its own individual Kafka topic. This applies to
the telemetry data sources for which HCP includes parsers (for example, Bro, Snort, and
YAF). Even though HCP includes parsers for these data sources, HCP does not install these
data sources or ingest the raw data. This is something that you must do.

3 Note

When you install and configure Snort, you must configure Snort to include the
year in the timestamp by modifying the snort . conf file as follows:

# Configure Snort to show year in tinestanps
config show year

Depending on the type of data you are streaming into HCP, you can use one of the
following methods:

NiFi This type of streaming method works for most types
of data sources. For information on installing NiFi, see
Installing HDF Services on an Existing HDF Cluster. For
information on using NiFi to ingest data sources into
HCP, see Building a DataFlow.
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f I Note

Ensure that the NiFi web application is using

port 8089.
Performant network ingestion This type of streaming method is ideal for streaming
probes high volume packet data. See Setting Up pcap to View
Your Raw Data for more information.
Real-time and batch threat This type of streaming method is used for real-time
intelligence feed loaders and batch threat intelligence feed loaders. For more

information see Using Threat Intel Feeds.
4.4.11.1. Creating a NiFi Flow to Stream Events to HCP

You can use NiFi to create a flow to capture events from the new data source and push
them into HCP.

2 Important

The following task is an example using the Squid data source. Prior to creating
a NiFi flow to stream Squid events to HCP, you would need to install Squid and
create parsers for the data source.

To perform this task, complete the following steps:

1. Drag the first icon on the toolbar (the processor icon) to your workspace.

2. Select the TailFile type of processor and click Add.

3. Right-click the processor icon and select Configure to display the Configure Processor
dialog box.

* In the Settings tab, change the name to | ngest $DATASOURCE Events.

¢ In the Properties tab, configure the following:

Figure 4.3. NiFi Configure Processor Dialog Box EC2 Dashboard

Configure Processor

Settings | scheduling | [[ESSY ' comments

Required field

=+ | Mow property

D ——
File to Tall U fvarflog/equid/access.log

Rolling Filename Pattern
State File

Initial Start Position U Beginning of File
File Location U Laecal

Cancel | Apply
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4. Repeat Step 1.
5. Select the PutKafka type of processor and click Add.
6. Right-click the processor and select Configure.

7. In the Settings tab, change the name to Stream t o Met r on and then click the
relationship check boxes for failure and success.

8. In the Properties tab, set the following three properties:
* Known Brokers: $KAFKA_HOST:6667
» Topic Name: $DATAPROCESSOR
* Client Name: nifi-$DATAPROCESSOR

9. Create a connection by dragging the arrow from the Ingest $DATAPROCESSOR Events
processor to the Stream to Metron processor.

10Press the Shift key and draw a box around both parsers to select the entire flow; then
click the play button (green arrow).

You should see all of the processor icons turn into green arrows:

Figure 4.4. NiFi Configure Processor Dialog Box EC2 Dashboard

Hortonworks DataFlow

SalsISEIEls IreCEEETG

Byt oranar e Te To b1 mo e e

¥ Ingest Sauid Events 9

11.Generate some data using the new data processor client.
You should see metrics on the processor of data being pushed into Metron.
12Look at the Storm Ul for the parser topology and you should see tuples coming in.

13 After about five minutes, you should see a new Elastic Search index called
$DATAPROCESSOR_index* in the Elastic Admin UlI.
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For more information about creating a NiFi data flow, see the NiFi documentation.

4.4.12. Starting Your Parsers

Start each of the parsers included in HCP:

.Istart_parser_topol ogy. sh -k ${kaf ka_brokers} -z ${zookeeper} -s bro
.Istart_parser_topol ogy. sh -k ${kaf ka_brokers} -z ${zookeeper} -s snort
./ start_parser_topol ogy.sh -k ${kafka_brokers} -z ${zookeeper} -s yaf

4.4.13. Starting Your Enrichments

Start the enrichments included in HCP:

./start_enrichnent_t opol ogy. sh

4.4.14. Starting Indexing

Start the indexing:

.Istart_el asti csearch_t opol ogy. sh

4.5. Importing the Apache Zeppelin Notebook
Manually

If you would like to import the Apache Zeppelin notebook manually, complete the
following steps:

For more information about Apache Zeppelin, see Analyzing Enriched Data Using Apache
Zeppelin.

1. Use ssh to navigate to the host where you want to install Zeppelin.

ssh $METRON_HOVE

2. Use the following command to import the " $METRON_HOVE/ conf i g/ zeppel i n/
netron-yaf-tel emetry.json" file onto your Zeppelin host.

curl -s -XPOST https://github. conl apache/i ncubat or - netron/ bl ob/ nast er/

met ron- pl at f or m net r on- i ndexi ng/ src/ mai n/ confi g/ zeppel i n/ net ron/ et r on- yaf -
tel enetry.json/ api/ not ebook/inport -d @$METRON _HOVE/ confi g/ zeppel i n/ et r on-
yaf-telenmetry.json"

3. Navigateto htt p: / / $ZEPPELI N_HOST: 9995.

4.6. Verifying that HCP Deployed Successfully

After you install HCP, you can verify that your installation was a success by checking the
various tools you installed.

1. Check Ambari to verify that all of the services are active by entering
$AMBARI_HOST:8080 in a web browser, to display Ambari.
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The Ambari dashboard should look similar to the following:

Figure 4.5. Ambari Metron Dashboard

Ma 0.25 ms
- —
18 hr o 5 1.8 hr
J— F— - Q..
n-s\ 1.8 hr i o%

2. Verify that the topologies bundled with HCP are deployed.
From Ambari, navigate to Storm > Quick Links > Storm UI.
You should see the following topologies listed :

* Bro
* Snort
* YAF
* Enrichment
* Indexing
3. Check that the enrichment topology has emitted some data.

This could take a few minutes to show up in the Storm Ul. The Storm enrichment
topology Ul should look something like the following:
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Figure 4.6. Storm Ul with Enrichment

Storm Ul

Topology actions

Topology stats

Windaw Emisd 0 Teanatemsd Complete latency fmel  © Acked Fald
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Processlaency  Eme Emor Last

4. Ensure that the HCP user interface is available and receiving data by displaying the HCP
Ul at SMETRON_UI_HOST:5000.

Check to verify that the indexing is done correctly and the data is visualized.

To customize HCP to meet your own needs, see the following sections in the HCP
Administration Guide for instructions on how to configure HCP:

* Adding New Telemetry Data Sources
* Enriching Telemetry Events
* Using Threat Intel Feeds

* Prioritizing Threat Intelligence

4.7. Launching the HCP Management Module

The HCP Management Module is bundled with the HCP 1.4.1 bits. To launch the
Management Module, complete the following steps:

1. From the Ambari Dashboard panel, click Metron.
2. Make sure the Summary tab is selected.
3. Double-click the Metron Management Ul in the Summary list.

The Metron Management Ul tool should display in a separate browser tab.
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Alternatively, you can launch the module from $METRON_MANAGEMENT _UI _HOST: 4200
in a browser.

4.8. Optimization Guidelines

In any Storm based platform, there are many parameters that control the system’s
performance. The values of these parameters vary greatly with differences in cluster size
and data velocity. Ensuring that you have a properly tuned index is key to overall system
performance. The following Storm parameters may also be tuned to improve overall system
performance. See the Storm user guide for detailed discussion.

* num.workers
e num.ackers

* max.spout.pending

topology.worker.childopts - increase heap size (-XmxNNNNm -XmsNNNNm)

topology.workers"
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5. Enabling Kerberos

How you enable Kerberos for your HCP environment depends on how you installed HCP. If
you installed HCP with Ambari, you can use Ambari to enable Kerberos. If you installed HCP
manually, you will need to enable Kerberos manually. This chapter contains instructions for
enabling Kerberos using each method.

* Using Ambari to Enable Kerberos [41]

* Manually Enabling Kerberos [48]

S Note

The Management module is not supported in a Kerberized environment.

5.1. Using Ambari to Enable Kerberos

If you installed HDP using Ambari, then you can use Ambari to enable Kerberos for your
HCP environment.

To enable Kerberos on Ambari, complete the following steps:
* Installing and Configuring the KDC [41]
* Installing the JCE [46]

* Enabling Kerberos on Ambari [47]

5.1.1. Installing and Configuring the KDC

Ambari is able to configure Kerberos in the cluster to work with an existing MIT KDC (key
distribution center), or existing Active Directory installation. This section describes the steps
necessary to prepare for this integration.

3 Note

If you do not have an existing KDC (MIT or Active Directory), Install a new MIT
KDC. Installing a KDC on a cluster host after installing the Kerberos client might
overwrite the krb5.conf file generated by Ambari.

You may choose to have Ambari connect to the KDC and automatically create the
necessary Service and Ambari principals, generate and distribute the keytabs (“Automated
Kerberos Setup”). Ambari also provides an advanced option to manually configure
Kerberos. If you choose this option, you must create the principals, generate and distribute
the keytabs. Ambari will not do this automatically (“Manual Kerberos Setup”).

* Use an Existing MIT KDC [42]
» Use an Existing Active Directory [42]

* Use Manual Kerberos Setup [43]
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Use the instructions to (Optional) Install a new MIT KDC if you do not have an existing KDC

available.

5.1.1.1. Use an Existing MIT KDC

To use an existing MIT KDC for the cluster, you must prepare the following:

* Ambari Server and cluster hosts have network access to both the KDC and KDC admin

hosts.

* KDC administrative credentials are on-hand.

N

Note

You will be prompted to enter the KDC Admin Account credentials during the
Kerberos setup so that Ambari can contact the KDC and perform the necessary
principal and keytab generation. By default, Ambari will not retain the KDC
credentials unless you have configured Ambari for encrypted passwords.

5.1.1.2. Use an Existing Active Directory

To use an existing Active Directory domain for the cluster with Automated Kerberos Setup,
you must prepare the following:

e Ambari Server and cluster hosts have network access to, and be able to resolve the DNS
names of, the Domain Controllers.

 Active Directory secure LDAP (LDAPS) connectivity has been configured.

* Active Directory User container for principals has been created and is on-hand. For
example, "OU=Hadoop,OU=People,dc=apache,dc=org"

N

Note

The Active Directory user name for the metron account must be the same as
the Kerberos user.

» Active Directory administrative credentials with delegated control of “Create, delete, and
manage user accounts” on the previously mentioned User container are on-hand.

N

N

Note

You will be prompted to enter the KDC Admin Account credentials during the
Kerberos setup so that Ambari can contact the KDC and perform the necessary
principal and keytab generation. By default, Ambari will not retain the KDC
credentials unless you have configured Ambari for encrypted passwords.

Note

If Centrify is installed and being used on any of the servers in the cluster, it
is critical that you refer to Centrify's integration guide before attempting to
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enable Kerberos Security on your cluster. The documentation can be found
in the Centrify Server Suite documentation library, with a direct link to the
Hortonworks specific PDF here.

5.1.1.3. Use Manual Kerberos Setup

5.1.1.4.

To perform Manual Kerberos Setup, you must prepare the following:
e Cluster hosts have network access to the KDC.
» Kerberos client utilities (such as kinit) have been installed on every cluster host.

* The Java Cryptography Extensions (JCE) have been setup on the Ambari Server host and
all hosts in the cluster.

* The Service and Ambari Principals will be manually created in the KDC before completing
this wizard.

* The keytabs for the Service and Ambari Principals will be manually created and
distributed to cluster hosts before completing this wizard.

(Optional) Install a new MIT KDC

The following gives a very high level description of the KDC installation process. For more
information see specific Operating Systems documentation, such as RHEL documentation or
CentOS documentation.

3 Note

Because Kerberos is a time-sensitive protocol, all hosts in the realm must be
time-synchronized, for example, by using the Network Time Protocol (NTP).
If the local system time of a client differs from that of the KDC by as little as 5
minutes (the default), the client will not be able to authenticate.

Install the KDC Server

1. Install a new version of the KDC server:
RHEL/CentOS/Oracle Linux
yuminstall krb5-server krb5-1ibs krb5-workstation
Ubuntu/Debian
apt-get install krb5-kdc krb5-adm n-server

2. Using a text editor, open the KDC server configuration file, located by default here:
vi /etc/krb5. conf

3. Change the [realms] section of this file by replacing the default “kerberos.example.com”
setting for the kdc and admin_server properties with the Fully Qualified Domain Name
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of the KDC server host. In the following example, “kerberos.example.com” has been
replaced with “my.kdc.server”.

[ real ms]
EXAMPLE. COM = {
kdc = ny. kdc. server
adm n_server = ny. kdc. server

}

. Some components such as HUE require renewable tickets. To configure MIT KDC to

support them, ensure the following settings are specified in the | i bdef aul t s section
of the / et ¢/ kr b5. conf file.

renew |ifetime = 7d

3 Note

For Ubuntu/Debian, the setup of the default realm for the KDC and KDC
Admin hostnames is performed during the KDC server install. You can re-run
setup using dpkg-reconfigure krb5-kdc. Therefore, Steps 2 and 3 above are
not needed for Ubuntu/Debian.

Create the Kerberos Database

* Use the utility kdb5_util to create the Kerberos database.

RHEL/CentOS/Oracle Linux
kdb5 util create -s
Ubuntu/Debian

kr b5_newr eal m

Start the KDC

e Start the KDC server and the KDC admin server.

RHEL/CentOS/Oracle Linux 6
letc/rc.d/init.d/krb5kdc start
fetc/rc.d/init.d/ kadmi n start
RHEL/CentOS/Oracle Linux 7
systenct!| start krb5kdc
systenct!| start kadmn
Ubuntu/Debian

service krb5-kdc restart

service krb5- adm n-server r
service kKrpo-agm-hn-s r—f

—+
[0}
=
—

—V

SO
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c Important

Create

When installing and managing your own MIT KDG, it is very important to set
up the KDC server to auto-start on boot. For example:

RHEL/CentOS/Oracle Linux 6
chkconfi g krb5kdc on
chkconfi g kadm n on
RHEL/CentOS/Oracle Linux 7
systenct| enabl e krb5kdc
systentt| enabl e kadnin

a Kerberos Admin

Kerberos principals can be created either on the KDC machine itself or through the
network, using an “admin” principal. The following instructions assume you are using the
KDC machine and using the kadm n. | ocal command line administration utility. Using

kadmi
Create

N

n. | ocal onthe KDC machine allows you to create principals without needing to
a separate "admin" principal before you start.

Note

You will need to provide these admin account credentials to Ambari when
enabling Kerberos. This allows Ambari to connect to the KDC, create the cluster
principals and generate the keytabs.

1. Create a KDC admin by creating an admin principal.

kadm n.l ocal -q "addprinc adm n/adm n"

2. Confirm that this admin principal has permissions in the KDC ACL. Using a text editor,
open the KDC ACL file:

RHEL/CentOS/Oracle Linux

Vi

[ var / ker ber os/ kr b5kdc/ kadnb. acl

Ubuntu/Debian

Vi

[ et ¢/ kr b5kdc/ kadnb. acl

3. Ensure that the KDC ACL file includes an entry so to allow the admin principal to

administer the KDC for your specific realm. When using a realm that is different than
EXAMPLE.COM, be sure there is an entry for the realm you are using. If not present,
principal creation will fail. For example, for an admin/admin@HADOOP.COM principal,
you should have an entry:

* [ adm n@ADOCP. COM *
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4. After editing and saving the kadmb5.acl file, you must restart the kadmin process.

RHEL/CentOS/Oracle Linux 6
letc/rc.d/init.d/ kadm n restart
RHEL/CentOS/Oracle Linux 7

systenttl restart kadmin
Ubuntu/Debian

servi ce krb5-adm n-server restart

5.1.2. Installing the JCE

Before enabling Kerberos in the cluster, you must deploy the Java Cryptography Extension
(JCE) security policy files on the Ambari Server and on all hosts in the cluster.

c Important

If you are using Oracle JDK, you must distribute and install the JCE on all hosts
in the cluster, including the Ambari Server. Be sure to restart Ambari Server
after installing the JCE. If you are using OpenlJDK, some distributions of the
OpenJDK come with unlimited strength JCE automatically and therefore,
installation of JCE is not required.

5.1.2.1. Install the JCE

1. On the Ambari Server, obtain the JCE policy file appropriate for the JDK version in your

cluster.
¢ For Oracle JDK 1.8:

http://www.oracle.com/technetwork/java/javase/downloads/jce8-
download-2133166.html

e For Oracle JDK 1.7:

http://www.oracle.com/technetwork/java/javase/downloads/jce-7-
download-432124.html

. Save the policy file archive in a temporary location.

. On Ambari Server and on each host in the cluster, add the unlimited security policy JCE

jarsto $JAVA HOVE/ jrel/lib/security/.

For example, run the following to extract the policy jars into the JDK installed on your
host:

unzip -o -j -q jce_policy-8.zip -d /usr/jdk64/jdkl.8.0 _60/jre/lib/security/

4. Restart Ambari Server.
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5.1.3. Enabling Kerberos on Ambari

Once you have completed the prerequisites, you are ready to enable Kerberos for Ambari.

1. From the Ambari Ul, click Admin, and select Kerberos.

Dashboard Services Hosts Alerts Admin :

Stack and Versions

Service Accounts
Kerberos

2. Click Enable Kerberos to launch the Enable Kerberos Wizard.
3. From the Get Started screen, select the type of KDC you want to use.
4. Provide information about the KDC and admin account.

a. In the KDC section, enter the following information:

* In the KDC Host field, the IP address or FQDN for the KDC host. Optionally a port
number may be included.

* In the Realm name field, the default realm to use when creating service principals.

* (Optional) In the Domains field, provide a list of patterns to use to map hosts in the
cluster to the appropriate realm. For example, if your hosts have a common domain
in their FQDN such as host1.hortonworks.local and host2.hortonworks.local, you
would set this to:

. hort onwor ks. | ocal , hort onwor ks. | ocal
b. In the Kadmin section, enter the following information:

* In the Kadmin Host field, the IP address or FQDN for the KDC administrative host.
Optionally a port number may be included.

* The Admin principal and password that will be used to create principals and
keytabs.

* (Optional) If you have configured Ambari for encrypted passwords, the Save
Admin Credentials option will be enabled. With this option, you can have Ambari
store the KDC Admin credentials to use when making cluster changes.

5. From the Install and Test Kerberos Client page, proceed with the install. Click Next
when complete.

6. From the Configure Identities page, you can customize the Kerberos identities as
needed, and proceed to kerberize the cluster.
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Be sure to review the principal names, particularly the Ambari Principals on the General
tab. These principal names, by default, append the name of the cluster to each of

the Ambari principals. You can leave this as default or adjust these by removing the "-
${cluster-name}" from principal name string.

Click the Advanced tab to review the principals and keytabs for each service.

7. Confirm your configurations, and click next to proceed kerberizing your cluster.

Enable Kerberos Wizard

Kerberize Cluster

Pleasa wait while cluster is baeing kerberized

5.2. Manually Enabling Kerberos

If you installed HDP manually, then you need to enable Kerberos manually.
To manually enable Kerberos, complete the following steps:

Note: These are manual instructions for Kerberizing Metron Storm topologies from Kafka
to Kafka. This does not cover the Ambari MPack, sensor connections, or MAAS.

1. Stop all topologies - you will restart them again once Kerberos has been enabled.

for topology in bro snort enrichnment indexing; do stormkill $topology; done

2. Set up Kerberos:
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3 Note

If you copy/paste this full set of commands, the kdb5_uti | command will
not run as expected. So, run the commands individually to ensure they all
execute.

Be sure to set 'node1' to the correct host for your kdc.

yum -y install krb5-server krb5-1ibs krb5-workstation

sed -i 's/kerberos. exanpl e. coni nodel/g"' /etc/krb5.conf

cp /etc/krb5.conf /var/lib/anbari-server/resources/scripts

# This step takes a nonent. It creates the kerberos database.
kdb5_util create -s

[etc/rc.d/init.d/ krb5kdc start

letc/rc.d/init.d/ kadm n start

chkconfi g krb5kdc on

chkconfi g kadm n on

3. Set up the admin and metron user principals.

3 Note

The OS or metron user must be the same as the Kerberos user.

You'll kinit as the metron user when running topologies. Make sure to remember the
passwords.

kadm n. | ocal -qg "addprinc adm n/adm n"
kadm n. | ocal -qg "addprinc netron"

4. Create the metron user HDFS home directory:

sudo -u hdfs hdfs dfs -nkdir /user/netron && \
sudo -u hdfs hdfs dfs -chown netron: hdfs /user/nmetron && \
sudo -u hdfs hdfs dfs -chnod 770 /user/netron

5. In Ambari, set up Storm to run with Kerberos and run worker jobs as the submitting
user:

a. Add the following properties to custom storm-site:

t opol ogy. aut o-credenti al s=[' org. apache. storm security. aut h. ker ber os.
Aut oTGT' ]

ni nbus. credenti al . renewer s. cl asses=["' or g. apache. st orm security. aut h.
ker ber os. Aut oTGT" |

supervi sor. run. wor ker. as. user =t rue

b. In the Storm config section in Ambari, choose Add Property under custom storm-site:
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Figure 5.1. Ambari Storm Site

v

¢. In the dialog window, choose the bulk property add mode toggle button and add
the following values:

Figure 5.2. Add Property
Add Property

6. Kerberize the cluster via Ambari.

More detailed documentation can be found in Enabling Kerberos Security in the [HDP
Security] guide.

a. For this exercise, choose existing MIT KDC (this is what you set up and installed in the
previous steps.)
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b. Set up Kerberos configuration. Realm is EXAMPLE.COM. The admin principal will end
up as admin/admin@EXAMPLE.COM when testing the KDC. Use the password you

entered during the step to add the admin principal.

51



Hortonworks Cybersecurity January 26, 2018
Package

Figure 5.4. Enable Kerberos Wizard

Enabde Kertsros Wizard

Configure Kerberos
m P

¢. Click through to Start and Test Services.

Let the cluster spin up, but don't worry about starting up Metron via Ambari. You wiill
run the parsers manually against the rest of the Hadoop cluster Kerberized.

The wizard will fail at starting Metron, but it is okay.
d. Click continue.

When you're finished, the custom storm-site should look similar to the following:
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Figure 5.5. Final Custom Storm-site

7. Set up Metron keytab:

kadmi n. | ocal -q "ktadd -k metron. headl ess. keyt ab met r on@XAMPLE. COM' && \
cp netron. headl ess. keytab /etc/security/keytabs && \

chown netron: hadoop /etc/security/keytabs/netron. headl ess. keytab && \
chnod 440 /etc/security/keytabs/ metron. headl ess. keyt ab

8. Kinit with the metron user:

kinit -kt /etc/security/keytabs/ nmetron. headl ess. keytab met r on@XAMPLE. COM
9. First create any additional Kafka topics you will need.

You need to create the topics before adding the required ACLs. The current full dev
installation will deploy bro, snort, enrichments, and indexing only. For example:

${ HDP_HOVE} / kaf ka- br oker / bi n/ kaf ka-t opi cs. sh --zookeeper ${ZOOKEEPER}: 2181
--create --topic yaf --partitions 1 --replication-factor 1

10Set up Kafka ACLs for the topics:

export KERB USER=netron;
for topic in bro enrichnents indexing snort; do
${ HDP_HOVE} / kaf ka- br oker/ bi n/ kaf ka- acl s. sh --aut hori zer kafka. security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper.connect =
${ ZOOKEEPER} : 2181 --add --al |l owprinci pal user:${KERB_USER} --topic
${t opi c};
done;

11Set up Kafka ACLs for the consumer groups:
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${ HDP_HOVE} / kaf ka- br oker / bi n/ kaf ka- acl s. sh --aut hori zer kafka. security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper. connect =
${ ZOOKEEPER} : 2181 --add --al |l owprinci pal user: ${KERB_USER} --group
br o_parser;
${ HDP_HOVE} / kaf ka- br oker/ bi n/ kaf ka- acl s. sh --authori zer kafka.security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper.connect =
${ ZOOKEEPER} : 2181 --add --all ow princi pal user: ${ KERB_USER} --group
snort _parser;
${ HDP_HOVE} / kaf ka- br oker / bi n/ kaf ka- acl s. sh --aut hori zer kafka. security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper. connect =
${ ZOOKEEPER} : 2181 --add --al |l owprinci pal user: ${KERB_USER} --group
yaf _parser;
${ HDP_HOVE} / kaf ka- br oker/ bi n/ kaf ka- acl s. sh --authori zer kafka.security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper.connect=
${ ZOOKEEPER} : 2181 --add --all ow princi pal user: ${ KERB_USER} --group
enri chnent s;
${ HDP_HOVE} / kaf ka- br oker/ bi n/ kaf ka- acl s. sh --aut hori zer kafka. security.
aut h. Si npl eAcl Aut hori zer --authorizer-properties zookeeper. connect =
${ ZOOKEEPER} : 2181 --add --al |l owprinci pal user: ${KERB_USER} --group
i ndexi ng;

12 Add metron user to the Kafka cluster ACL:

[usr/ hdp/ current/ kaf ka- br oker/ bi n/ kaf ka- acl s. sh --aut horizer kafka.

security. aut h. Si npl eAcl Aut hori zer --authorizer-properti es zookeeper. connect =
${ ZOOKEEPER} : 2181 --add --allow princi pal user: ${KERB_USER} --cluster kafka-
cl uster

13You also need to grant permissions to the HBase tables. Kinit as the hbase user and add
ACLs for metron:

kinit -kt /etc/security/keytabs/hbase. headl ess. keytab hbase-
met ron_cl ust er GEXAVPLE. COM

echo "grant 'nmetron', 'RW, 'threatintel'" | hbase shell
echo "grant 'nmetron', 'RW, ‘'enrichment'" | hbase shell

14 Create a ".storm” directory in the metron user’s home directory and switch to that
directory.

su nmetron &% cd ~/
nkdir .storm
cd .storm

15Create a custom client jaas file.

This should look identical to the Storm client jaas file located in/ et ¢/ st or nf conf/
client_jaas. conf except for the addition of a Client stanza. The Client stanza is
used for ZooKeeper. All quotes and semicolons are necessary.

[metron@odel .stornl$ cat client_jaas. conf

StornClient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=t r ue
renewli cket =t r ue
servi ceNanme="ni nbus";

i ¢

dient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
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keyTab="/et c/ security/ keyt abs/ netron. headl ess. keyt ab"
st or eKey=t r ue
useTi cket Cache=f al se
servi ceName="zookeeper"
pri nci pal =" met r on@XAMPLE. COM';
i
Kaf kaCl i ent {
com sun. security. aut h. nodul e. Kr b5Logi nModul e required
useKeyTab=t r ue
keyTab="/et c/ security/ keytabs/ metron. headl ess. keyt ab"
st or eKey=t r ue
useTi cket Cache=f al se
servi ceName="kaf ka"
princi pal =" net r on@XAMPLE. COM';
i

16 Create a storm.yaml with jaas file info. Set the array of nimbus hosts accordingly.

[metron@odel .stornm $ cat storm yan

ni nbus. seeds : [' nodel']

java.security.auth.login.config : '/honme/metron/.storniclient_jaas.conf'
stormthrift.transport : 'org.apache.storm security. auth. kerberos.

Ker ber osSasl| Tr ansport Pl ugi n'

17 Create an auxiliary storm configuration json file in the metron user’s home directory.

3 Note

The login config option in the file points to our custom
client_jaas. conf.

cd /hone/ nmetron
[metron@odel ~]$ cat stormconfig.json

{

"t opol ogy. wor ker. chi | dopts” : "-Dj ava. security.auth. | ogin.config=/hone/
nmetron/.storn client_jaas.conf"

}

18Set up enrichment and indexing:

a. Modify enri chnent . properti es:
${ METRON_HOVE} / conf i g/ enri chment . properti eskaf ka. security. protocol =

PLAI NTEXTSASL t opol ogy. wor ker . chi | dopt s=- Dj ava. security. aut h. | ogi n.
confi g=/home/ metron/.storn client_jaas. conf

b. Modify el asti csearch. properti es:
${ METRON_HOVE} / confi g/ el asti csear ch. properti eskaf ka. security. protocol =

PLAI NTEXTSASL t opol ogy. wor ker . chi | dopt s=- Dj ava. security. auth.| ogin.
config=/hone/ metron/.storni client_jaas. conf

19Kinit with the metron user again:

kinit -kt /etc/security/keytabs/netron. headl ess. keytab net r on@XAMPLE. COM

20.Restart the parser topologies.
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Be sure to pass in the new parameter, “ksp” or “—kafka_security_protocol.” Run this
from the metron home directory.

for parser in bro snort; do ${ METRON HOVE}/ bi n/start_parser_t opol ogy. sh -z
${ ZOOKEEPER} : 2181 -s ${parser} -ksp SASL_PLAI NTEXT -e storm config.json;
done

21Now restart the enrichment and indexing topologies:

${ METRON_HOVE} / bi n/ st art _enri chrment _t opol ogy. sh
${ METRON_HOVE}/ bi n/ st art _el asti csearch_t opol ogy. sh

22 Push some sample data to one of the parser topics.

For example, for yaf we took raw data from https://github.com/mmiklavc/incubator-
metron/blob/994ba438a3104d2b7431bee79d2fce0257a96fec/metron-platform/metron-
integration-test/src/main/sample/data/yaf/raw/YafExampleOutput

cat sanpl e-yaf.txt | ${HDP_HOVE}/ kaf ka- br oker/ bi n/ kaf ka- consol e- pr oducer . sh
--broker-1list ${BROKERLI ST}: 6667 --security-protocol SASL_PLAI NTEXT --topic
yaf

23 Wait a few moments for data to flow through the system and then check for data in the
Elasticsearch indexes. Replace yaf with whichever parser type you’ve chosen.

curl -XGET "${ZOOKEEPER}: 9200/ yaf */ _sear ch"
curl -XGET " ${ZOOKEEPER}: 9200/ yaf */ _count "

You should have data flowing from the parsers all the way through to the indexes.
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