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1. Enabling Kerberos

To enable Kerberos on Ambari, complete the following steps:
1. Installing and Configuring the KDC [1]

2. Installing the JCE [6]

3. Enabling Kerberos on Ambari [7]

4. Cluster Component Configuration Updates [8]

1.1. Installing and Configuring the KDC

Ambari is able to configure Kerberos in the cluster to work with an existing MIT KDC, or
existing Active Directory installation. This section describes the steps necessary to prepare
for this integration.

3 Note

If you do not have an existing KDC (MIT or Active Directory), Install a new MIT
KDC. Installing a KDC on a cluster host after installing the Kerberos client may
overwrite the krb5.conf file generated by Ambari.

You can choose to have Ambari connect to the KDC and automatically create the necessary
Service and Ambari principals, generate and distribute the keytabs (“Automated Kerberos
Setup”). Ambari also provides an advanced option to manually configure Kerberos. If you
choose this option, you must create the principals, generate and distribute the keytabs.
Ambari will not do this automatically ("Manual Kerberos Setup”).

* Use an Existing MIT KDC [1]
* Use an Existing Active Directory [2]
» Use Manual Kerberos Setup [2]

For convenience, use the instructions to (Optional) Install a new MIT KDC if you do not
have an existing KDC available.

1.1.1. Use an Existing MIT KDC

To use an existing MIT KDC for the cluster, you must prepare the following:

e Ambari Server and cluster hosts have network access to both the KDC and KDC admin
hosts.

» KDC administrative credentials are on-hand.

3 Note

You will be prompted to enter the KDC Admin Account credentials during the
Kerberos setup so that Ambari can contact the KDC and perform the necessary
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principal and keytab generation. By default, Ambari will not retain the KDC
credentials unless you have configured Ambari for encrypted passwords.

1.1.2. Use an Existing Active Directory

To use an existing Active Directory domain for the cluster with Automated Kerberos Setup,
you must prepare the following:

* Ambari Server and cluster hosts have network access to, and be able to resolve the DNS
names of, the Domain Controllers.

* Active Directory secure LDAP (LDAPS) connectivity has been configured.

* Active Directory User container for principals has been created and is on-hand. For
example, "OU=Hadoop,OU=People,dc=apache,dc=org"

* Active Directory administrative credentials with delegated control of “Create, delete, and
manage user accounts” on the previously mentioned User container are on-hand.

3 Note

You will be prompted to enter the KDC Admin Account credentials during the
Kerberos setup so that Ambari can contact the KDC and perform the necessary
principal and keytab generation. By default, Ambari will not retain the KDC
credentials unless you have configured Ambari for encrypted passwords.

3 Note

If Centrify is installed and and being used on any of the servers in the cluster,
it is critical that you refer to Centrify's integration guide before attempting to
enable Kerberos Security on your cluster. The documentation can be found

in the Centrify Server Suite documentation library, with a direct link to the
Hortonworks specific PDF here.

1.1.3. Use Manual Kerberos Setup

To perform Manual Kerberos Setup, you must prepare the following:
* Cluster hosts have network access to the KDC.
» Kerberos client utilities (such as kinit) have been installed on every cluster host.

* The Java Cryptography Extensions (JCE) have been setup on the Ambari Server host and
all hosts in the cluster.

* The Service and Ambari Principals will be manually created in the KDC before completing
this wizard.

* The keytabs for the Service and Ambari Principals will be manually created and
distributed to cluster hosts before completing this wizard.
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1.1.4. (Optional) Install a new MIT KDC

The following gives a very high level description of the KDC installation process. To
get more information see specific Operating Systems documentation, such as RHEL
documentation, CentOS documentation, or SLES documentation.

3 Note
Because Kerberos is a time-sensitive protocol, all hosts in the realm must be
time-synchronized, for example, by using the Network Time Protocol (NTP).
If the local system time of a client differs from that of the KDC by as little as 5
minutes (the default), the client will not be able to authenticate.

Install the KDC Server
1. Install a new version of the KDC server:
RHEL/CentOS/Oracle Linux

yuminstall krb5-server krb5-1ibs krb5-workstation

SLES
zypper install krb5 krb5-server krb5-client
Ubuntu/Debian
apt-get install krb5-kdc krb5-adm n-server
2. Using a text editor, open the KDC server configuration file, located by default here:

vi [/etc/krb5. conf

’

3. Change the [realms] section of this file by replacing the default “kerberos.example.com”
setting for the kdc and admin_server properties with the Fully Qualified Domain Name
of the KDC server host. In the following example, “kerberos.example.com” has been
replaced with “my.kdc.server”.

[real ms]
EXAMPLE. COM = {
kdc = ny. kdc. server
adm n_server = ny. kdc. server

}

4. Some components such as HUE require renewable tickets. To configure MIT KDC to
support them, ensure the following settings are specified in the | i bdef aul t s section
of the/ et ¢/ kr b5. conf file.

renew lifetine = 7d

3 Note
For Ubuntu/Debian, the setup of the default realm for the KDC and KDC
Admin hostnames is performed during the KDC server install. You can re-run



https://www.google.com/url?q=https%3A%2F%2Faccess.redhat.com%2Fknowledge%2Fdocs%2Fen-US%2FRed_Hat_Enterprise_Linux%2F6%2Fhtml%2FManaging_Smart_Cards%2Finstalling-kerberos.html&sa=D&sntz=1&usg=AFQjCNFw2D_K9FlzrLPGPjnIqDvIfSsZXg
https://www.google.com/url?q=https%3A%2F%2Faccess.redhat.com%2Fknowledge%2Fdocs%2Fen-US%2FRed_Hat_Enterprise_Linux%2F6%2Fhtml%2FManaging_Smart_Cards%2Finstalling-kerberos.html&sa=D&sntz=1&usg=AFQjCNFw2D_K9FlzrLPGPjnIqDvIfSsZXg
http://www.google.com/url?q=http%3A%2F%2Fwww.centos.org%2Fdocs%2F5%2Fhtml%2F5.2%2FDeployment_Guide%2Fs1-kerberos-server.html&sa=D&sntz=1&usg=AFQjCNFMy250xcdq0sf7Ls461e2M7dt0AQ
https://www.suse.com/documentation/suse91/suselinux-adminguide/html/ch18s04.html

Hortonworks DataFlow

January 31, 2018

setup using dpkg-reconfigure krb5-kdc. Therefore, Steps 2 and 3 above are not

needed for Ubuntu/Debian.

Create the Kerberos Database

* Use the utility kdb5_util to create the Kerberos database.

RHEL/CentOS/Oracle Linux

kdb5 util create -s

SLES

kdb5_util create -s

Ubuntu/Debian

krb5_newreal m

Start the KDC

 Start the KDC server and the KDC admin server.

RHEL/CentOS/Oracle Linux 6

letc/rc.d/init.d/ krb5kdc start

/etc/rc.d/init.d/ kadni n start

RHEL/CentOS/Oracle Linux 7

systenct!| start krb5kdc

systenct| start kadm n

SLES

rckr bbkdc start

rckadm nd start

Ubuntu/Debian

service krb5-kdc restart

servi ce krb5-adm n-server restart

A

Important

When installing and managing your own MIT KDG, it is very important to set

up the KDC server to auto-start on boot. For example:

RHEL/CentOS/Oracle Linux 6

|~

I £ : I [l PO
CITRCOTITTY KI'DORKUU Uhl
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chkconfi g kadm n on
RHEL/CentOS/Oracle Linux 7
systenct| enabl e krb5kdc
systentt!| enable kadnin
SLES
chkconfi g rckrb5kdc on
chkconfi g rckadm nd on
Create a Kerberos Admin

Kerberos principals can be created either on the KDC machine itself or through the
network, using an “admin” principal. The following instructions assume you are using the
KDC machine and using the kadm n. | ocal command line administration utility. Using
kadm n. | ocal onthe KDC machine allows you to create principals without needing to
create a separate "admin" principal before you start.

S Note
You will need to provide these admin account credentials to Ambari when
enabling Kerberos. This allows Ambari to connect to the KDC, create the cluster
principals and generate the keytabs.

1. Create a KDC admin by creating an admin principal.
kadnmi n.l ocal -qg "addprinc adm n/admi n"

2. Confirm that this admin principal has permissions in the KDC ACL. Using a text editor,
open the KDC ACL file:

RHEL/CentOS/Oracle Linux

vi [var/kerberos/krb5kdc/ kadnb. acl
SLES

vi /var/lib/kerberos/krb5kdc/ kadnb. acl
Ubuntu/Debian

vi [etc/krb5kdc/ kadnb. acl

3. Ensure that the KDC ACL file includes an entry so to allow the admin principal to
administer the KDC for your specific realm. When using a realm that is different than
EXAMPLE.COM, be sure there is an entry for the realm you are using. If not present,
principal creation will fail. For example, for an admin/admin@HADOOP.COM principal,
you should have an entry:

* [ adm n@HADOOP. COM *
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4. After editing and saving the kadmb5.acl file, you must restart the kadmin process.
RHEL/CentOS/Oracle Linux 6
letc/rc.d/init.d/ kadm n restart
RHEL/CentOS/Oracle Linux 7
systenttl restart kadmin
SLES
rckadm nd restart
Ubuntu/Debian

servi ce krb5-adm n-server restart

1.2. Installing the JCE

Before enabling Kerberos in the cluster, you must deploy the Java Cryptography Extension
(JCE) security policy files on the Ambari Server and on all hosts in the cluster.

2 Important

If you are using Oracle JDK, you must distribute and install the JCE on all hosts
in the cluster, including the Ambari Server. Be sure to restart Ambari Server
after installng the JCE. If you are using OpenJDK, some distributions of the
OpenJDK come with unlimited strength JCE automatically and therefore,
installation of JCE is not required.

1.2.1. Install the JCE

1. On the Ambari Server, obtain the JCE policy file appropriate for the JDK version in your
cluster.

e For Oracle JDK 1.8:

http://www.oracle.com/technetwork/java/javase/downloads/jce8-
download-2133166.html

e For Oracle JDK 1.7:

http://www.oracle.com/technetwork/java/javase/downloads/jce-7-
download-432124.html

2. Save the policy file archive in a temporary location.

3. On Ambari Server and on each host in the cluster, add the unlimited security policy JCE
jars to $JAVA HOVE/ jrellib/security/.

For example, run the following to extract the policy jars into the JDK installed on your
host:



http://www.oracle.com/technetwork/java/javase/downloads/jce8-download-2133166.html
http://www.oracle.com/technetwork/java/javase/downloads/jce8-download-2133166.html
http://www.oracle.com/technetwork/java/javase/downloads/jce-7-download-432124.html
http://www.oracle.com/technetwork/java/javase/downloads/jce-7-download-432124.html
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unzip -o -j -q jce_policy-8.zip -d /usr/jdk64/jdkl.8.0 _60/jre/lib/security/

4. Restart Ambari Server.

1.3. Enabling Kerberos on Ambari

Once you have completed the prerequisites, you are ready to enable Kerberos for Ambari.

1. From the Ambari Ul, click Admin, and select Kerberos.

Dashboard Services Hosts Alerts Admin S

Stack and Versions

Service Accounts
Kerberos

2. Click Enable Kerberos to launch the Enable Kerberos Wizard.
3. From the Get Started screen, select the type of KDC you want to use.
4. Provide information about the KDC and admin account.

a. In the KDC section, enter the following information:

* In the KDC Host field, the IP address or FQDN for the KDC host. Optionally a port
number may be included.

* In the Realm name field, the default realm to use when creating service principals.
* (Optional) In the Domains field, provide a list of patterns to use to map hosts in the
cluster to the appropriate realm. For example, if your hosts have a common domain

in their FQDN such as host1.hortonworks.local and host2.hortonworks.local, you
would set this to:

. hort onwor ks. | ocal , hort onwor ks. | ocal
b. In the Kadmin section, enter the following information:

* In the Kadmin Host field, the IP address or FQDN for the KDC administrative host.
Optionally a port number may be included.

* The Admin principal and password that will be used to create principals and
keytabs.

* (Optional) If you have configured Ambari for encrypted passwords, the Save
Admin Credentials option will be enabled. With this option, you can have Ambari
store the KDC Admin credentials to use when making cluster changes.

7
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5.

7.

From the Install and Test Kerberos Client page, proceed with the install. Click Next
when complete.

. From the Configure Identities page, you can customize the Kerberos identities as

needed, and proceed to kerberize the cluster.

Be sure to review the principal names, particularly the Ambari Principals on the General
tab. These principal names, by default, append the name of the cluster to each of

the Ambari principals. You can leave this as default or adjust these by removing the "-
${cluster-name}" from principal name string.

Click the Advanced tab to review the principals and keytabs for each service.

Confirm your configurations, and click next to proceed kerberizing your cluster.

Enable Kerberos Wizard

Kerberize Cluster

1.4. Cluster Component Configuration Updates

After you have enabled Kerberos, some cluster components require additional
configuration updates.

SAM Configuration Changes

Steps

1.
2.

From the Ambari Ul, select Admin | Kerberos.

From Ambari Principals, set the SAM principal name:

streanl i ne_princi pal _nane : neno the principal without @f{realnt — (1)

. From Ambari Infra | Configs | Advanced | Advanced infra-solr-security-json, add

the following to the bottom text box. Replace <<streamline>> (bolded) to streamline
principal (1) before pasting.
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{
"aut hentication": {
"class": "org.apache. sol r.security. KerberosPl ugi n"
},
"aut hori zation": {
"class": "org.apache. anbari.infra.security.

I nfraRul eBasedAut hori zat i onPl ugi n",
"user-role": {

"{{infra_solr_kerberos_service_user}}@{kerberos_realnt}": "adm n",
"{{l ogsearch_kerberos_service _user}}@{kerberos _realn}}":
["{{infra_solr_rol e_l ogsearch}}", "{{infra_solr_rol e_ranger_adm n}}",

"{{infra_solr_role_dev}}"],
"<<stream i ne>>@{kerberos_realnt}": ["{{infra_solr_rol e | ogsearch}}",
"{{infra_solr_role_ranger_adm n}}", "{{infra_solr_role_dev}}"],
"{{I ogf eeder _kerberos_service_user}} @{kerberos_realn}}":
["{{infra_solr_role | ogfeeder}}", "{{infra_solr_role_dev}}"],
"{{atl as_kerberos_service_user}}@{kerberos_real n}}":
["{{infra solr_role atlas}}", "{{infra_solr_role ranger_audit}}",
"{{infra_solr_role_dev}}"],
{%if infra_solr_ranger_audit_service_users %
{% for ranger_audit_service_ user in infra_solr_ranger_audit_service_users
%
"{{ranger_audit_service_user}}@{kerberos_realn}}":
["{{infra_solr_role ranger_audit}}", "{{infra_solr_role_dev}}"],
{% endfor %
{%endif %
"{{ranger _adni n_kerberos_service_user}}@{kerberos_real n}}":

["{{infra_solr_role ranger_adnmin}}", "{{infra_solr_role_ranger_audit}}",
"{{infra_solr_role_dev}}"]
e
"perm ssions": [
{
"nane" : "collection-adm n-read",
“role" :null
iE
{

"name" : "collection-adnm n-edit",

"“role" : ["adm n", "{{infra_solr_role_|l ogsearch}}",
"{{infra_solr_role_ | ogfeeder}}", "{{infra_solr_role_atlas}}",
"{{infra_solr_rol e_ranger_adm n}}"]

b
{
"nane":"read",
"role": "{{infra_solr_role_dev}}"
b
{

"collection": ["{{logsearch_service_|l ogs_collection}}",
"{{l ogsearch_audit _|l ogs_col | ection}}", "history"],

"role": ["admi n", "{{infra_solr_role_ | ogsearch}}",
"{{infra_solr_rol e | ogfeeder}}"],

"nane": "l ogsearch-manager",

"path": "/*"

b
{

“collection": ["vertex_index", "edge_ index", "fulltext_index"],

"role": ["admin", "{{infra_solr_role_atlas}}"],

"nane": "atl as-manager",

"path": "/*"

iE
{
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"col l ection": "{{ranger_solr_collection_nane}}",

“role": ["adm n", "{{infra_solr_role_ranger_admn}}",
"{{infra_solr_role_ranger_audit}}"],

"nane": "ranger-manager",

"path": "/*"

}
]
}
}

4. Restart Ambari Infra.
Druid Configuration Changes

Update the Druid property druid.hadoop.security.spnego.excludedPaths to the following
value:

["/status", "/druid/ worker/v1", "/druid/indexer/v1l"]
HDFS Configuration Changes

If you are going to use the HDFS processor in your application in secure mode, add the
following properties in the HDFS service under cust om core-site. xm .

Property Name Value

hadoop.proxyuser. *

$principal_you_configured_in_sam_app_settings.groups

hadoop.proxyuser.
$principal_you_configured_in_sam_app_settings.hosts

Example
In SAM, you have configured the following principal and keytab under Application Settings:
Application Configuration

GENERAL SECURITY ADVANCED

Clusters Security Config 4+

(=}

streamanalytics

storm-streamanalytics @STREAMANALYTICS

KEYTAB PATH *

/etc/security/keytabs/storm.headless.keytab

The configuration for the 2 HDF properties is:

hadoop. proxyuser. st or m st reamanal yti cs. host s=*
hadoop. proxyuser . st or m st reamanal yti cs. gr oups=*

HBase Configuration

10
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In the HBase service, under custom hbase- si t e. xrm add the following properties
* hbase.thrift.support.proxyuser=true

* hbase.regionserver.thrift.http=true

In HDFS service, add the following under custom core-site.xm

* hadoop.proxyuser.streamline-streamanalytics.hosts=*

* hadoop.proxyuser.streamline-streamanalytics.groups=*

11
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2. NiFi Authentication

After you have installed Ambari and the HDF stack, you have a 2 options for enabling SSL
for your NiFi services.

* Enabling SSL with a NiFi Certificate Authority [13]
* Enabling SSL with Existing Certificates [14]

You can use the NiFi service Configs tab Advanced nifi-ambari-ssl-config dialog to configure
security for these options.

To access the NiFi SSL configuration dialog:
1. From the Ambari services column, click NiFi.
2. Click the Configs tabs.

3. Click Advanced nifi-ambari-ssl-config.

12
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¥ Advancad nifi-ambar-ssl-config

Initial Acimin Identity CH=hai-ge-docs-1.openstackiceal, OU=HORTONWORKS o

[Enable 5507

Ky password

Heystore path

Hieystone passwaord

& 2 C

yDE DESSWOT

[{rifi_confi diffikeystors jks

yDE DESSWONT

Hisystons type o

Clients raed to o & ¢
authenticata?

Truststess path [{rifi_sanfiy difitnststers s o C
Truststons password Type password —

Trustatan type o

MiFi CA DM prefix CM= o C
NiFi CA DM suffi , DU=HORTONWORKS o C

NiFi GA Cantificats 1085 e
Duration

NiFi Certificate Authority 10443 o
e

MNiFi CA Force o & ¢
Fsganarsta?

NiFT A Tokoanm -

Maode loentites
l-- Provide the identity (typically a DM of sach node when clustersd [see tool tip for detailed
description of Mode khantity). Must be specified when Fanger Mifi plugin will not be ussd for
authorization. —>

cpropety names"Hode identity 1°>CNshdf-ge-docs-1,.0penstackiocal,
OU=HORTONWORKS-c/Dropartys
<propeny name="Node ldentity 2 >CN=dl-ge-docs-d openstackiocal,
OU=HORTONWORKS</proparty=
<property name="Node identity 3" >CN=hgf-ge-docs-3,openstackiocal,
OL=HORTOMWORKS</property>

2.1. Enabling SSL with a NiFi Certificate Authority

When you enable SSL with the NiFi Certificate Authority (CA) installed, the NiFi CA
generates new client certificates for you through Ambari. If you want to enable SSL with a
NiFi CA installed, and are planning to use Ranger to manage authorization:

1. Select the Enable SSL? box.
2. Specify the NiFi CA token.

If you want to enable SSL with a NiFi CA installed, and are not yet using Ranger to manage
authorization:

13
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1.

2.

3.

Check the Enable SSL? box.
Specify the NiFi CA Token.

Verify that the aut hori zat i ons. xmi file on each node does not contain policies. The
aut hori zati ons. xm islocatedin{ni fi _i nternal _dir}/conf. By default, this
locationis /var/lib/nifi/conf/,andthevalueof{nifi_internal _dir}is
specified in the NiFi internal dir field under Advanced nifi-ambari-config.

3 Note

If aut hori zat i ons. xm does contain policies, you must delete it from
each node. If you do not, your Initial Admin Identity and Node Identities
changes do not take effect.

. Specify the Initial Admin Identity. The Initial Admin Identity is the identity of an initial

administrator and is granted access to the Ul and has the ability to create additional
users, groups, and policies. This is a required value when you are not using the Ranger
plugin for NiFi for authorization.

The Initial Admin Identity format is CN=admin, OU=NIFI.

After you have added the Initial Admin Identity, you must immediately generate
certificate for this user.

. Specify the Node Identities. This indicates the identity of each node in a NiFi cluster and

allows clustered nodes to communicate. This is a required value when you are not using
the Ranger plugin for NiFi for authorization.

<property name="Node |dentity 1">CN=nodel.fqdn, OU=NI FI </ property>
<property nanme="Node ldentity 2">CN=node2.fqdn, OU=NI FI </ property>
<property name="Node ldentity 3">CN=node3.fqdn, OUJEN Fl </ property>

Replace node1.fqdn, node2.fqdn, and node3.fqgdn with their respective fully qualified
domain names.

2.2. Enabling SSL with Existing Certificates

If you want to enable SSL with existing certificates, and plan to use Ranger for
authorization:

1.

2.

Check the Enable SSL? box.
Set Keystore path, Keystore password, and Keystore type values.

The keystore path is similar to: /etc/security/nifi-certs/keystore.jks

. Set the Truststore path, Truststore password, and Truststore type values.

The truststore path is similar to: /etc/security/nifi-certs/truststore.jks

. Check Clients need to authenticate? if you want to ensure that nodes in the cluster are

authenticated and are required to have certificates that are trusted by the truststores.

14
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If you want to enable SSL with existing certificates, and are not yet using Ranger for
authorization:

1. Check the Enable SSL? box.

2. Set Keystore path, Keystore password, and Keystore type values.
The keystore path is similar to: /etc/security/nifi-certs/keystore.jks

3. Set the Truststore path, Truststore password, and Truststore type values.
The truststore path is similar to: /etc/security/nifi-certs/truststore.jks

4. Check Clients need to authenticate? to ensure that nodes in the cluster are
authenticated and are required to have certificates that are trusted by the Truststores.

5. Specify the Initial Admin Identity. The Initial Admin Identity is the identity of an initial
administrator and is granted access to the Ul and has the ability to create additional
users, groups, and policies. This is a required value when you are not using the Ranger
plugin for NiFi for authorization.

The Initial Admin Identity format is CN=admin, OU=NIFI.

After you have added the Initial Admin Identity, you must immediately generate
certificate for this user.

6. Specify the Node Identities. This indicates the identity of each node in a NiFi cluster and
allows clustered nodes to communicate. This is a required value when you are not using
the Ranger plugin for NiFi for authorization.

<property nane="Node ldentity 1">CN=nodel.fqdn, OU=NI FI </ property>
<property name="Node ldentity 2">CN=node2.fqdn, OUJEN Fl </ property>
<property nanme="Node |dentity 3">CN=node3.fqdn, OU=NI FI </ property>

Replace node1.fqdn, node2.fqdn, and node3.fqgdn with their respective fully qualified
domain names.

2.3. (Optional) Setting Up Identity Mapping
About This Task

You can use identity mapping properties to normalize user identities. Once you set up
identity mapping, NiFi treats identities authenticated by different identity providers
(certificates, LDAP, Kerberos) the same. This allows you to avoid creating duplicate users.
Additionally, you only need to set up user-specific configurations such as authorizations
once per user.

Steps
1. From the NiFi service Configs tab, click Advanced nifi-properties.
2. Use the Filter box to search for nifi.security.identity.mapping.pattern.

3. Enter the following values:

15
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Table 2.1. Identity mapping values

Field Sample value
nifi.security.identity.mapping.pattern.dn ~ACN=(.*?), OU=(.*?)$
nifi.security.identity.mapping.value.dn $1@%$2
nifi.security.identity.mapping.pattern.kerb ~.*?)/instance@(.*?)$
nifi.security.identity.mapping.value.kerb $1@$2

Click Save.

5. Restart NiFi using the Restart all Required option from the Action menu.

Example

The following examples demonstrate normalizing DNs from certificates and principals from
Kerberos:

nifi.security.identity.

),

nifi.security.identity.
nifi.security.identity.
nifi.security.identity.

ST=(.*?), C=(.*?)$

nmappi ng. pattern. dn="CN=(. *?),

OU=(.*?), O=(.*?), L=(.*?

mappi ng. val ue. dn=$1@2
mappi ng. pattern. kerb="(.*?)/instance@.*?)$
mappi ng. val ue. ker b=$1@52

2.4. Generating Client Certificates

If you are using a CA, you can use the TLS Toolkit provided in the HDF management pack to
generate the required client certificates so that you can log into NiFi after enabling SSL.

1.

Navigate the TLS Toolkit directory, which will be similar to:

cd /var/lib/anbari-agent/cache/ conmon-services/ N FI/1.0.0/package/fil es/

nifi-toolkit-$version

For example:

cd /var/lib/anbari-agent/cache/ conmon-services/ N FI/1.0.0/package/fil es/

nifi-toolkit-1.1.0.2.1.3.0-6

. From the command line, run the following:

bin/tls-toolkit.sh client
-¢ <CA host nane>
-D "<di stingui shed name>"
-p <CA host port>
-t <NiFi CA token>
-T <keystore type>

Your command should look similar to:

bin/tls-toolkit.sh client

-c nifi.cert.authority. exanpl e.com
-D "CN=admi n, OU=NIFI "

-t nifi

-p 10443

-T pkcsl2

16
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3. To get your keystore password, enter:

cat config.json

4. Verify that the installation directory contains the following two files:
e keyst ore. pkcsl12
enifi-cert.pem

5. To double-click your keystore file to launch your OS certificate management application,
change keyst ore. pkcs12 to keyst ore. pl2.

6. Import the ni fi - cert . pemfile as your trusted CA.
7. Import keyst or e. pkcs12 as the client certificate.

Re-running the TLS Toolkit generates a new set of keystore and configuration files.
To avoid having your files overwritten, save the keystore and configuration files to an
alternate location before re-running the TLS Toolkit.

For more information about the TLS Toolkit, see TLS Generation Toolkit in the
Administration Guide.

2.5. Logging into NiFi After Enabling SSL

Now that you have set up SSL, you need to enable logging into NiFi with a certificate:
1. Launch NiFi from the Ambari Quick Links menu.
2. Select the certificate you just imported from the browser prompt.

3. Log in with the user name and password you created during installation.

3 Note

When you are running NiFi on a host with Ambari and with SSL enabled, the
default URL becomes secured https://<local-host>:9091/nifi.

17
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3. Proxying NiFi with Apache Knox

You can use the Apache Knox gateway to provide authentication access security for

your NiFi services. The Apache Knox Gateway (“Knox") is a system to extend the reach

of Apache™ Hadoop® services to users outside of a Hadoop cluster without reducing
Hadoop Security. Knox also simplifies Hadoop security for users who access the cluster data
and execute jobs. Knox integrates with Identity Management and SSO systems used in
enterprises and allows identity from these systems to be used for access to Hadoop clusters.
For more information about Knox, see Apache Knox Gateway Overview.

3 Note
HA is not currently supported for proxying NiFi in Knox in HDF 3.1.

Installing NiFi authentication with Knox requires the following steps:
* Prerequisites [18]
* Configuring Knox for NiFi [20]

* Accessing NiFi Via Knox [23]

3.1. Prerequisites

To use NiFi with Apache Knox, you must meet the following prerequisites:

Install HDP Apache Knox is part of the HDP stack. For information
on installing HDP, see Getting Ready.

Install Knox on an HDP cluster For information on installing services using Ambari, see
Choose Services.

c Important

We recommend that NiFi is installed on a
different server than Knox.

Install NiFi on the HDP cluster

The procedure for installing NiFi on a HDP cluster
depends on whether the HDP installation is a new
one or an upgrade. See the following section that is
appropriate for your setup:

¢ Installing NiFi on a New HDP Cluster [19]
¢ Installing NiFi on an Upgraded HDP Cluster [19]

Configure Knox on the HDP Prior to enabling access to NiFi, you must configure
cluster Knox on the HDP cluster. See the following for
information on Configuring the Knox Gateway.

Configure Knox authentication You need to define policies for the Knox node user and
any users accessing NiFi through Knox to allow NiFi
to authorize the requests from Knox. For information
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3.1.1.

3.1.2.

3.1.2.1.

on configuring Knox authentication, see Configuring
Authentication.

Installing NiFi on a New HDP Cluster

If you are installing NiFi on a new HDP installation, as opposed to an upgraded HDP
installation, follow the instructions at Installing NiFi on a New HDP Cluster.

In addition to the steps found in Installing NiFi on a New HDP Cluster, make the following
changes:

1. In addition to other settings for the Advanced nifi-ambari-ssl-config, add a node identity
for the Knox node.

For example:

* <property name="Node Identity 1">CN=$NIFI_HOSTNAME, OU=NIFI</property>

* <property name="Node Identity 2">CN=$NIFI_HOSTNAME, OU=NIFI</property>
 <property name="Node Identity 3">CN=$NIFI_HOSTNAME, OU=NIFI</property>

» <property name="Node Identity 4">CN=$KNOX_HOSTNAME, OU=KNOX</property>

2. Add a new property to the Advanced NiFi Properties in Ambari:
ni fi.web. proxy. cont ext . pat h=$GATEWAY_CONTEXT/ def aul t/ ni fi - app

Refer to the Knox configuration in Ambari, $GATEWAY_CONTEXT to determine what the
path is for NiFi.

3. Set the host header to match the host port being used by Knox.

In the Advanced topology section in Ambari, add the following information to the
nifi.web.proxy.host property:

$HOSTNAME: $PORTNUVBER

Installing NiFi on an Upgraded HDP Cluster

If your HDP installation is an upgrade rather than a new installation, follow the instructions
at Installing HDF Services on an Existing HDP Cluster.

You will also need to manually edit policies for the users who are going to log into Knox
and for the Knox node itself to be authorized as a proxy. At a minimum, the Knox node
should be added to the policy for proxying user requests. To do this, complete the steps in
one of the following sections:

» Adding a Policy Using NiFi [19]
» Adding a Policy Using Ranger [20]
Adding a Policy Using NiFi

If you are using native NiFi, complete the following steps to add a policy for the Knox node
user. For more information, see Configuring Users and Access Policies.
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3.1.2.2.

1. Add a user for the Knox node.

2. For the component level policies, on the root group, add permissions to "view the data

policy" and to "modify the data".

Adding a Policy Using Ranger

If you are using Ranger, complete the following steps to add a policy for the Knox node
user. For more information, see Creating Policies to View NiFi.

1. Add a user for the Knox node.

2. For the component level policies, on the root group, add permissions to "view the data

policy" and to "modify the data".
To add these permissions:
* Set WRITE to / pr oxy

« Set READ and WRITE to / dat a/ pr ocess- gr oup/ <r oot - gr oup-i d>

3.2. Configuring Knox for NiFi

1. Create aconfi g. j son file in a location accessible to Knox.

For example, create the file on the Knox server at / horre/ knox.

. Populate the confi g. j son file with the following information:

Look up the NiFi CA port value before populating the conf i g. j son file which is in the
Advanced nifi-ambari-ssl-config.

{
"dn" : "CNE$KNOX _HOST _NAME, OU=KNOX",
"keyStore" : "/home/knox/knox-nifi-keystore.jks",
"keySt oreType" : "jks",
"keySt or ePassword" : "$KEY_STORE_PASSWORD',
"keyPassword" : "$KEY_PASSWORD',
"token" : "$N FI _CA TOKEN VALUE",
"caHost nane" : "$N FI _CA HOSTNAME",
"port" : $NI FI _CA PORT,
“trustStore" : "/home/knox/knox-nifi-truststore.jks",
"trust St orePassword" : "$TRUSTSTORE PASSWORD',
"trust StoreType" : "jks"

}

The keyStorePassword, keyPassword, and trustStorePassword can be set to the Knox
Master Password to make it easier to import the keyStore and trustStore created by the
NiFi Certificate Authority into Knox's keystore.

. Confirm that the variables in the j son. conf i g file from step 2 are set to the values

from the Advanced nifi-ambari-ssl-config.

. To create the keystore and truststore used by Knox when proxying NiFl, start the

NiFi TLS Toolkit. For the location of the TLS Toolkit, see Release Notes for OS-specific
information.
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For example:

/var/lib/lanbari-agent/cache/ common-services/ N FI/1. 0.0/ package/
files/nifi-toolkit-1.2.0.3.0.2.0-71/bin/tls-toolkit.sh client --
subj ect Al t er nati veNanmes " CN=$HOST_DN_NAME, OU=KNOX" -F -f /hone/
knox/ config.json

The toolkit requests a new certificate and creates two new files containing the keystore
and truststore:

/ hone/ knox/ knox-ni fi - keystore.jks
[ home/ knox/ knox-ni fi -truststore.jks

5. Import the Knox certificate for NiFi into Knox's gat eway. j ks file:

keytool -inportkeystore -srckeystore /hone/ knox/knox-nifi -
keystore.jks -destkeystore /usr/hdp/current/knox-server/data/
security/ keystores/gateway. j ks -deststoretype JKS -srcstorepass
$KEYSTORE_PASSWORD - dest st or epass $KNOX_MASTER PASSWORD

The gat eway. j ks file should now contain a PrivateKeyEntry for NiFi.
6. Import NiFi CA's truststore into Knox's gat eway. j ks file:

keytool -inportkeystore -srckeystore /home/ knox/knox-nifi -
truststore.jks -destkeystore /usr/hdp/current/knox-server/ data/
security/ keystores/gateway. j ks -deststoretype JKS -srcstorepass
$KEYSTORE _PASSWORD - dest st or epass $KNOX_ MASTER PASSWORD

The gat eway. j ks file should now contain a trustedCertEntry for NiFi.
Knox uses the gat eway. | ks to look up certificates in the truststore that it can trust.
7. If you have not already done so, verify the proper keys are in the gat eway. j ks file:

keyt ool -keystore /usr/hdp/current/knox server/datal/security/
keyst ores/ gateway. j ks -storepass $KEYSTORE PASSWORD -1ist -v

8. Inthe/ usr/ hdp/ current/ $KNOX_SERVER/ dat a/ servi ces/nifi/1l.4.0/
servi ce. xnl file, make sure the dispatch element contains the following:

<di spat ch
cl assnane="or g. apache. hadoop. gat eway. di spatch. Ni Fi Di spat ch" use-
t wo-way- ssl ="true"/>

9. In the Advanced topology section in Ambari, add the following service definition. Add it
to the list of services.

<servi ce>
<rol e>Nl Fl </ rol e>
<url >htt ps://$N FI _HOSTNAME: $NI FI _HTTPS_PORT/ </ ur| >
<par am nanme="useTwoWaySs| " val ue="true" />

</ service>

Where:
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e <ur| > Points to the host and port that NiFi is listening on from the ni fi -
properti es configuration site.

10.If you want to use Knox SSO authentication, perform the following steps:

a. In Ambari, replace the ShiroProvider with the KnoxSSO provider in the
nifi.security.knox.url property.

The following information should be in the nifi.security.knox.url property:

<provi der >
<rol e>f ederati on</rol e>
<name>SS0Cooki ePr ovi der </ nane>
<enabl ed>t r ue</ enabl ed>
<par an»
<name>sso. aut henti cati on. provi der. url </ name>
<val ue>ht t ps: // host: port/gat eway/ i dp/ api / vl/ websso</ val ue>
</ par an®
</ provi der >

where the values of the parameters are specific to your environment:

* <pane>sso. aut henti cati on. provi der. url </ nane></val ue>ht tps://
host : port:/gateway/i dp/api/vl/ websso</val ue>

(Required) Indicates the location of the KnoxSSO endpoint and where to redirect
the useragent when no SSO cookie is found in the incoming request.

This will indicate the location of the KnoxSSO endpoint and where to redirect the
useragent when no SSO cookie is found in the incoming request.

b. If you want to access NiFi directly rather than through Knox, complete the following
steps:

This step is not necessary if you plan to access NiFi through Knox and not use Knox's
SSO.

i. Export the Knox SSO certificate using the following command:

$KNOX_| NSTALL_DI R/ bi n/ knoxcl i .sh export-cert

ii. Set the following properties in Advanced NiFi section in Ambari:

nifi.security.user.knox.url=https://|ocal host: 8443/ gat eway/ knoxsso/ api /
v1l/ websso

ni fi.security.user.knox. publicKey=<path-to>/gateway-identity. pem

ni fi.security.user.knox.cooki eNane=hadoop-j wt

nifi.security.user.knox. audi ences=

These properties assume that Knox is running locally on port 8443 and NiFi is
secured and running on another port.

The cookieName property must align with what is configured in Knox. The
audiences property is used to only accept tokens from a particular audience. The
audiences value is configured as part of Knox SSO [1].

22



Hortonworks DataFlow January 31, 2018

11Save the configuration and restart Knox.

3.3. Accessing NiFi Via Knox

To launch NiFi via Knox, complete the following steps:
1. Enter the following url in a browser:

ht t ps: / / $KNOX_HOST: $KNOX_PORT/ $GATEWAY_CONTEXT/ def aul t/ ni fi - app/
nifi

Where:
o $KNOX_HOST: KNOX_PORT is the Knox host:gateway port

o $GATEWAY_CONTEXT is the gateway context, defined in the gateway-site
configuration in Knox

2. When prompted, enter your NiFi username and password to be authenticated by Knox.

Knox proxies the NiFi UL.
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4. SAM Authentication

After you Kerborize the cluster and try to access the SAM Ul for the first time, an
Authentication Required message displays. To log into SAM for the first time and to create
other users, you must log in with the st r eamnl i ne principal and keytab. Ambari creates
the st r eam i ne principal and keytab during the Kerberos process.

Details of the principal and the keyab:

* The ketab is called st r eamni i ne. servi ce. keyt ab and islocated on the node where
SAM is installed. It is located under / et ¢/ security.

* The principal name has the following convention: st r eanl i ne-
<cl uster_nane_| ower case>

After you have logged into SAM as the st r eanl i ne user, you can create other users

4.1. Logging into SAM for the First Time

About This Task

To log into SAM for the first time and to create other users, you must log in with the
st reanl i ne principal and keytab.

Steps
1. Use Ambari to download the Kerboros client your local machine:
a. In Ambari, select Hosts, and select a host.
b. Click Host Actions, then Download Client Configs, then Kerberos Client.

¢. Run the following command:

tar -zxvf KERBEROS_CLI ENT-configs.tar
d. Copy the kr b5. conf to/etc.
2. Copy the Keytab for the streamline user.

Copy the key tab from $FQDN_SAM NODE: / et c/ securi ty/ keyt abs/
stream i ne. servi ce. keyt ab to you local machine.

3. Log in as the streamline user:

kinit -kt streanline.service.keytab streanline-
<your _cl ust er _nanme>@REALM NAME>

Result

You are now able to access the SAM Ul securely, and can proceed with creating additional
users.

More Information
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See Managing Users and Assigning them to Roles

4.2. Logging In as a Different User

If you want to log in as one of the users you have created, enter:

ki nit <user-nane>@REALM NAVE>

Example

After the user solson is created, to log in as that user, perform a ki ni t as solson. After
successful kinit, when the user solson goes to the SAM Ul, they see the following:

©
&

.2

O O

Configuration / Authorizer

USERS ROLES

solson

streamline-streamanalytics

gvetticaden

harsha

suresh

guru

ROLES

ROLES

ROLES

ROLES

ROLES

ROLES

ROLES

MAME *

solson

EMAIL *

solson@hortonworks..

ROLES
% ROLE_ADMIN

Applications

Service Pool

Environments

SAVE CANCEL
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5. Installing Ranger

Apache Ranger can be installed either manually or using the Ambari Ul. Unlike the manual
installation process, which requires you to perform a number of installation steps, installing
Ranger using the Ambari Ul is simpler and easier. Once Ambari has been installed and
configured, you can use the Add Service wizard to install the following components:

* Ranger Admin

* Ranger UserSync

* Ranger Key Management Service

5.1. Ranger Installation Prerequisites

Before you install Ranger, make sure your cluster meets the following requirements:

* You have installed Log Search or have an external Solr running.

* A MySQL, Oracle, or PostgreSQL database instance must be running and available to be
used by Ranger. Configuration of the database instance for Ranger is described in the
following sections for some of the databases supported by Ranger.
¢ Configuring MySQL for Ranger [26]

* Configuring PostgreSQL for Ranger [28]
¢ Configuring Oracle for Ranger [29]

* If you choose not to provide system Database Administrator (DBA) account details
to the Ambari Ranger installer, you can use the dba_scri pt. py Python script to
create Ranger DB database users without exposing DBA account information to the
Ambari Ranger installer. You can then run the normal Ambari Ranger installation
without specifying a DBA user name and password. For more information see Setting up

Database Users Without Sharing DBA Credentials.

* The Ranger installation creates two new users (default names: rangeradmin and
rangerlogger) and two new databases (default names: ranger and ranger_audit).

5.2. Setting up Databases for Ranger
« Configuring MySQL for Ranger [26]
« Configuring PostgreSQL for Ranger [28]
« Configuring Oracle for Ranger [29]

5.2.1. Configuring MySQL for Ranger

1. The MySQL database administrator should be used to create the Ranger databases.
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The following series of commands could be used to create the r anger dba user with
password r anger dba.

a. Log in as the root user, then use the following commands to create the r anger dba
user and grant it adequate privileges.

CREATE USER ' rangerdba' @I ocal host' | DENTI FI ED BY ' ranger dba'

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @I ocal host " ;

CREATE USER ' rangerdba' @ % | DENTI FI ED BY 'rangerdba’;

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @ % ;

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @I ocal host' W TH GRANT OPTI ON;
GRANT ALL PRIVILEGES ON *.* TO 'rangerdba' @% W TH GRANT OPTI O\;

FLUSH PRI VI LEGES;
b. Use the exi t command to exit MySQL.

¢. You should now be able to reconnect to the database as r anger dba using the
following command:

nmysgl -u rangerdba -prangerdba
After testing the r anger dba login, use the exi t command to exit MySQL.

2. Use the following command to confirm that the nysql - connect or - j ava. j ar file
is in the Java share directory. This command must be run on the server where Ambari
server is installed.

I's /usr/share/javal mysqgl -connector-java.j ar

If the file is not in the Java share directory, use the following command to install the
MySQL connector .jar file.

RHEL/CentOS/Oracle Linux

yuminstall mysqgl-connector-java*

SLES

zypper install mysqgl-connector-java*

3. Use the following command format to set the j dbc/ dri ver/ pat h based on the
location of the MySQL JDBC driver .jar file.This command must be run on the server
where Ambari server is installed.

anmbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anmbari - server setup --jdbc-db=nysql --jdbc-driver=/usr/share/javal nmysql -
connector-java.jar
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5.2.2. Configuring PostgreSQL for Ranger

1. On the PostgreSQL host, install the applicable PostgreSQL connector.
RHEL/CentOS/Oracle Linux
yuminstal |l postgresql-jdbc*
SLES
zypper install -y postgresql-jdbc

2. Confirm that the .jar file is in the Java share directory.

I's /usr/share/javal postgresqgl-jdbc.jar

3. Change the access mode of the .jar file to 644.

chnod 644 /usr/share/javal postgresqgl-jdbc.jar
4. The PostgreSQL database administrator should be used to create the Ranger databases.

The following series of commands could be used to create the r anger dba user and
grant it adequate privileges.

echo " CREATE DATABASE $dbnane;" | sudo -u $postgres psql -U $postgres
echo "CREATE USER $rangerdba W TH PASSWORD ' $passwd' ;" | sudo -u $postgres
psql -U $postgres

echo "GRANT ALL PRI VI LEGES ON DATABASE $dbnane TO $rangerdba;" | sudo -u

$postgres psql -U $postgres
Where:
« $post gr es is the Postgres user.
* $dbnane is the name of your PostgreSQL database
* $passwd is the password for your Ranger Admin user
* $ranger dba is the username for your Ranger Admin user

5. Use the following command format to set the j dbc/ dri ver/ pat h based on the
location of the PostgreSQL JDBC driver .jar file. This command must be run on the server
where Ambari server is installed.

anmbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anmbari - server setup --jdbc-db=postgres --jdbc-driver=/usr/share/javal
post gresql -j dbc. j ar

6. Run the following command:

export HADOOP_CLASSPATH=${ HADOOP_CLASSPATH} : ${ JAVA JDBC LI BS}:/connector jar
pat h
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7. Add Allow Access details for Ranger users:

* (Optional) Use the following command to find the location of post gr esqgl . conf
and pg_hba. conf:

echo "SHOWconfig_file;" | sudo -u $postgres psql -U $postgres

* changel i sten_addresses='|ocal host' tolisten_addresses="*' ('*
= any) to listen from all IPs in post gresql . conf.

¢ Add the Ranger Admin user to the appropriate line in the pg_hba. conf file, the
following provides an example:

all postgres,rangeradmin,rangerlogger trust

all postgres,rangeradmin,rangerlogger 0.0.6.0/8

all postgres,rangeradmin,rangerlogger i: /8
"fvar/lib/pgsql/data/pg_hba.conf" 74L, 3445C

8. After editing the pg_hba. conf file, run the following command to refresh the
PostgreSQL database configuration:

sudo -u postgres /usr/bin/pg_ctl -D $PGDATA rel oad

For example, if the pg_hba. conf fileis located inthe/var/|i b/ pgsql / dat a
directory, the value of $PGDATAIs / var /| i b/ pgsql / dat a.

5.2.3. Configuring Oracle for Ranger

1. On the Oracle host, install the appropriate JDBC .jar file.

* Download the Oracle JDBC (OJDBC) driver from http://www.oracle.com/
technetwork/database/features/jdbc/index-091264.html.

* For Oracle Database 11g: select Oracle Database 11g Release 2 drivers > ojdbcé6.jar.
* For Oracle Database 12c: select Oracle Database 12c Release 1 driver > ojdbc7.jar.
» Copy the .jar file to the Java share directory. For example:

cp ojdbc7.jar /usr/share/java

S Note

Make sure the .jar file has the appropriate permissions. For example:

chnmod 644 [usr/share/javal/ojdbc7.jar


http://www.oracle.com/technetwork/database/features/jdbc/index-091264.html
http://www.oracle.com/technetwork/database/features/jdbc/index-091264.html
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The following series of commands could be used to create the RANGERDBA user and
grant it permissions using SQL*Plus, the Oracle database administration utility:

# sql pl us sys/root as sysdba

CREATE USER $RANGERDBA | DENTI FI ED BY $RANGERDBAPASSWORD;
GRANT SELECT_CATALOG ROLE TO $RANGERDBA;

GRANT CONNECT, RESOURCE TO $RANGERDBA

QIT;

3. Use the following command format to set the j dbc/ dri ver/ pat h based on the

location of the Oracle JDBC driver .jar file. This command must be run on the server
where Ambari server is installed.

anbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anmbari - server setup --jdbc-db=oracle --jdbc-driver=/usr/share/javal ojdbcé6.
jar

5.3. Installing Ranger

To install Ranger using Ambari:

1. Start the Installation [ |

2. Customize Services [33]

3. Complete the Ranger Installation [57]

Related Topics

* Setting up Database Users Without Sharing DBA Credentials [61]

» Updating Ranger Admin Passwords [62]

5.3.1. Start the Installation

1. Log into your Ambari cluster with your designated user credentials. The main Ambari
Dashboard page will be displayed.

2. From the main Ambari Dashboard page, click Actions, then select Add Service.
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4. The Ranger Requirements page appears. Ensure that you have met all of the installation
requirements, then select the "l have met all the requirements above" check box and
click Proceed.

Ranger Requirements

1. You must have an MySQL/Oracle/Postgres/MSSQL/SQL Anywhere Server
database instance running to be used by Ranger.

2. In Assign Masters step of this wizard, you will be prompted to specify which
host for the Ranger Admin. On that host, you must have DB Client installed for
Hanger to access to the database. (Note: This is applicable for only Ranger
0.4.0)

3. Ensure that the access for the DB Admin user is enabled in DB server from any
host.

4, Execute the following command on the Ambari Server host, Replace database-
type with mysqlloracle|postgres|mssqgljsglanywhere and
/jdbc/driver/path based on the location of cormesponding JOBC driver:

gmbari-server setup --jdbc-db={daotabase-type} --jdbc-driver={/
jdbe/driver/path}

] | have met all the requirements above.

Cancel

5. From the Assign Masters page, you are then prompted to select the host where you
want to install Ranger Admin. This host must have DB admin access to the Ranger DB
host and User Sync.

Make a note of the Ranger Admin host for use in subsequent installation steps. Click
Next when finished to continue with the installation.

3 Note

The Ranger Admin and Ranger User Sync services must be installed on the
same cluster node.

32



Hortonworks DataFlow January 31, 2018

Add Service Wizard

ot i

6. From the Assign Slaves and Clients page, click Next.

7. The Customize Services page appears. These settings are described in the next section.
5.3.2. Customize Services

The next step in the installation process is to specify Ranger settings on the Customize
Services page.

Ranger Admin Settings [33]

Configure Ranger User Sync [42]

Specify Plugins to Enable [48]

Ranger Audit Settings [49]

Configure Ranger Authentication [50]
5.3.2.1. Ranger Admin Settings

1. On the Customize Services page, select the Ranger Admin tab, then use the DB Flavor
drop-down to select the database type that you are using with Ranger.
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Add Service Wizard

Customize Services

TN y—— ) ——

Ranger Admin

} FLATHE A

2. Enter the database server address in the Ranger DB Host box.

Table 5.1. Ranger DB Host

DB Flavor Host Example
MySQL <HOST[:PORT]> c¢6401.ambari.apache.org
or

¢6401.ambari.apache.org:3306

Oracle <HOST:PORT:SID> c6401.ambari.apache.org:1521:0RCL
<HOST:PORT/Service> c6401.ambari.apache.org:1521/XE
PostgreSQL <HOST[:PORT]> ¢6401.ambari.apache.org
or

¢6401.ambari.apache.org:5432
MS SQL <HOST[:PORT]> ¢6401.ambari.apache.org

or

c6401.ambari.apache.org:1433

SQLA <HOST[:PORT]> ¢6401.ambari.apache.org

or

c6401.ambari.apache.org:2638

3. Ranger DB name — The name of the Ranger Policy database, i.e. ranger_db. Please not
that if you are using Oracle, you must specify the Oracle tablespace name here.
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4. Driver class name for a JDBC Ranger database — the driver class name is automatically
generated based on the selected DB Flavor. The table below lists the default driver class
settings. Currently Ranger does not support any third party JDBC driver.

Table 5.2. Driver Class Name

Driver class name for a JDBC Ranger database

DB Flavor

MySQL com.mysq|l.jdbc.Driver

Oracle oracle.jdbc.driver.OracleDriver

PostgreSQL org.postgresq|.Driver

MS SQL com.microsoft.sqlserver.jdbc.SQLServerDriver
SQLA sap.jdbc4.sglanywhere.|Driver

. Ranger DB username and Ranger DB Password — Enter the user name and passwords

for your Ranger database server. The following table describes these settings in more
detail. You can use the MySQL database that was installed with Ambari, or an external
MySQL, Oracle, PostgreSQL, MS SQL or SQL Anywhere database.

Table 5.3. Ranger DB Username Settings

Property Description Default Value Example Value Required?
Ranger DB username |The username for the |rangeradmin rangeradmin Yes

Policy database.
Ranger DB password |The password for PassWORd Yes

the Ranger Policy

database user.

6. JDBC connect string

c Important

Currently the Ambari installer generates the JDBC connect string using the
jdbc:oracle:thin: @/ host: port/db_nanme format. You must replace
the connection string as described in the following table:

Table 5.4. JDBC Connect String

DB Flavor Syntax Example Value
MySQL jdbc:mysqgl://DB_HOST:PORT/ jdbc:mysql://
db_name ¢6401.ambari.apache.org:3306/
ranger_db
Oracle For Oracle SID: jdbc:oracle:thin:@c6401.ambari.apacheg.org:1521:ORCL
jdbc:oracle:thin:@DB_HOST:PORT:SID
For Oracle Service Name: jdbc:oracle:thin:@//
¢6401.ambari.apache.org:1521/XE
jdbc:oracle:thin:@//DB_HOST[:PORT]
[/ServiceName]
PostgreSQL jdbc:postgresql://DB_HOST/ jdbc:postgresql://
db_name ¢6401.ambari.apache.org:5432/
ranger_db
MS SQL jdbc:sqglserver:// jdbcisqlserver://
DB_HOST;databaseName=db_name |c6401.ambari.apache.org:1433;databaseName=ranger_db
SQLA jdbc:sglanywhere:host=DB_HOST; datajslisesdlanyavhere:host=c6401.ambari.apache.org:2638;data
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7. Setup Database and Database User

¢ If set to Yes — The Database Administrator (DBA) user name and password will need
to be provided as described in the next step.

N

Note

Ranger does not store the DBA user name and password after setup.
Therefore, you can clear these values in the Ambari Ul after the Ranger

setup is complete.

* If set to No — A No indicates that you do not wish to provide Database Administrator
(DBA) account details to the Ambari Ranger installer. Setting this to No continues the
Ranger installation process without providing DBA account details. In this case, you
must perform the system database user setup as described in Setting up Database
Users Without Sharing DBA Credentials, and then proceed with the installation.

N

Note

If No is selected and the Ul still requires you to enter a user name and
password in order to proceed, you can enter any value — the values do not
need to be the actual DBA user name and password.

8. Database Administrator (DBA) username and Database Administrator (DBA)
password — The DBA username and password are set when the database server is
installed. If you do not have this information, contact the database administrator who

installed the database server.

Table 5.5. DBA Credential Settings

Property

Description Default Value Example Value Required?

Database

username

Administrator (DBA) |user that has

The Ranger database |root root Yes

administrative
privileges to create
database schemas
and users.

Database

password

Administrator (DBA) |for the Ranger

The root password root Yes

database user.

If the Oracle DB root user Role is SYSDBA, you must also specify that in the Database
Administrator (DBA) username parameter. For example, if the DBA user name is
orcl _root you must specify orcl _root AS SYSDBA.

N

Note

As mentioned in the note in the previous step, if Setup Database and
Database User is set to No, a placeholder DBA username and password may
still be required in order to continue with the Ranger installation.

The following images show examples of the DB settings for each Ranger database type.
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3 Note

To test the DB settings, click Test Connection. If a Ranger database has not
been pre-installed, Test Connection will fail even for a valid configuration.

MySQL
Ranger Admin  Rander User info  Ranger Plugin_ Ranger Audit  Ranger Tagsyne  Advancsd
Ranger Admin
D& FLAVDR Ranger D8 host
MYSOL - cbalz ambariapache.og
Ranger DB nama Dt s narms for @ JOBC Ranger database
NG comLmysaliche. Driver
Ranger DB usermame FRanger 08 pasewors
rangeradmin emssassas B e &)

JDE0 connact mnng dor g Aanper Sataiase

dbc:rrysglufiob4lE amban apache orgr330

Setup Databhaes and Databases | e

Database Adrminestrator ([DEA) wher e Dertatie Adrwesiraior [DBEA] Sasswonrd

rangerdba . u maan £

JOBC connect string for ot user

Kbe:mysqli cE402_ambar. spachs. orgri3d

Oracle - if the Oracle instance is running with a Service name.
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Fanger Admin  Ranger User info  Ranger Plugin

Ranger Admin

DB FLANOR

ORACLE -

Aanger DB nams

ranger

Ranger D8 usemama

rangerademin

JDBC eannect string for a Fanger databass

cBa02 ambar.apache.ong: 1521 MErangear

Satup Databass and Database User

Database Administrator (DEA) usernams

rangendiba

JDBG connect string for root user

ctinina@eB402 . ambar . apache.ong: 152 1/XE

Ranger Tagsyne  Advanced

Featizer DB hesst

cB402_ambarl.apacha.org:1521/XE

Driver class ramd for 4 JDBC Ranger database

oracle. jdbe. driver OracleDriver

Ranger DB passwond
........... %) — %)

o]

:

:
=

Oracle - if the Oracle instance is running with a SID.
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Fanger Admin  Ranges User Infe  Ranger Plugen  Ranger At Fanger Tageyne  Advanced

Ranger Admin

DB FLAVDR [Fargper DB ot

ORACLE - 5402 amibari apache ong 1521:08CL
Ranger DB rame Diwer s reiemee S @ JOBC Ranger catabase
Panger DB ussmame [Ranger DB passwort

w-n s [ P — aa @

JDEC connect string for a Ranger database

jdbcoomache:thin: @ cbii? amban.apache.os

Setup Database and Database Liser

Databass Adminstraio? [DEA) usemams Databass Adminstrasor [DBA) passewond
rangerdba [ @ seesseren @
JDBC connect string for root user

pibcooracke:thin:@\cE402 ambar apache o

PostgreSQL
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Ranger Admin  Aanger User Info  Ranger Plugin - Ranger Audit  Ranger Tagsyne  Advanced

Ranger Admin

OB FLAVCA Ranger DB hast

POSTGRES = 5402, ambari apache ong: 5432

Ranger DB name Driver class name for a JOBC Ranger database
ranger ong.posigresgl. Driver

Ranger DB usemame Aanger DB password

mngeradmin ssssssssess @ ......... - @

JOBG connect string for a Ranger database

aqlieg402 amban. apache.ong:5432  ranger

Satup Database and Database User

Databass Adrministrator [DBA) usamame Datahase Administrator (DBA) password

mm --------- l:'a --------- @

JDBC connect string for rooft user

I eB402. amban, apache, o432 postgres

MS SQL
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Ranger Admin  Ranger User Info  Ranger Plugin  Ranger Audit  Ranger Tagiymc  Advanced

Ranger Admin

DB FLAVOR Ranger DS host

MSS0L - 5402 ambari apache.org: 1433

Ranger DB rame Driver ciirts rare for 8 JDBC Ranger database
rangear comumicnosoft sqiserver jdbe. SOLSanwerl
Ranger DB usemame Ranger DS paswwond

mrmmin [P — @ pa——— @

JDET cornect trirg for B Ranger databeass

ari.apache. ong- 1433 databaseMarme=ranger

Setup Database and Databhase Lser

Database Adminstrator [DE&) usemarme Cizbome Admnsiraior (DBA) pesseond
rangendba —— @ —— ?
JDBC connect string for roof user

sqlsarvercB402 ambar apache ong: 1433;

SQL Anywhere
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Ranger Admin Ranger User info  Ranger Plugin _ Ranger Audit  Ranger Tagsync  Advanced

Ranger Admin

E FLAVOR Fargee 00 hog

S0L Anywhan  ~ cf:02 ambariapacha. org: 2638

Ranger DB name Drwer class narme for 2 JOBC Ranger database
ranger e piined solanywhans. | Driver

Aarger DB usemams Farger DB pasgwornd

rangeadmin e @ | eeesnsnsas @

JDBC connect string for a Ranger database

! amban apache . ong 2636, datADase=Tanger

Setup Database and Database Liser

Catabase Agmmsirgior [DEA] Lsemars Damatasy Adrmerestracor (DEA) password
mngedba 000 sessssse |’3 [ -’:;

JDBC connect string for root user

iarechost=c6402. ambari.apache.ong: 2638;

5.3.2.2. Configure Ranger User Sync
This section describes how to configure Ranger User Sync for either UNIX or LDAP/AD.
¢ Configuring Ranger User Sync for UNIX [42]
¢ Configuring Ranger User Sync for LDAP/AD [43]

5.3.2.2.1. Configuring Ranger User Sync for UNIX

Use the following steps to configure Ranger User Sync for UNIX.
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1. On the Customize Services page, select the Ranger User Info tab.
2. Click Yes under Enable User Sync.

3. Use the Sync Source drop-down to select UNIX, then set the following properties.

Table 5.6. UNIX User Sync Properties

Property Description Default Value
Sync Source Only sync users above this user ID. 500
Password File The location of the password file on |/etc/passwd

the Linux server.

Group File The location of the groups file on the | /etc/group
Linux server.

Add Service Wizard

Ranger User Info

5.3.2.2.2. Configuring Ranger User Sync for LDAP/AD
Use the following steps to configure Ranger User Sync for LDAP/AD.
1. On the Customize Services page, select the Ranger User Info tab.
2. Click Yes under Enable User Sync.
3. Use the Sync Source drop-down to select LDAP/AD.

4. Set the following properties on the Common Configs tab.
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Table 5.7. LDAP/AD Common Configs

Property Description Default Value Sample Values
LDAP/AD URL Add URL depending upon |ldap://{host}:{port} Idap://
LDAP/AD sync source Idap.example.com:389

or Idaps://
Idap.example.com:636

Bind Anonymous

If Yes is selected, the
Bind User and Bind User
Password are not required.

NO

Bind User

The location of the groups
file on the Linux server.

The full distinguished name
(DN), including common
name (CN), of an LDAP/
AD user account that has
privileges to search for
users. The LDAP bind DN

is used to connect to LDAP
and query for users and
groups.

cn=admin,dc=example,dc=cq
or admin@example.com

Bind User Password

The password of the Bind
User.

m

Add Service Wizard

roun Dt {1} " targ Coefe) Clrouge
Homg Bt Hager e iofa £ Fanger P g
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5. Set the following properties on the User Configs tab.

Table 5.8. LDAP/AD User Configs

Property Description Default Value Sample Values
Group User Map Sync Sync specific groups for Yes Yes
users.
Username Attribute The LDAP user name sAMAccountName for AD,
attribute. uid or cn for OpenLDAP
User Object Class Object class to identify user |person top, person,
entries. organizationalPerson, user,

or posixAccount

User Search Base Search base for users. cn=users,dc=example,dc=com;ou=example1,ou=e

Ranger can search multiple
OUs in AD. Ranger
UserSync module performs
a user search on each
configured OU and adds
all the users into single

list. Once all the OUs are
processed, a user’s group
membership is computed
based on the group search.

User Search Filter Optional additional filter Sample filter to retrieve all
constraining the users the users: cn=*

selected for syncing.
Sample filter to retrieve all

the users who are members
of groupA or groupB: (|

(memberof=CN=GroupA, OU=groups,DC=exampl
(memberof=CN=GroupB, OUrFgroups,DC=example

User Search Scope This value is used to limit sub base, one, or sub
user search to the depth
from search base.

User Group Name Attribute | Attribute from user entry memberof,ismemberof memberof, ismemberof, or
whose values would be gidNumber

treated as group values

to be pushed into the
Access Manager database.
You can provide multiple
attribute names separated
by commas.

Enable User Search This option is available No Yes
only when the "Enable
Group Search First" option
is selected.
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6. Set the following properties on the Group Configs tab.

Table 5.9. LDAP/AD Group Configs

Property

Description

Default Value

Sample Values

Enable Group Sync

If Enable Group Sync is set
to No, the group names the
users belong to are derived
from “User Group Name
Attribute”. In this case no
additional group filters are
applied.

No

Yes
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Property

Description

Default Value

Sample Values

If Enable Group Sync is set
to Yes, the groups the users
belong to are retrieved
from LDAP/AD using the
following group-related
attributes.

Group Member Attribute

The LDAP group member
attribute name.

member

Group Name Attribute

The LDAP group name
attribute.

distinguishedName for AD,
cn for OpenLdap

Group Object Class

LDAP Group object class.

group, groupofnames, or
posixGroup

Group Search Base

Search base for groups.

Ranger can search multiple
OUs in AD. Ranger
UserSync module performs
a user search on each
configured OU and adds
all the users into single

list. Once all the OUs are
processed, a user’s group
membership is computed
based on the group search
configuration. Each OU
segment needs to be
separated by a ; (semi-
colon).

ou=groups,DC=example,DC

Group Search Filter

Optional additional filter
constraining the groups
selected for syncing.

Sample filter to retrieve all
groups: cn=*

Sample filter to retrieve
only the groups whose
cn is Engineering or
Sales: (| (cn=Engineering)
(cn=Sales))

Enable Group Search First

When Enable Group
Search First is selected,
there are two possible ways
of retrieving users:

¢ |f Enable User Search
is not selected: users
are retrieved from the
“member” attribute of
the group.

If Enable User Search

is selected: user
membership is computed
by performing an LDAP
search based on the user
configuration.

No

Yes

com;ou=group1;0u=
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5.3.2.3. Specify Plugins to Enable

From the Ranger Plugin tab, use the ON/OFF slider to indicate which plugins you want to

enable. You can also enable plugins at a later time.

If you select the Storm or Kafka plugins here, they are not enabled until you also enable

Kerberos.

48



Hortonworks DataFlow January 31, 2018

Add Service Wizard

Hangar Plugin

5.3.2.4. Ranger Audit Settings

Apache Ranger uses Apache Solr to store audit logs and provides Ul searching through the
audit logs. Solr must be installed and configured before installing Ranger Admin or any of
the Ranger component plugins. The default configuration for Ranger Audits to Solr uses
the shared Solr instance provided under the Ambari Infra service. Solr is both memory and
CPU intensive. If your production system has high volume of access requests, make sure
that the Solr host has adequate memory, CPU, and disk space.

SolrCloud is the preferred setup for production usage of Ranger. SolrCloud, which is
deployed with the Ambari Infra service, is a scalable architecture that can run as a single
node or multi-node cluster. It has additional features such as replication and sharding,
which is useful for high availability (HA) and scalability. You should plan your deployment
based on your cluster size. Because audit records can grow dramatically, plan to have at
least 1 TB of free space in the volume on which Solr will store the index data. Solr works
well with a minimum of 32 GB of RAM. You should provide as much memory as possible
to the Solr process. It is highly recommended to use SolrCloud with at least two Solr nodes
running on different servers with replication enabled. SolrCloud also requires Apache
ZooKeeper.

1. On the Customize Services page, select the Ranger Audit tab.

2. Under Audit to Solr, click OFF under SolrCloud to enable SolrCloud. The button label will
change to ON, and the SolrCloud configuration settings will be loaded automatically.
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Add Service Wizard

Audit to Solr
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5.3.2.5. Configure Ranger Authentication
This section describes how to configure Ranger authentication for UNIX, LDAP, and AD.
» Configuring Ranger UNIX Authentication [50]
» Configuring Ranger LDAP Authentication [51]
» Configuring Ranger Active Directory Authentication [54]
5.3.2.5.1. Configuring Ranger UNIX Authentication
Use the following steps to configure Ranger authentication for UNIX.
1. Select the Advanced tab on the Customize Services page.

2. Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: / / <your _r anger _host >: 6080.

3. Under Ranger Settings, select UNIX.
HTTP is enabled by default — if you disable HTTP, only HTTPS is allowed.

4. Under UNIX Authentication Settings, set the following properties.
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Table 5.10. UNIX Authentication Settings

Property

Description

Default
Value

Example Value

Allow remote Login

Flag to enable/
disable remote
login. Only

applies to UNIX
authentication.

true

true

ranger.unixauth.service.hostname

The address

of the host
where the UNIX
authentication
service is running.

{{ugsync

Hdstggync_host}}

ranger.unixauth.service.port

The port number
on which the UNIX
authentication
service is running.

5151

5151

Note

N

Properties with value { { xyz}} are macro variables that are derived from

other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.

Add Service Wizard

Use the following steps to configure Ranger authentication for LDAP.
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5.3.2.5.2. Configuring Ranger LDAP Authentication

1. Select the Advanced tab on the Customize Services page.

2. Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: // <your _ranger _host >: 6080.
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3. Under Ranger Settings, select LDAP.

4. Under LDAP Settings, set the following properties.

Table 5.11. LDAP Authentication Settings

Property

Description

Default Value

Example Value

ranger.ldap.base.dn

The
Distinguished
Name (DN) of
the starting
point for
directory
server
searches.

dc=example,dc=com

dc=example,dc=com

Bind User

The full
Distinguished
Name (DN),
including
Common
Name (CN) of
an LDAP user
account that
has privileges
to search for
users. This

is a macro
variable value
that is derived
from the Bind
User value
from Ranger
User Info

> Common
Configs.

{{ranger_ug_ldap_bind_d

r{{yanger_ug_ldap_bind_d

Bind User Password

Password

for the Bind
User. This is a
macro variable
value that is
derived from
the Bind User
Password
value from
Ranger

User Info

> Common
Configs.

ranger.ldap.group.
roleattribute

The LDAP
group role
attribute.

cn

ranger.ldap.referral

See
description
below.

ignore

follow | ignore | throw

LDAP URL

The LDAP
server URL.
This is a macro
variable value
that is derived
from the
LDAP/AD
URL value
from Ranger

{{ranger_ug_ldap_url}}

{{ranger_ug_ldap_url}}

n}}
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Property Description Default Value Example Value

User Info
> Common
Configs.

ranger.ldap.user. The user DN |uid={0},ou=users, cn=ldapadmin,ou=Users,
dnpattern pattern is dc=xasecure,dc=net dc=example,dc=com
expanded
when a user
is being
logged in.
For example,
if the user
"ldapadmin”
attempted
to login,

the LDAP
Server would
attempt to
bind against
the DN
"uid=ldapadmir),ou=users,dc=example,dc=com
using the
password
the user
provided>

User Search Filter The search {{ranger_ug_ldap_user_se¢4dfdafijer} yig_ldap_user_searchfilter}}
filter used

for Bind
Authentication
This is a macro
variable value
that is derived
from the User
Search Filter
value from
Ranger User
Info > User
Configs.

3 Note

Properties with value { { xyz} } are macro variables that are derived from
other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.

There are three possible values for r anger . | dap. referral :fol | ow, t hr ow, and
i ghor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.

* When this property is set to f ol | ow, the LDAP service provider processes all of the
normal entries first, and then follows the continuation references.

* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a
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"referral" error response is processed immediately when this property is set to f ol | ow

ort hr ow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the

search.
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5.3.2.5.3. Configuring Ranger Active Directory Authentication

Use the following steps to configure Ranger authentication for Active Directory.

1. Select the Advanced tab on the Customize Services page.

2. Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: // <your _ranger _host >: 6080.

3. Under Ranger Settings, select ACTIVE_DIRECTORY.

4. Under AD Settings, set the following properties.
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Table 5.12. AD Sett

ings

Property

Description

Default Value

Example Value

ranger.ldap.ad.base.dn

The Distinguished Name
(DN) of the starting
point for directory server
searches.

dc=example,dc=com

dc=example,dc=com

ranger.ldap.ad.bind.dn

The full Distinguished
Name (DN), including
Common Name (CN) of

an LDAP user account

that has privileges to
search for users. This is a
macro variable value that is
derived from the Bind User
value from Ranger User
Info > Common Configs.

{{ranger_ug_ldap_bind_dn}

X{ranger_ug_ldap_bind_dn

ranger.ldap.ad.bind.passwo

d®assword for the bind.dn.
This is a macro variable
value that is derived from
the Bind User Password
value from Ranger User
Info > Common Configs.

Domain Name (Only for
AD)

The domain name of the
AD Authentication service.

dc=example,dc=com

ranger.ldap.ad.referral

See description below.

ignore

follow | ignore | throw

ranger.ldap.ad.url

The AD server URL. This is
a macro variable value that
is derived from the LDAP/
AD URL value from Ranger
User Info > Common
Configs.

{{ranger_ug_ldap_url}}

{{ranger_ug_ldap_url}}

ranger.ldap.ad.user.searchfil

t€he search filter used for
Bind Authentication. This is
a macro variable value that
is derived from the User
Search Filter value from
Ranger User Info > User

Configs.

{{ranger_ug_ldap_user_sea

dHfitbegk)_ug_ldap_user_sea

Note

N

Properties with value { { xyz} } are macro variables that are derived from

other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.

There are three possible values for ranger . | dap. ad. referral :fol | ow, t hrow,
and i gnor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.

* When this property is set to f ol | ow, the AD service provider processes all of the
normal entries first, and then follows the continuation references.
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* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a
"referral" error response is processed immediately when this property is set to f ol | ow
ort hrow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the
search. In the case of AD, a Parti al Resul t Excepti on is returned when referrals
are encountered while search results are processed.
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When you have finished configuring all of the Customize Services Settings, click Next at
the bottom of the page to continue with the installation.

5. When you save the authentication method as Active Directory, a Dependent
Configurations pop-up may appear recommending that you set the authentication
method as LDAP. This recommended configuration should not be applied for AD, so you
should clear (un-check) the ranger.authentication.method check box, then click OK.

Dependent Configurations

Progeriy Service Config Growp File HName Curent Value

Defauk

D ranger authenbicaion method Ranger rEnger - admin-sin UNIE LD&pP

Recommernded Value

Cancal m
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5.3.3. Complete the Ranger Installation

1. On the Review page, carefully review all of your settings and configurations. If
everything looks good, click Deploy to install Ranger on the Ambari server.
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2. When you click Deploy, Ranger is installed on the specified host on your Ambari server.
A progress bar displays the installation progress.

Add Service Wizard
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3. When the installation is complete, a Summary page displays the installation details. You
may need to restart services for cluster components after installing Ranger.
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5.3.4. Advanced Usersync Settings

To access Usersync settings, select the Advanced tab on the Customize Service page.

Usersync pulls in users from UNIX, LDAP, or AD and populates Ranger's local user tables
with these users.

5.3.4.1. UNIX Usersync Settings

If you are using UNIX authentication, the default values for the Advanced ranger-ugsync-
site properties are the settings for UNIX authentication.
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5.3.4.2. Required LDAP and AD Usersync Settings

If you are using LDAP authentication, you must update the following Advanced ranger-

ugsync-site properties.

Table 5.13. LDAP Advanced ranger-ugsync-site Settings

Property Name

LDAP Value

ranger.usersync.ldap.bindkeystore

Set this to the same value as the

ranger. usersync. credstore. fil ename property,
i.e, the default value is / usr/ hdf / current / r anger -
user sync/ conf/ugsync. j ceks

ranger.usersync.ldap.bindalias

ranger.usersync.ldap.bindalias
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Property Name

LDAP Value

ranger.usersync.source.impl.class Idap

Table 5.14. AD Advanced ranger-ugsync-site Settings

Property Name

LDAP Value

ranger.usersync.source.impl.class Idap

If you are using LDAP or Active Directory authentication, you may need to update the

5.3.4.3. Additional LDAP and AD Usersync Settings

following properties, depending upon your specific deployment characteristics.

Table 5.15. Advanced ranger-ugsync-site Settings for LDAP and AD

Property Name

LDAP ranger-ugsync-site
Value

AD ranger-ugsync-site
Value

ranger.usersync.ldap.url

Idap://127.0.0.1:389

Idap://ad-conrowoller-
hostname:389

ranger.usersync.ldap.binddn

cn=Idapadmin,ou=users,
dc=example,dc=com

cn=adadmin,cn=Users,
dc=example,dc=com

ranger.usersync.ldap.ldapbindpassword

secret

secret

ranger.usersync.ldap.searchBase

dc=example,dc=com

dc=example,dc=com

ranger.usersync.source.impl.class

org.apache.ranger.
ladpusersync.
process.LdapUserGroupBy

ilder

ranger.usersync.ldap.user.searchbase

ou=users, dc=example,
dc=com

dc=example,dc=com

ranger.usersync.ldap.user.searchscope

sub

sub

ranger.usersync.ldap.user.objectclass

person

person

ranger.usersync.ldap.user.searchfilter

Set to single empty space
if no value. Do not leave
it as “empty”

(objectcategory=person)

ranger.usersync.ldap.user.nameattribute

uid or cn

sAMAccountName

ranger.usersync.ldap.user.groupnameattribute

memberof,ismemberof

memberof,ismemberof

ranger.usersync.ldap.username.caseconversion none none
ranger.usersync.ldap.groupname.caseconversion none none
ranger.usersync.group.searchenabled * false false
ranger.usersync.group.usermapsyncenabled * false false

ranger.usersync.group.searchbase *

ou=groups, dc=example,
dc=com

dc=example,dc=com

ranger.usersync.group.searchscope *

sub

sub

ranger.usersync.group.objectclass *

groupofnames

groupofnames
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Property Name

LDAP ranger-ugsync-site
Value

AD ranger-ugsync-site
Value

ranger.usersync.group.searchfilter *

needed for AD
authentication

(member=CN={0},
OU=MyUsers, DC=AD-

HDF, DC=COM)
ranger.usersync.group.nameattribute * cn cn
ranger.usersync.group.memberattributename * member member
ranger.usersync.pagedresultsenabled * true true
ranger.usersync.pagedresultssize * 500 500
ranger.usersync.user.searchenabled * false false
ranger.usersync.group.search.first.enabled * false false

* Only applies when you want to filter out groups.

After you have finished specifying all of the settings on the Customize Services page, click

Next at the bottom of the page to continue with the installation.

5.3.5. Configuring Ranger for LDAP SSL

You can use the following steps to configure LDAP SSL using self-signed certs in the default

Ranger User Sync TrustStore.

1. The default location is / usr/ hdf / cur rent / r anger - user sync/ conf/

myt rust st ore. j ks fortheranger. usersync.truststore. fil e property.

2. Alternatively, copy and edit the self-signed ca certs.

3. Settheranger. usersync.truststore. fil e property to that new cacert file.

cd /usr/ hdp/ <ver si on>/ r anger - user sync

servi ce ranger-usersync stop
servi ce ranger-usersync start

Where cert . pemhas the LDAPS cert.

5.3.6. Setting up Database Users Without Sharing DBA

Credentials

If do not wish to provide system Database Administrator (DBA) account details to the
Ambari Ranger installer, you can use the dba_scri pt . py Python script to create Ranger
DB database users without exposing DBA account information to the Ambari Ranger
installer. You can then run the normal Ambari Ranger installation without specify a DBA

user name and password.

To create Ranger DB users using the dba_scri pt . py script:

1. Download the Ranger rpm using the yum install command.

yuminstall ranger-admin
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2. You should see one file named dba_scri pt. py inthe/ usr/ hdf/current/
ranger - admi n directory.

3. Get the script reviewed internally and verify that your DBA is authorized to run the
script.

4. Execute the script by running the following command:

pyt hon dba_scri pt. py

5. Pass all values required in the argument. These should include db fl avor,JDBC j ar,
db host, db nane, db user, and other parameters.

* If you would prefer not to pass runtime arguments via the command prompt, you can
update the /usr/ hdf / current/ranger-adm n/install.properti es file and
then run:

e python dba_script.py -q

When you specify the - g option, the script will read all required information from the
install.properties file

* You can use the - d option to run the script in "dry" mode. Running the script in dry
mode causes the script to generate a database script.

pyt hon dba_script.py -d /tnp/generated-script.sql

Anyone can run the script, but it is recommended that the system DBA run the script
in dry mode. In either case, the system DBA should review the generated script, but
should only make minor adjustments to the script, for example, change the location
of a particular database file. No major changes should be made that substantially alter
the script — otherwise the Ranger install may fail.

The system DBA must then run the generated script.

6. Run the Ranger Ambari install procedure, but set Setup Database and Database User to
No in the Ranger Admin section of the Customize Services page.

5.3.7. Updating Ranger Admin Passwords

For the following users, if you update the passwords on the Ranger Configs page, you
must also update the passwords on the Configs page of each Ambari component that
has the Ranger plugin enabled. Individual Ambari component configurations are not
automatically updated — the service restart will fail if you do not update these passwords
on each component.

» Ranger Admin user — The credentials for this user are set in Configs > Advanced ranger-
env in the fields labeled admin_username (default value: adni n) and admin_password
(default value: admi n).

* Admin user used by Ambari to create repo/policies — The user name for this user is set
in Configs > Admin Settings in the field labeled Ranger Admin username for Ambari
(default value: amb_r anger _admi n). The password for this user is set in the field
labeled Ranger Admin user's password for Ambari. This password is specified during the
Ranger installation.
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The following image shows the location of these settings on the Ranger Configs page:
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5.3.8. Enabling Ranger Plugins

If you did not enable Ranger plugins during the initial Ranger installation, you can enable
them later. This section describes how to enable each of these plugins. For performance
reasons, it is recommended that you store audits in Solr, and not in a database.

If you are using a Kerberos-enabled cluster, there are a number of additional steps you
must follow to ensure that you can use the Ranger plugins on a Kerberos cluster.

The following Ranger plugins are available:
» Kafka [63]

e Storm [67]

* NiFi [70]

5.3.8.1. Kafka

Use the following steps to enable the Ranger Kafka plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under Kafka Ranger Plugin, select On, then click Save in the black menu bar.

Ranger Plugin

HOFS Ranger Plugin Hbase Ranger Plugin Knoo Ranger Plugin

YARN Ranger Plugin Storm Ranger Plugin Kafka Ranger Plugin

O OFF cl

Hive Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.
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Save Configuration

Notes | Enabled Ranger for Kafka

Cancel

Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
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5. Click OK on the Save Configuration Changes pop-up.
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Save Configuration Changes

Service configuration changes saved successfully.

6. Select Kafka in the navigation menu, then select Restart > Restart All Affected to restart
the Kafka service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Kafka restart.
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| 4 . |
Confirmation
You are about to restart Kafka
This will trigger alerts as the service is restarted. To suppress alerts, turm on
Maintenance Mode for Kafka prior to running restart all
Cancel Confirm Restart All
| il |

8. After Kafka restarts, the Ranger plugin for Kafka will be enabled.

5.3.8.2. Storm

Use the following steps to enable the Ranger Storm plugin.
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2. Under Storm Ranger Plugin, select On, then click Save in the black menu bar.

Ranger Plugin

HDFS Ranger Plugin Hbase Ranger Plugin Knox Ranger Plugin

Y AHM H:_'il‘-.’_:l_‘:.' .‘-"'::-.‘;:l"

Hysepini Kafka Ranger Plugin

Hive Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes | Enabled Ranger for Storm|

Cancel Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration

updates.
Dependent Configurations
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.

6. Select Storm in the navigation menu, then select Restart > Restart All Affected to restart
the Storm service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Storm restart.
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Confirmation

You are about to restart Storm

This will trigger alerts as the service is restarted. To suppress alerts, tum on
Maintenance Mode for Storm prior to running restart all

Cancel l Confirm Restart All

8. After Storm restarts, the Ranger plugin for Storm will be enabled.
5.3.8.3. NiFi

Use the following steps to enable the Ranger NiFi plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.

2. Under NiFi Ranger Plugin, select ON, then click Save in the black menu bar.
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3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
updates.

5. Click OK on the Save Configuration Changes pop-up.
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Save Configuration Changes

Service configuration changes saved successfully.

6. From the left navigation menu click Actions, then Restart All Required to restart NiFi
and any additional plugins you have enabled.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the NiFi restart along
with any other services requiring a restart.

Confirmation

You are about to restart Kafka, NiFi, Storm

Cancel Confirm Restart All

8. After your services restart, the Ranger plugin is enabled.
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5.4. Configuring NiFi to Use Ranger for Managing
Group Based Access Policies

About This Task

You can configure NiFi to use Ranger to manage one or more external group based access
policies. You can perform the confirmation either in the NiFi aut hori zer s. xm file orin
Ambari Configs.

Before You Begin
* You are running LDAP

* You are using Ranger’s user sync to pull LDAP users and groups into Ranger and you
have defined your group based access policies in Ranger.

* You are already using Ranger based authorization in NiFi/HDF, and you want to take
advantage of group based access policies.

Steps for Configuration using the NiFi authorizers.xml file
1. Open the NiFi aut hori zer s. xnl file, located in the NiFi conf directory

2. Define a User Group Provider (user Gr oupPr ovi der ) to bind to the same LDAP
instance with which Ranger is configured.

For example:

<user Gr oupPr ovi der >
<i denti fi er>| dap- user-group- provi der</identifier>
<cl ass>or g. apache. ni fi .| dap. t enants. LdapUser G oupPr ovi der </ cl ass>
<property nane="Authentication Strategy">ANONYMOUS</ pr operty>

<property name="Manager DN'></property>
<property nane="Manager Password"></property>

<property name="TLS - Keystore"></property>

<property nanme="TLS - Keystore Password"></property>
<property name="TLS - Keystore Type"></property>
<property name="TLS - Truststore"></property>
<property nane="TLS - Truststore Password"></property>
<property nane="TLS - Truststore Type"></property>
<property name="TLS - Cient Auth"></property>
<property name="TLS - Protocol "></property>

<property nane="TLS - Shutdown Graceful|ly"></property>

<property name="Referral Strategy">FOLLON/ property>
<property name="Connect Ti neout">10 secs</property>
<property nane="Read Ti meout">10 secs</property>

<property nane="Url ">l dap://| ocal host: 10389</ pr operty>
<property name="Page Size"></property>
<property nane="Sync Interval ">30 m ns</property>

<property nane="User Search Base">ou=Users, dc=I ocal </ property>
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<property name="User Object C ass">posi xAccount </ property>

<property nanme="User Search Scope">ONE LEVEL</ property>

<property nane="User Search Filter"></property>

<property nane="User ldentity Attribute">cn</property>

<property nane="User G oup Nane Attribute"></property>

<property name="User G oup Nanme Attribute - Referenced G oup
Attribute"></property>

<property nane="G oup Search Base">ou=G oups, dc=l ocal </ property>
<property nanme="G oup Object C ass">posi xG oup</ property>
<property nane="G oup Search Scope">ONE_LEVEL</ property>
<property name="G oup Search Filter"></property>
<property nane="G oup Nane Attri bute">cn</property>
<property nane="G oup Menber Attri bute">nmenber U d</property>
<property nane="G oup Menber Attribute - Referenced User

Attri bute">ui d</ property>

</ user G oupPr ovi der >

3 Note

Ensure that the LDAP configuration you have set for Ranger is also set up for
NiFi.

3. Update the r anger - pr ovi der information:
* Update the Ranger provider class name.
¢ Add a user group provider property, referencing the user group you defined in Step 1.

For example:

<aut hori zer >
<i denti fier>ranger-provider</identifier>
<cl ass>or g. apache. ni fi.ranger. aut hori zati on.

ManagedRanger Aut hori zer </ cl ass> <! -- UPDATE CLASS NAME -->
<property nane="User G oup Provider">| dap-user-group- provi der </
property> <! -- REFERENCE USER GROUP PROVI DER From Step 1 -->

<property name="Ranger Audit Config Path">..</property>
<property nane="Ranger Security Config Path">..</property>
<property nane="Ranger Service Type">..</property>
<property name="Ranger Application |d">..</property>
<property name="Ranger Adnin |dentity">..</property>

</ aut hori zer >

Steps for Configuration using Ambari Configs
1. From the Ambari Ul, go to the NiFi Configs tab.

2. Add the aut hori zers. xm information you created above to the Advanced nifi-
authorizers-env field.

3. Click Save.

5.5. Adding Users to Ranger

After installing Ranger and enabling the Ranger plugins, add users to Ranger.
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1. From the Ranger Ul, click Settings, then Users/Groups.
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2. Click Add New User.
3. In the User Detail screen, provide:

e User Name in the CN=<host > OU=<r eal > format. If you have set up identity
mapping, use the <host >@xr eal > format.

* The password the user will use to access Ranger.

The Role you want the user to have.

* The Group you want the user to be part of.
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Ranger UAccess Manager [ Audit & Settings

User Detail

User Name *

MNew Password *

Password Confirm *

First Name *

Last Name

Email Address

e

Select Role *

Group  Please select +
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6. Authorization with Ranger

6.1. Creating Policies for NiFi Access

Once you have set up Ranger to manage NiFi authorization, you must create policies so
that users can access and operate on the NiFi canvas.

¢ Creating Policies to View NiFi [76]

¢ Allowing Users Read and Write Access [78]

6.1.1. Creating Policies to View NiFi

To allow users to view the NiFi Ul, create the following policies for each host:
¢ /flow - read

¢ /proxy - read/write

To create policies:

1. From the Ranger console, click the NiFi Ranger plugin.

+

= NIFI

:

2. From the List of Policies page, click Add New Policy.

Ek

3. In the Policy Details dialog, create the /flow and /proxy policies.
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4. To create the /flow policy:
a. Provide the following information:
¢ Policy Name - /flow
« NiFi Resource Identifier- /flow
¢ Select Users and Groups you want to immediately add.
¢ Add Read permission
b. Click Add.
5. To create the /proxy policy:
a. Provide the following information:
¢ Policy Name - /proxy
« NiFi Resource Identifier- /proxy
¢ Select Users and Groups you want to immediately add.
¢ Add Read and Write permissions.

b. Click Add.
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6.1.2. Allowing Users Read and Write Access

To allow users complete read and write access to NiFi:

1. From the Policy Details page, select the global NiFi policy.
* Policy Name - all - nifi-resource
* NiFi Resource ldentifier - x

2. Add users.

3. Add Read and Write permissions.

6.2. Create a Kafka Policy

To add a new policy to an existing Kafka service:

1. On the Service Manager page, select an existing service under Kafka.

[~ KAFKA +
6401 TEST kafka z B
o
The List of Policies page appears.
Ranger Uaccessmanager [ Audic % Settings o admin

Example-Service Policles

List of Policies : Example-Service

Q, Saanch for your policy.. m

Palicy 1D Palicy Name Status Audit Logging Graups Users Actian

13 Example-Service-1-201 60211205602  Enabled  Enabled | admin = IE

2. Click Add New Policy.

The Create Policy page appears.
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Ranger UAocessManager [ Audt & Settings o admin

Create Policy

Policy Details :
Pulisy Type { Acoom |
Folicy Hame ® [ ratied
o o
Rupcht Logging E
Deenplron
Al Conditkons &
Delegate
Salect Growg Swlect User Pelicy Conditiona Parmissiona Aadondns
Add Conditiom | 4 | Add Perminioes | 4+ n
*
3. Complete the Create Policy page as follows:

Table 6.1. Policy Details

Field Description

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

Topic A topic is a category or feed name to which messages
are published.

Description (Optional) Describe the purpose of the policy.

Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).

Table 6.2. Allow Conditions

Label Description

Select Group Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Policy Conditions Specify IP address range.
Permissions Add or edit permissions: Read, Write, Create, Admin,
Select/Deselect All.
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Label Description

Delegate Admin When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the
second, then the third, and so on.

5. Click Add.

6.3. Create a Storm Policy

To add a new policy to an existing Storm service:

1. On the Service Manager page, select an existing service under Storm.
= STORM +

test-storm Z |

The List of Policies page appears.
Ranger Uaccessmanager [ Audit & Settings o admin

Servicg Manager Exarmple-Sarvice Policies

List of Policies : Example-Service

Policy ID Policy Name Status Audit Logging Groups Users Aetion

Example-Service-1-201 60211205602 | Enabled |  Enabiled | [ admin | rlll = |

2. Click Add New Policy.

The Create Policy page appears.
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Ranger UacesManager [ Asdit & Settings

¥ Siorm_service Policies Crease Policy

Create Paolicy

Policy Details

Policy Type

Policy Mamas *

Sperm Topolegy *
Debriglion
Audit Logging

Allow Conditions :

Salect Group Sebact Unar

3. Complete the Create Policy page as follows:

Table 6.3. Policy Details

W #dmin

Delagace
Permizaicna Admin

Add Permispions

Label

Description

Policy Name

Enter an appropriate policy name. This name is cannot
be duplicated across the system. This field is mandatory.

Storm Topology

Enter an appropriate Topology Name.

Description

(Optional) Describe the purpose of the policy.

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 6.4. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions Add or edit permissions: Read, Write, Create, Admin,

Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
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Label Description

admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Since Storm does not provide a command line methodology for assigning privileges or
roles to users, the User and Group Permissions portion of the Storm Create Policy form is
especially important.

Table 6.5. Storm User and Group Permissions

Actions

Description

File upload

Allows a user to upload files.

Get Nimbus Conf

Allows a user to access Nimbus configurations.

Get Cluster Info

Allows a user to get cluster information.

File Download

Allows a user to download files.

Kill Topology Allows a user to kill the topology.
Rebalance Allows a user to rebalance topologies.
Activate Allows a user to activate a topology.
Deactivate Allows a user to deactivate a topology.

Get Topology Conf

Allows a user to access a topology configuration.

Get Topology

Allows a user to access a topology.

Get User Topology

Allows a user to access a user topology.

Get Topology Info

Allows a user to access topology information.

Upload New Credential Allows a user to upload a new credential.

Admin Provides a user with delegated admin access.

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the
second, then the third, and so on.

5. Click Add.

82



Hortonworks DataFlow January 31, 2018

7. NiFi Authorization

After you have configured NiFi to run securely and with an authentication mechanism, you
must configure who has access to the system, and the level of their access. You can do this
using multi-tenant authorization. Multi-tenant authorization enables multiple groups of
users (tenants) to command, control, and observe different parts of the dataflow, with
varying levels of authorization. When an authenticated user attempts to view or modify

a NiFi resource, the system checks whether the user has privileges to perform that action.
These privileges are defined by policies that you can apply system-wide or to individual
components.

7.1. Authorizer Configuration

An authorizer grants users the privileges to manage users and policies by creating
preliminary authorizations at startup.

Authorizers are configured using two properties in the nifi.properties file:

* Theni fi.authorizer.configuration.fil e property specifies the configuration
file where authorizers are defined. By default, the authorizers.xml file located in the root
installation conf directory is selected.

* Thenifi.security.user.authori zer property indicates which of the configured
authorizers in the authorizers.xml file to use.

7.2. Authorizers.xml Setup

The authorizers.xml file is used to define and configure available authorizers. The default
authorizer is the FileAuthorizer, however, you can develop additional authorizers as
extensions. The FileAuthorizer has the following properties:

» Authorizations File - The file where the FileAuthorizer stores policies. By default, the
authorizations.xml in the conf directory is chosen.

* Users File - The file where the FileAuthorizer stores users and groups. By default, the
users.xml in the conf directory is chosen.

* Initial Admin Identity - The identity of an initial admin user that is granted access to the
Ul and given the ability to create additional users, groups, and policies. This property is
only used when there are no other users, groups, and policies defined.

* Legacy Authorized Users File - The full path to an existing authorized-users.xml that is
automatically converted to the multi-tenant authorization model. This property is only
used when there are no other users, groups, and policies defined.

* Node Identity - The identity of a NiFi cluster node. When clustered, a property for each
node should be defined, so that every node knows about every other node. If not
clustered, these properties can be ignored.
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7.2.1. Initial Admin Identity (New NiFi Instance)

If you are setting up a secured NiFi instance for the first time, you must manually designate
an "Initial Admin Identity" in the authorizers.xml file. This initial admin user is granted access
to the Ul and given the ability to create additional users, groups, and policies. The value of
this property could be a DN (when using certificates or LDAP) or a Kerberos principal. If you
are the NiFi administrator, add yourself as the "Initial Admin Identity".

Here is an example LDAP entry using the name John Smith:

<aut hori zer >
<identifier>file-provider</identifier>
<cl ass>or g. apache. ni fi . aut hori zati on. Fi | eAut hori zer </ cl ass>
<property name="Aut horizations File">./conf/authorizations.xn </
property>
<property nanme="Users File">./conf/users.xm </ property>
<property name="Initial Adm n ldentity">cn=John Smth, ou=peopl e, dc=
exanpl e, dc=conx/ pr operty>
<property name="Legacy Authorized Users Fil e"></property>
<l--
<property nanme="Node ldentity 1"></property>
<property name="Node ldentity 2"></property>
-->
</ aut hori zer >
</ aut hori zer s>

Here is an example Kerberos entry using the name John Smith and realm
NI FI . APACHE. ORG

<aut hori zer>
<identifier>file-provider</identifier>
<cl ass>or g. apache. ni fi . aut hori zati on. Fi | eAut hori zer </ cl ass>
<property name="Aut horizations File">./conf/authorizations.xmn </
property>
<property name="Users File">./conf/users.xm </ property>
<property name="Initial Adm n ldentity"> ohnsmi th@\l Fl. APACHE. ORG</
property>
<property nane="lLegacy Authorized Users Fil e"></property>
<l--
<property nanme="Node ldentity 1"></property>
<property nane="Node ldentity 2"></property>
-=>
</ aut hori zer >
</ aut hori zer s>

After you have edited and saved the authorizers.xml file, restart NiFi. The "Initial Admin
Identity" user and administrative policies are added to the users.xm/ and authorizations.xml/
files during restart. Once NiFi starts, the "Initial Admin Identity" user is able to access the Ul
and begin managing users, groups, and policies.

S Note
For a brand new secure flow, providing the "Initial Admin Identity" gives
that user access to get into the Ul and to manage users, groups and policies.
But if that user wants to start modifying the flow, they need to grant
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themselves policies for the root process group. The system is unable to do this
automatically because in a new flow the UUID of the root process group is not
permanent until the flow.xml.gz is generated. If the NiFi instance is an upgrade
from an existing flow.xml.gz or a 1.x instance going from unsecure to secure,
then the "Initial Admin Identity" user is automatically given the privileges to
modify the flow.

7.2.2. Legacy Authorized Users (NiFi Instance Upgrade)

If you are upgrading from a 0.x NiFi instance, you can convert your previously configured
users and roles to the multi-tenant authorization model. In the authorizers.xml file, specify
the location of your existing authorized-users.xml file in the "Legacy Authorized Users File"
property.

Here is an example entry:

<aut hori zer s>
<aut hori zer >
<identifier>file-provider</identifier>
<cl ass>or g. apache. ni fi . aut hori zati on. Fi | eAut hori zer </ cl ass>
<property name="Aut horizations File">./conf/authorizations.xm </
property>
<property name="Users File">./conf/users.xnl </ property>
<property name="Initial Adm n ldentity"></property>
<property nanme="Legacy Authorized Users File">/Users/johnsmth/
config_files/authorized-users.xm </ property>
</ aut hori zer >
</ aut hori zer s>

After you have edited and saved the authorizers.xml file, restart NiFi. Users and roles from
the authorized-users.xml file are converted and added as identities and policies in the
users.xml and authorizations.xml files. Once the application starts, users who previously
had a legacy Administrator role can access the Ul and begin managing users, groups, and
policies.

Here is a summary of policies assigned to each legacy role if the NiFi instance has an existing
flow.xml.gz:

Admin DFM Monitor Provenance NiFi Proxy

view the Ul * * *

view the * * * *
controller
modify the *
controller

view system * *
diagnostics

view the * * *
dataflow

modify the *
dataflow

view the *
users/groups

modify the *
users/groups
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Admin DFM Monitor Provenance NiFi Proxy

view policies | *

*

modify policies

query
provenance

access
restricted
components

view the data

modify the * *
data

retrieve site-to-
site details

send proxy
user requests

For details on the policies in the table, see Access Policies.

NiFi fails to restart if values exist for both the "Initial Admin Identity" and "Legacy
Authorized Users File" properties. You can specify only one of these values to initialize
authorizations.

Do not manually edit the authorizations.xml file. Create authorizations only during initial
setup and afterwards using the NiFi Ul.

7.2.3. Cluster Node Identities

If you are running NiFi in a clustered environment, you must specify the identities for each
node. The authorization policies required for the nodes to communicate are created during
startup.

For example, if you are setting up a 2 node cluster with the following DNs for each node:

cn=ni fi-1, ou=peopl e, dc=exanpl e, dc=com
cn=ni fi -2, ou=peopl e, dc=exanpl e, dc=com

<aut hori zer>

<identifier>file-provider</identifier>

<cl ass>or g. apache. ni fi. aut hori zati on. Fi | eAut hori zer </ cl ass>

<property name="Aut horizations File">./conf/authorizations.xm </
property>

<property name="Users File">./conf/users.xm </ property>

<property name="Initial Adm n ldentity"> ohnsmith@\l Fl. APACHE. ORG</
property>

<property nanme="Legacy Authorized Users Fil e"></property>

<property name="Node ldentity 1">cn=nifi-1, ou=peopl e, dc=exanpl e, dc=
conx/ property>

<property nanme="Node ldentity 2">cn=nifi-2, ou=peopl e, dc=exanpl e, dc=
conx/ property>

</ aut hori zer >

</ aut hori zer s>

In a cluster, all nodes must have the same authorizations.xml. If a node has a different
authorizations.xml, it cannot join the cluster. The only exception is if a node has an empty
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authorizations.xml. In this scenario, the node inherits the authorizations.xml from the
cluster.

Now that initial authorizations have been created, additional users, groups and
authorizations can be created and managed in the NiFi UI.

7.3. Configuring Users & Access Policies

This section describes:

* How to create users and groups

¢ How access policies are used to define authorizations

¢ How to configure access policies by walking through specific examples

Instructions requiring interaction with the Ul assume the application is being accessed by
User1, a user with administrator privileges, such as the "Initial Admin Identity" user or a
converted legacy admin user (see Authorizers.xml Setup).

7.3.1. Creating Users and Groups

From the Ul, select "Users" from the Global Menu. This opens a dialog to create and
manage users and groups.

I_ = ¥y = — ~— =0 Q=—n n90an - = . —
.
| n »
NiFi Users
Dizplaying 1 of 1
[0
Filter by user w &
.-
Lserl Member of ra-B"
bl
o¥ Lastupdated: 11:45:51 EST
HiFi Flow

[

Click the Add icon

( &+

To create a user, enter the Identity information relevant to the authentication method
chosen to secure your NiFi instance. Click OK.
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User/Group

© Individual Group

Identity

User2|

Member of

e

To create a group, select the "Group" radio button, enter the name of the group and select
the users to be included in the group. Click OK.
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User/Group

Individual @ Group
Identity

Group_A

Members
User1

User2

7.3.2. Access Policies

You can manage the ability for users and groups to view or modify NiFi resources using
access policies. There are two types of access policies that can be applied to a resource:

¢ View - If a view policy is created for a resource, only the users or groups that are added
to that policy are able to see the details of that resource.

¢ Modify - If a resource has a modify policy, only the users or groups that are added to that
policy can change the configuration of that resource.

You can create and apply access policies on both global and component levels.

7.3.2.1. Global Access Policies

Global access policies govern the following system level authorizations:

Policy Privilege Global Menu Selection

Allow users to view the Ul N/A

view the Ul
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7.3.2.2.

7.3.2.3.

Policy Privilege Global Menu Selection

access the controller Allows users to view/modify the Controller Settings
controller including Reporting Tasks,
Controller Services, and Nodes in the
Cluster

query provenance Allows users to submit a Provenance |Data Provenance
Search and request Event Lineage

access restricted components Allows users to create/modify N/A
restricted components assuming
otherwise sufficient permissions

access all policies Allows users to view/modify the Policies
policies for all components

access users/user groups Allows users to view/modify the users | Users
and user groups

retrieve site-to-site details Allows other NiFi instances to retrieve |N/A
Site-To-Site details

view system diagnostics Allows users to view System Summary
Diagnostics

proxy user requests Allows proxy machines to send N/A
requests on the behalf of others

access counters Allows users to view/modify Counters | Counters

Component Level Access Policies

Component level access policies govern the following component level authorizations:

Policy Privilege

view the component Allows users to view component configuration details
modify the component Allows users to modify component configuration details
view the data Allows user to view metadata and content for this

component through provenance data and flowfile queues
in outbound connections

modify the data Allows user to empty flowfile queues in outbound
connections and submit replays

view the policies Allows users to view the list of users who can view/modify
a component

modify the policies Allows users to modify the list of users who can view/
modify a component

retrieve data via site-to-site Allows a port to receive data from NiFi instances

send data via site-to-site Allows a port to send data from NiFi instances

You can apply access policies to all component types except connections. Connection
authorizations are inferred by the individual access policies on the source and destination
components of the connection, as well as the access policy of the process group containing
the components. This is discussed in more detail in the Creating a Connection and Editing a
Connection examples below.

Access Policy Inheritance

An administrator does not need to manually create policies for every component in the
dataflow. To reduce the amount of time admins spend on authorization management,
policies are inherited from parent resource to child resource. For example, if a user is
given access to view and modify a process group, that user can also view and modify the
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components in the process group. Policy inheritance enables an administrator to assign
policies at one time and have the policies apply throughout the entire dataflow.

You can override an inherited policy (as described in the Moving a Processor example
below). Overriding a policy removes the inherited policy, breaking the chain of inheritance
from parent to child, and creates a replacement policy to add users as desired. Inherited
policies and their users can be restored by deleting the replacement policy.

"View the policies" and "modify the policies" component-level access policies are an
exception to this inherited behavior. When a user is added to either policy, they are added
to the current list of administrators. They do not override higher level administrators. For
this reason, only component specific administrators are displayed for the "view the policies"
and "modify the policies" access policies.

You cannot modify the users/groups on an inherited policy. Users and groups can only be
added or removed from a parent policy or an override policy.

7.3.3. Access Policy Configuration Examples

The most effective way to understand how to create and apply access policies is to walk
through some common examples. The following scenarios assume User1 is an administrator
and User2 is a newly added user that has only been given access to the Ul.

Let's begin with two processors on the canvas as our starting point: GenerateFlowFile and
LogAttribute.

ni & 8 3 B B ¥ > % ——
[v] 0 (v] [v] 0 2 0 o 10:06:41 EST Q E

0/ 0 bytes

MiF| Flow

User1 can add components to the dataflow and is able to move, edit and connect all

processors. The details and properties of the root process group and processors are visible
to Userl.
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& Copry
B Delete

User1 wants to maintain their current privileges to the dataflow and its components.

User2 is unable to add components to the dataflow or move, edit, or connect components.
The details and properties of the root process group and processors are hidden from User2.

fi
o 20/0 bytes 20 0 L] mo ik 2 ] &I EST Q
@ Mavigate 22 User2
£ Operate a Component Toolbar Inactive

l: A3 2a340-01 56-1000-0000-0000.

10 D G Bl | OO0 DoDOHHQODET | IR

=~| & H =] &
Operate Palette Inactive | £ i ;[ﬂ
I 8 0 bpiet) | in 040 brytes) Smin |
Sl History |
ResdrWiiie Qbyies/Obyins | h T Head/Write 0 lytes | O byses Smin |
| ou 8 (0 brea) © Upstresm connections out 040 bytes) 8 min
| TaskuTime 0000800000 @ Dowratresm connections Taska/Time 0/ 65:00:00.000 Smn |
............................... " Drivimt—
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7.3.3.1. Moving a Processor

To allow User2 to move the GenerateFlowFile processor in the dataflow and only that
processor, User1 performs the following steps:

1. Select the GenerateFlowfFile processor so that it is highlighted.
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2. Select the Access Policies icon
(
from the Operate palette and the Access Policies dialog opens.

3. Select "modify the component" from the policy drop-down.

_J Access Policies R‘,D\Fﬂrﬁﬂﬂ Link
& Fffm'ﬂmnwrr':ummmm-mmsm.mmm
s | '] Peneeasor whirw the companent L
3 — dtrompnt 8 —
(e enolty e component °
3 wherw Thas data b (]
! mnadify e dats @
! it °
1 ary vl gafe-t .
e the policies (]
madify the policies @

¥ Last wpdabed 10:17:17 EST

The "modify the component" policy that currently exists on the processor (child) is the
"modify the component" policy inherited from the root process group (parent) on which
User1 has privileges.

4. Select the Override link in the policy inheritance message. When creating the
replacement policy, you are given a choice to override with a copy of the inherited policy
or an empty policy.

Cwerride Policy

D jons wand B0 remericde with o copy of the
inharited policy o sn smply policy?

10 Copy
Empey
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Select the Override button to create a copy.

1. On the replacement policy that is created, select the Add User icon

(o

Find or enter User2 in the User Identity field and select OK.

x
| Access Policies
E o | GmensteFlowFile rodify the component v & 8
- |
[ o -
R ]
1

0 Lastwpdated: 10:21:38 EST

NP Pl

With these changes, User1 maintains the ability to move both processors on the canvas.
User2 can now move the GenerateFlowFile processor but cannot move the LogAttribute

processor.
f'
I
o .0/0 bytes 90 o ] mo k2 o 2 10:43:24 EST (=8 [
@ Havigare B o User2
4 operate el i . !
~| 33283400156:1000-0000-0000 | | mn 0 {0 byl " Smin |
w Brnceno i MesdiWrite 0 ytes /8 bytes $min |
00 20-0 Sl 1 D0 D000-0000 M TTE TN E Cuk 00 byiesh 5 man §
t ' . i TaiRa Tume O, o000 00 000 Sman |
= W coeeme
Original position of [S] &
GenerateFlowFile —» L 0 (0 bytes) smin |
I | Read/Write 0 byles | 0 bybes Smen |
Processor | ou 040 bytes) Smin |
| TaskaTime 0. 09:00:00.000 smn |

40 fedad-e293-4118-99ae-Babdbb 720815
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7.3.3.2. Editing a Processor

In the "Moving a Processor" example above, User2 was added to the "modify the
component" policy for GenerateFlowFile. Without the ability to view the processor
properties, User2 is unable to modify the processor's configuration. In order to edit
a component, a user must be on both the "view the component" and "modify the
component" policies. To implement this, User1 performs the following steps:

1. Select the GenerateFlowFile processor.

2. Select the Access Policies icon
(
from the Operate palette and the Access Policies dialog opens.

3. Select "view the component" from the policy drop-down.

o ' = = e—a e—a OO0 - - . —
| :
®
Access Policies Override Link a
Shawing efective policy inherded from Process Group MF| Flow, Overide Ehis policy
e GenerteFlowF ile 1
wierw Thit companent w
g wrserinese, o |
' Uer) Ty B COmgenent [7]
I wiew the dada ]
1 miodify B dals []
t ®
7]
e the policies L]
enodily the policies (7]

0 Last wpdabedt 10:48:29 EST

HIF P
The view the component" policy that currently exists on the processor (child) is the "view

the component" policy inherited from the root process group (parent) on which User1
has privileges.

4. Select the Override link in the policy inheritance message, keep the default of Copy
policy and select the Override button.

5. On the override policy that is created, select the Add User icon

( &+

Find or enter User2 in the User Identity field and select OK.
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With these changes, User1 maintains the ability to view and edit the processors on the
canvas. User2 can now view and edit the GenerateFlowFile processor.
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7.3.3.3. Creating a Connection

With the access policies configured as discussed in the previous two examples, User1 is able
to connect GenerateFlowFile to LogAttribute:
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User2 cannot make the connection:
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This is because:
¢ User2 does not have modify access on the process group.

¢ Even though User2 has view and modify access to the source component

(GenerateFlowFile), User2 does not have an access policy on the destination component
(LogAttribute).

To allow User2 to connect GenerateFlowFile to LogAttribute, as User1:

1. Select the root process group. The Operate palette is updated with details for the root
process group.
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2. Select the Access Policies icon
(
from the Operate palette and the Access Policies dialog opens.

3. Select "modify the component" from the policy drop-down.

I ® l
| Access Policies

i The Sompanend

& e

|

i The Somponend

o e the data

1 modily the dats

wiews the policies

e & & @ & & & B

enadify the polices

¥ Last updabed 11:10:08 EST

4. Select the Add User icon

( &4

Find or enter User2 and select OK.

I x I
| Access Policies

‘- HF| Flaw modify the companant
Q _
al Uner2 ]

£ Last wpdatedt 11:11:59 EST

Py o

By adding User2 to the "modify the component" policy on the process
group, User2 is added to the "modify the component" policy on
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the LogAttribute processor by policy inheritance. To confirm this,
highlight the LogAttribute processor and select the Access Policies icon

(&

from the Operate palette:

| Access Policies

Showing eMective policy inkerfied from Process Group MF) Flow. Override this policy
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Unard

o s evle
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HIFY Fiow

With these changes, User2 can now connect the GenerateFlowfFile processor to the
LogAttribute processor.
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7.3.3.4. Editing a Connection

Assume User1 or User2 adds a ReplaceText processor to the root process group:
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User1 can select and change the existing connection (between GenerateFlowfFile to
LogAttribute) to now connect GenerateFlowFile to ReplaceText:
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User 2 is unable to perform this action.
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Proscens Dasp RasdWrite 0lbytes | O bytes tmin
A k-0 04 N BP0 e Baledbl T 201 Ceal B0 bytes) & men
Taska/Time 0040088 600
o > E -5 R
(I N
{ --IL‘
{[~] m
| ot ._ =
| [:] i H i 0 (8 bytes)
| = i | Pead/Write 0 byses / 0 bytes
| in 0 (0 bytes} | out 0 (@ byes)
| MesdWrite © byses / & byies | Tuska/Tame 0/ 00:08.00,000
| ou 000 bytes)

| Taski/Time 0/ 00:00:00.000
401 fedad-4293-4118-99ua-Bab0bb TZnENS

To allow User2 to connect GenerateFlowFile to ReplaceText, as User1:

1. Select the root process group. The Operate palette is updated with details for the root
process group.

2. Select the Access Policies icon

(&
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3. Select "view the component" from the policy drop-down.

I ] I
| Access Policies

) Preeeestoes

e The Componend

|

whirn The component @
modily th componsnt

wiew The data

2o PR

modify the data

e & @ @ & & & B ¢

modify the polices

£F Last wpdatedt 11:49:44 EST

4. Select the Add User icon

(&

Find or enter User2 and select OK.

| Access Policies

@ ‘ "‘:In?” . it That companent w d+ B
- |
{ v 8
. e N

¥ Last wpdated: 11:51:08 EST

NP P

Being added to both the view and modify policies for the process group, User2 can now
connect the GenerateFlowFile processor to the ReplaceText processor.
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8. SAM Authorization

After you have logged in as the streamline user, you can access the SAM Ul. The

st reanl i ne user is assigned the Admin role and can manage users and security
permissions. After logging in with this user, go to the menu item Configuration and select
Authorizer.

You can use the Authorizer dialog to create users and assign them to roles.

Configuration / Authorizer

USERS ROLES

@ solson
@ streamline-streamanalytics

gvetticaden

.2

harsha

suresh

o

guru

¢

dan

8.1. Roles and Permissions

SAM provides four out of the box roles which map to the the 3 different personas that
SAM provides capabilities for and then a Admin user.

¢ Admin Role - The Admin Role is a super user who has access to all of SAM's system roles
and privileges.

ROLES

ROLES

ROLES

ROLES

ROLES

ROLES

ROLES

* Application Developer Role - The Application Developer Role has the privileges necessary

to create and submit applications.
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* Operations Role - The Operations Role has the privileges necessary to create service

pools and environments and to submit applications.

* Analyst Role - The Analyst Role has access to specific applications and dashboards.

A role provides permissions (Read,Write, Execute) to 5 different resources in SAM:

* Applications
* Service Pools

¢ Environments

» User Management / Security

e Dashboards

Table 8.1. Role and Permission Matrix

Resources

Admin Role Access

Application
Developer Role
Access

Operations Role
Access

Analyst Role Access

Streamline Resources

User Mgmt All Access No Access No Access No Access
Role Mgmt All Access No Access No Access No Access
Topology All Access U:RW X All: RW X No Access
Customer Processor All Access U:RW All: RW No Access
Service Pools All Access All: R All: RW No Access
Environments All Access U:RW All: RW No Access
System Artifacts: All Access (includes Read to All Read to All No Access

- edit access to
Notifier component defs)
UDF
UDAF
Component Defs
Custom Artifacts: All Access U:R, W All: RW No Access
Notifier
UDF
UDAF
Dashboards Has LInk to Menu
Schema Registry Resources
Schemas All: RW All: RW All: -
Model Registry Resources
Models All: R U:RW

O:R
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8.2. Creating Users and Assigning Them to Roles

Using the streamline user to initially go into SAM, you can create other admin roles in the
system that can administer user accounts for the rest of the organization. To create new
admin account for user gvetticaden, perform the following steps:

1. From Menu, select Configuration and then Authorizer.
2. From the Users tab, select the + icon.

3. Enter information about the new user account.
Configuration / Authorizer

USERS ROLES

ROLES

New User 0
ROLES

solson 1
) : ROLES

streamline-streamanalytics 1
) ROLES

gvetticaden 1
ROLES

harsha 1
ROLES

suresh 1
ROLES

guru 1
ROLES

dan 1

4. Click Save.
Result

You are able to see the user you just created in the user list, on the left side of the SAM
Configuration | Authorizer view.
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You do not have to provide any password. This is because SAM relies on a Kerboeros/KDC
to do the authentication. The principal is then passed to SAM when accessing the SAM UL.
The principal name as part of the kerberos ticket must match a user in SAM. Then SAM
looks up the role for that user and provides access based on the roles permissions.

8.3. Sharing Resources

SAM allows users to share different resources with other users to provide a collaborative
team environment. A user who has edit access to a resource can share that resource with
another user. When a resource is shared, the user can configure if the resource being
shared can be just viewed or edited.

SAM allows the following resources to be shared:

¢ Environments

» Applications

8.3.1. Sharing an Environment

About This Task

By default, only the user who created an environment can see that environment. However,
it is common for environments to be shared amongst a group of users. To do this, the user
who created the environment must share that environment with other users.

Steps
1. From the left-hand menu select Configuration, then Environment.

2. From the environment you want to share, click the Configuration elipses at the top right
and click Share.

3. In the Share Environment dialog, select the users with whom you want to share the
environment.

4. Specify whether you want to give them View or Edit privileges and click Ok.

8.4. Sharing an Application

About This Task

By default, only the user who created an application can see that it. However, it is common
for applications to be shared amongst a group of users. To do this, the user who created
the application must share that it with other users.

Steps
1. From the left-hand menu select My Applications.

2. From the application you want to share, click the Configuration elipses at the top right
and click Share.
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3. In the Share Application dialog, select the users with whom you want to share the
application.

4. Specify whether you want to give them View or Edit privileges and click Ok.

8.5. SAM Authorization Limitations

* SAM’s roles and access control policies are maintained in SAM. Ranger support for SAM is
not availble in HDF 3.0.

* Creation of users and assignment to roles must be done using the SAM Ul. In the HDF 3.0
release, there is no support to import users from KDC/AD.

* Role assignment is at a user level. Assigning roles to a group is not supported in HDF 3.0
release.

* New Roles or editing the out of the box role cannot be allows. However, the
collaboration sharing features allow you to share each of the 5 resources across users
meeting most use case requirements.
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9. Deploying SAM Applications in a
Secure Cluster

In a secure/kerberized env, SAM will deploy an application to kerberized Storm cluster
and that app has to talk to secure services (e.g: Secure Kafka, HBase, HDFS, Hive, etc..).
Deploying secure streaming apps that talks to secure services has been traditionally very
difficult to configure. SAM makes it considerably easier to deploy secure streaming apps.

9.1. Connecting to a Secure Service that Supports
Delegation Tokens

About This Task

SAM uses delegation tokens when possible, when talking to secure streaming services. The
concept of delegation token is introduced to avoid frequent authentication checks against
Kerberos(AD/MIT). After the initial authentication against Namenode using Kerberos,
subsequent authentication are done without a Kerberos service ticket(TGT). Once the client
authentication with Kerberos for Namenode is successful, the client receives a delegation
token from the Namenode.This token has an expiration and max issue date but can be
reviewed.

A delegation token is secret key shared with the Storm/NameNode/HBase which provides
a mechanism for Storm/NameNode/HBase to impersonate a user to perform an operation.
Delegation tokens are supported for the following services: Storm, HDFS, Hive, HBase.

You can use Storm’s Nimbus service to get delegation tokens on behalf of the topology
submitter user. Nimbus can get HDFS, HBase and other delegation tokens associated with
the user who submitted the topology and can push it to the users stream application.
This decreases operational/deployment complexity because you do not have to distribute
keytabs to all possible key tabs.

Example

If your application is going to interact with secure HBase, your bolts/states needs to be
authenticated by HBase. Typically, you are required to have st orm keytab. fil e onall
the potential worker hosts. If you have multiple topologies on a cluster, each with different
user, you will have to create multiple keytabs and distribute it to all workers.

With SAM, you can configure Nimbus to automatically get delegation tokens on behalf of
the topology submitter user. To do this in SAM, you can configure a single principal and
keytab in SAM for a given application and this principal is used by Nimbus to impersonate
the user/app. The only requirement is that the keytab for this principal must reside on the
host where Nimbus is located. To configure this single principal that will be used by Nimbus
to impersonate the user/app when connecing to secure big data services like HBase, HDFS,
Hive, do the following:

Steps

1. Click into your stream application, and then click Edit.
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2.
Click the Configure icon (' o ) located on top right of the stream application.

3. Select the Security tab.

4. Select the principal and and Keytab path. SAM automatically populates all the principal
and key tabs located on the Nimbus Host to make this easier. Then click Ok.

Application Configuration

GENERAL SECURITY ADVANCED

Clusters Security Config +
CLUSTER NAME * i}

streamanalytics

PRIMCIPAL *

storm-streamanalytics@STREAMANALYTICS

KEYTAB PATH *

fetc/security/keytabs/storm.headless keytab

Result

When user X deploys the application, Nimbus uses the principal and the keytab configured
above to impersonate user X when interacting with the big data services in the application.

9.2. Connecting to Secure Kafka

About This Task

Kafka does not support delegation tokens. You must configure the Kafka source/sink
processor with the principal and keytab used to authenticate the stream applications with
Kafka. Use these steps to configure SAM to communication with a secure Kafka service.

Steps
1. Double click on the Kafka source/sink component on the canvas.

2. Select the Security tab.

3. Configure the Kerberos client principal, Kerberos keytab file, and the Kafka service
name. The client principal and keytab selected must exist on all the worker nodes in
the cluster. Using the storm-<cluster-name> principal is recommended because Ambari
creates that keytab on each worker node when running the Ambari Kerberos Wizard .
Set the Kafka service name to “kafka”.
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REQUIRED SECURITY OPTIONAL NOTES
KERBEROS CLIENT PRINCIPAL * OLI‘lpUt
storm-streamanalytics@STREAMANALYTICS eventTime*

eventSource*

KERBEROS KEYTAE FILE *

. t. o ||n
fetc/security/keytabs/storm.headless keytab -
driverld*
KAFKA SERVICE NAME *

driverName*

kafka
routeld*
S5L KEYSTORE LOCATION route*
speed*
S5L KEYSTORE PASSWORD

Cancel n
9.3. Securing SAM - An End-to-End Workflow

To help understand how all of this fits together, let's walk through a use case to see how
SAM to deploys applications in a secure cluster.

The use case details are the following:

¢ An organization has a secure HDF/HDP cluster and all cluster services have been
kerborized.

¢ User gvetticaden is a developer and part of the release engineering team, builds a
streaming application that includes of the following capabilities:

¢ Creating streams from a set of Kafka topics from a secure Kafka Broker.
¢ Doing analytics on the stream.
¢ Persisting different events to following secure data stores: HDFS, HBase, Hlve

¢ User gvetticaden wants to deploy the streaming application to a secure storm Service.

9.3.1. Understanding the End-to-End Workflow

The below image provides an explanation on how SAM functions for the above use case.
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9

User
gvetticaden
kinit /
authenticates
against KDC

KDC

I
I
I
I
I
I
I
I
I
I
I
I
.

Secure Big Data Services that
Supports Delegation Tokens

AP RACHE i
HERSEZ e

Nimbus will configure the App to use the its
° configured principal/keytab for the App and
will impersonate gvetticaden to talk to
secure big data services via delegation
tokens

Ranger provides Access control for
the principal user or the
impersonated user for all secure

big data services

% 9 i Streaming i
! InSAM, user ! Analytics App |
_— | gvetticaden deploys ! C \
! deploys an app I L
, User : /B
‘ I g:zg:;:::n : The App will use the
SAM and : SAM using the internal STORM configured principal lk?y tab
SAM looks 1streamline principal/keytab for the Kafka sourcefsmk_ to
up user's will authenticate to Storm to talk to secure Kafka Service
Role /= ~7TTTTTTTTTTTTTToToooeoes . deploy the app
Authorization Services impersonating gvetticaden o

Secure Big Data Services that don’t support i
Delegation Tokens |

Step 1: Initial Login

User gvetticaden authenticates himself to the organization AD/KDC by doing a kinit.
Typically in an organization, the ticket is granted when the user logs into the corporate

LAN.

Principal/Keytab Used to Connct: gvetticaden

Step 2: SAM Grants Access Based on Roles and Permissions

SAM looks up the roles for gvetticaden. Based on the permissions associated with the roles,

SAM gives gvetticaden access to specific features.

Step 3a: Build and Deploy a Streaming Application

User gvetticaden builds the streaming analytics application and deploys it. The application

includes the following capabilities:

* Creating streams from a set of Kafka topics from a secure Kafka Broker.

» Doing analytics on the stream.

* Persisting different events to following secure data stores: HDFS, HBase, Hlve

Step 3b: SAM Communicates with Storm
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SAM communicates with Storm Streaming Engine to deploy the stream application
usingthe streamline principal/keyab. SAM is functioning as a client submitting a job to
Secure Storm. The internal streamline user will impersonate gvetticaden when it talks to
Storm. Hence ACLs within Ranger for Storm can be configured for gvetticaden, the person
deploying the streaming application.

Principal/Keytab Used to Connect: The streamline principal/keytab is used to connect, and
user gvetticaden is impersonated.

Step 4: Communication with Secured Big Data Services

When SAM deploys the application, it passes the application principal and keytab to
Nimbus. Nimbus uses this principal to authenticate to big data services that support tokens.
The principal impersonates gvetticaden. The result is that all Ranger ACLs for HBase, Hive,
and HDFS are configured for gvetticadne, the user deploying the streaming application.

Step 5: Communication with Secured Big Data Services that do not Support Delegation
Tokens

If the application uses a Kafka Source or Sink, then the application uses the principal and
keytab configured under the Kafka component security settings.

Principal/Keytab Used to Connect:: The principal/keytab configured in Kafka are used to
connect.
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