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1. About This Guide

The goal of this guide is to provide information and steps required for configuring, using,
securing, tuning performance, and troubleshooting access to the cloud storage services
using HDP cloud storage connectors available for Amazon Web Services (Amazon S3),
Microsoft Azure (ADLS, WASB), and Google Cloud Storage (GCS) (Technical Preview)

The primary audience of this guide are the administrators and users of HDP deployed on
cloud Infrastructure-as-a-Service (laaS) such as Amazon Web Services (AWS), Microsoft
Azure, and Google Cloud Platform (GCP). You may also use this guide if your HDP is
deployed in your own data center and you plan to access cloud storage via the connectors;
however, your experience and performance may vary based on the network bandwidth
between your data center and the cloud storage service.

In order to start working with data stored in a cloud storage service, you must configure
authentication with the service. In addition, you can optionally configure other features
where available.
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2. The Cloud Storage Connectors

When deploying HDP clusters on cloud laaS, you can take advantage of the native
integration with the object storage services available on each of the cloud platforms:
Amazon S3 on AWS, ADLS and WASB on Azure, and GCS on Google Cloud. This
integration is via cloud storage connectors included with HDP. Their primary function is to
help you connect to, access, and work with data the cloud storage services.

The cloud connectors allow you to access and work with data stored in Amazon S3, Azure
ADLS and Azure WASB storage services, and Google Cloud Storage, including but not

limited to the following use cases:

* Collect data for analysis and then load it into Hadoop ecosystem applications such as
Hive or Spark directly from cloud storage services.

* Persist data to cloud storage services for use outside of HDP clusters.

» Copy data stored in cloud storage services to HDFS for analysis and then copy back to the
cloud when done.

* Share data between multiple HDP clusters — and between various external non-HDP
systems.

* Back up Hadoop clusters using di st cp.

The cloud object store connectors are implemented as individual Hadoop modules. The
libraries and their dependencies are automatically placed on the classpath.
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Figure 2.1. HDP Cloud Storage Connector Architecture
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Amazon S3 is an object store. The S3A connector implements the Hadoop filesystem
interface using AWS Java SDK to access the web service, and provides Hadoop applications
with a filesystem view of the buckets. Applications can manipulate data stored in Amazon
S3 buckets with an URL starting with the s3a;// prefix.

Azure WASB is an object store with a flat name architecture (flat name space). The WASB
connector implements the Hadoop filesystem interface using WASB Java SDK to access
the web service, and provides Hadoop applications with a filesystem view of the data.
Applications can manipulate data stored in WASB with an URL starting with the wasb;//
prefix.

Azure ADLS is a WebHDFS-compatible hierarchical file system. Applications can access the
data in ADLS directly using WebHDFS REST API.

Similarly, the ADLS connector implements the Hadoop filesystem interface using the ADLS
Java SDK to access the web service. Applications can manipulate data stored in ADLS with
the URL starting with the adl;// prefix.

Google Cloud Storage (GCS) is an object store. The GCS connector implements the Hadoop
filesystem interface using GCS Java SDK to access the web service, and provides Hadoop
applications with a filesystem view of the buckets. Applications can manipulate data stored
in Google Cloud Storage buckets with an URL starting with the gcs:// prefix.

Table 2.1. Cloud Storage Connectors

Cloud Storage Service Connector Description URL Prefix

Amazon Simple Storage Service (53) | The S3A connector enables reading s3a://
and writing files stored in the Amazon
S3 object store.

Azure Data Lake Store (ADLS) The ADLS connector enables reading |adl://
and writing files stored in the ADLS
file system.

Windows Azure Storage Blob (WASB) | The WASB connector enables reading |wasb://
and writing both block blobs and
page blobs from and to WASB object
store.
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Cloud Storage Service

Connector Description

URL Prefix

Google Cloud Storage (GCS)

The GCS connector supports access to
Google Cloud Storage.

gcs://

The cluster's default filesystem HDFS is defined in the configuration property
fs.defaul t FSincore-site. xnl . As aresult, when running FS shell commands or
DistCp against HDFS, you can but do not need to specify the hdf s: // URL prefix:

hadoop di stcp hdfs://source-fol der s3a://destination-bucket

hadoop di stcp /source-fol der s3a://destination-bucket

When working with the cloud using cloud URIs do not change the value of

fs. def aul t FSto use a cloud storage connector as the filesystem for HDFS. This is not
recommended or supported. Instead, when working with data stored in S3, ADLS, WASB,
or GCS use a fully qualified URL for that connector.
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3. Working with Amazon S3

The Amazon S3 object store is the standard mechanism to store, retrieve, and share large
quantities of data in AWS.

The features of Amazon S3 include:
* Object store model for storing, listing, and retrieving data.

* Support for objects up to 5 terabytes, with many petabytes of data allowed in a single
"bucket".

* Data is stored in Amazon S3 in buckets which are stored in different AWS regions.
» Buckets can be restricted to different users or IAM roles.

* Data stored in an Amazon S3 bucket is billed based on the size of data how long it is
stored, and on operations accessing this data. In addition, you are billed when you
transfer data between regions:

¢ Data transfers between an Amazon S3 bucket and a cluster running in the same region
are free of download charges (except in the special case of buckets in which data is
served on a user-pays basis).

» Data downloaded from an Amazon S3 bucket located outside the region in which the
bucket is hosted is billed per megabyte.

» Data downloaded from an Amazon S3 bucket to any host over the internet is also
billed per-Megabyte.

e Data stored in Amazon S3 can be backed up with Amazon Glacier.

The Hadoop client to S3, called "S3A", makes the contents of a bucket appear like a
filesystem, with directories, files in the directories, and operations on directories and files.
As a result applications which can work with data stored in HDFS can also work with data
stored in S3. However, since S3 is an object store, it has certain limitations that you should
be aware of.

3.1. Limitations of Amazon S3

Even though Hadoop's S3A client can make an S3 bucket appear to be a Hadoop-
compatible filesystem, it is still an object store, and has some limitations when acting as a
Hadoop-compatible filesystem. The key things to be aware of are:

» Operations on directories are potentially slow and non-atomic.

* Not all file operations are supported. In particular, some file operations needed by
Apache HBase are not available — so HBase cannot be run on top of Amazon S3.

» Data is not visible in the object store until the entire output stream has been written.

* Amazon S3 is eventually consistent. Objects are replicated across servers for availability,
but changes to a replica take time to propagate to the other replicas; the object store is
inconsistent during this process. The inconsistency issues surface when listing, reading,



http://docs.aws.amazon.com/AmazonS3/latest/dev/Welcome.html
http://docs.aws.amazon.com/AmazonS3/latest/dev/UsingBucket.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles.html
https://aws.amazon.com/glacier/

Hortonworks Data Platform December 17, 2019

updating, or deleting files. To mitigate the inconsistency issues, you can configure
S3Guard. To learn more, refer to Using S3Guard for Consistent S3 Metadata [18].

* Neither the per-file and per-directory permissions supported by HDFS nor its more
sophisticated ACL mechanism are supported.

* Bandwidth between your workload clusters and Amazon S3 is limited and can vary
significantly depending on network and VM load.

For these reasons, while Amazon S3 can be used as the source and store for persistent data,
it cannot be used as a direct replacement for a cluster-wide filesystem such as HDFS, or be
used as def aul t FS.

3.2. Configuring Access to S3

For Apache Hadoop applications to be able to interact with Amazon S3, they must know
the AWS access key and the secret key. This can be achieved in three different ways:
through configuration properties, environment variables, or instance metadata. While the
first two options can be used when accessing S3 from a cluster running in your own data
center. IAM roles, which use instance metadata should be used to control access to AWS
resources if your cluster is running on EC2.

Table 3.1. Authentication Options for Different Deployment Scenarios

Deployment Scenario Authentication Options

Cluster runs on EC2 Use IAM roles to control access to your AWS resources. If you
configure role-based access, instance metadata will automatically
be used to authenticate.

Cluster runs in your own data center Use configuration properties to authenticate. You can set the
configuration properties globally or per-bucket.

Temporary security credentials, also known as "session credentials", can be issued. These
consist of a secret key with a limited lifespan, along with a session token, another secret
which must be known and used alongside the access key. The secret key is never passed to
AWS services directly. Instead it is used to sign the URL and headers of the HTTP request.

By default, the S3A filesystem client follows the following authentication chain:

1. If login details were provided in the filesystem URI, a warning is printed and then
the username and password are extracted for the AWS key and secret respectively.
However, authenticating via embedding credentials in the URL is dangerous and
deprecated. Instead, you may authenticate using per-bucket authentication credentials.

2. Thefs. s3a. access. key and f s. s3a. secr et . key are looked for in the Hadoop
configuration properties.

3. The AWS environment variables are then looked for.

4. An attempt is made to query the Amazon EC2 Instance Metadata Service to retrieve
credentials published to EC2 VMs.

3.2.1. Using Instance Metadata to Authenticate

If your cluster is running on EC2, the standard way to manage access is via Amazon Identity
and Access Management (IAM), which allows you to create users, groups, and roles to



http://docs.aws.amazon.com/AmazonS3/latest/dev/RESTAuthentication.html
https://aws.amazon.com/iam/
https://aws.amazon.com/iam/
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control access to services such as Amazon S3 via attached policies. A role does not have any
credentials such as password or access keys associated with it. Instead, if a user is assigned
to a role, access keys are generated dynamically and provided to the user when needed.
For more information, refer to IAM Roles for Amazon EC2 in Amazon documentation.

When launching your cluster on EC2, specify an IAM role that you want to use; if you are
planning to use S3 with your cluster, make sure that the role associated with the cluster
includes a policy that grants access to S3. For more information, refer to Using an IAM
Role to Grant Permissions to Applications Running on Amazon EC2 Instances in Amazon
documentation. No additional configuration is required.

3 Note
You can use |IAM Roles to control access to keys stored in Amazon's KMS Key
Management service. For more information, refer to Overview of Managing
Access to Your AWS KMS Resources in Amazon documentation.

3.2.2. Using Configuration Properties to Authenticate

3.2.2.1.

To configure authentication with S3, explicitly declare the credentials in a configuration file
suchascore-site. xnl:

<property>
<name>f s. s3a. access. key</ nane>
<val ue>ACCESS- KEY</ val ue>

</ property>

<property>
<name>f s. s3a. secr et . key</ nane>
<val ue>SECRET- KEY</ val ue>

</ property>

If using AWS session credentials for authentication, the secret key must be that of the
session, and the f s. s3a. sessi on. t oken option set to your session token.
<property>

<nanme>f s. s3a. sessi on. t oken</ nane>

<val ue>SESS| ON- TOKEN</ val ue>
</ property>

This configuration can be added for a specific bucket. For more information, refer to Using
Per-Bucket Credentials to Authenticate.

To protect these credentials, we recommend that you use the credential provider
framework to securely store and access your credentials.

To validate that you can successfully authenticate with S3, try referencing S3 in a URL.

Using Per-Bucket Credentials to Authenticate

S3A supports per-bucket configuration, which can be used to declare different
authentication credentials and authentication mechanisms for different buckets.

For example, a bucket s3a: // ni ght | y/ used for nightly data can be configured with a
session key:



https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/iam-roles-for-amazon-ec2.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_use_switch-role-ec2.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_use_switch-role-ec2.html
http://docs.aws.amazon.com/kms/latest/developerguide/control-access-overview.html#managing-access
http://docs.aws.amazon.com/kms/latest/developerguide/control-access-overview.html#managing-access
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3.2.3.

3.2.4.

<property>
<name>f s. s3a. bucket . ni ghtl y. access. key</ nane>
<val ue>AKAACCESSKEY- 2</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . ni ghtly. secr et . key</ nane>

<val ue>SESS|I ONSECRETKEY</ val ue>
</ property>

Similarly, you can set a session token for a specific bucket:
<property>
<name>f s. s3a. bucket . ni ghtl y. sessi on. t oken</ nane>
<val ue>SESS| ON- TOKEN</ val ue>
</ property>

This technique is useful for working with external sources of data, or when copying data
between buckets belonging to different accounts.

Also see Customizing Per-Bucket Secrets Held in Credential Files [13].

Using Environment Variables to Authenticate

AWS CLI supports authentication through environment variables. These same environment
variables will be used by Hadoop if no configuration properties are set.

The environment variables are:

Environment Variable Description

AWS_ACCESS KEY_I D Access key

AWS_SECRET_ACCESS_KEY Secret key

AWS_SESSI ON_TCKEN Session token (only if using session authentication)

Embedding Credentials in the URL to Authenticate

(Deprecated)

Embedding credentials in the URL is dangerous and deprecated. Due to the security risk
it represents, future versions of Hadoop may remove this feature entirely. Use per-bucket
configuration options instead.

Hadoop supports embedding credentials within the S3 URL:

s3a:// key: secr et @ucket - nane/

In general, we strongly discourage using this mechanism, as it invariably results in the secret
credentials being logged in many places in the cluster. However, embedding credentials in
the URL is sometimes useful when troubleshooting authentication problems; consult the
troubleshooting documentation for details.

Before S3A supported per-bucket credentials, this was the sole mechanism for supporting
different credentials for different buckets. Now that buckets can be individually configured,
this mechanism should no longer be needed. You should use per-bucket configuration
options instead.
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3.3. Defining Authentication Providers

The S3A connector can be configured to obtain client authentication
providers from classes which integrate with the AWS SDK by implementing
the com amazonaws. aut h. AWSCr edent i al sProvi der interface. This
is done by listing the implementation classes in the configuration option
fs.s3a. aws. credenti al s. provi der.

3 Note

AWS credential providers are distinct from Hadoop credential providers.
Hadoop credential providers allow passwords and other secrets to be stored
and transferred more securely than in XML configuration files. In contrast,
AWS credential providers are classes which can be used by the Amazon AWS
SDK to obtain an AWS login from a different source in the system, including
environment variables, JVM properties, and configuration files.

There are a number of AWS credential provider classes specified in the hadoop- aws JAR:

Classname Description

or g. apache. hadoop. f s. s3a. Si npl eAWSCr edent i a| StBndaidlerdential support through configuration
properties. It does not support in-URL authentication.

or g. apache. hadoop. f s. s3a. Tenpor ar yAWSCr edent SeabisRraanheletication

or g. apache. hadoop. f s. s3a. Anonynous AWSCr edent AabsyEnous bein. Use for accessing public data without
providing any credentials at all.

Furthermore, there are many AWS credential provider classes specified in the Amazon JARs.
In particular, there are two which are commonly used:

Classname Description

com anmazonaws. aut h. Envi r onnent Var i abl eCr edenAW48 BRi@vint®@Tt Variables

com amazonaws. aut h. | nst ancePr of i | eCr edent i al BE2 Metddata Credentials

The order of listing credential providers in the configuration option
fs.s3a. aws. credenti al s. provi der defines the order of evaluation of credential
providers.

The standard authentication mechanism for Hadoop S3A authentication is the following list
of providers:

<property>
<name>f s. s3a. aws. credenti al s. provi der </ name>
<val ue>
or g. apache. hadoop. f s. s3a. Si npl eAWSCr edent i al sProvi der,
com anmazonaws. aut h. Envi r onnment Vari abl eCr edent i al sProvi der,
com anmazonaws. aut h. | nst ancePr of i | eCr edent i al sProvi der
</ val ue>

</ property>

3 Note
Retrieving credentials with the | nst anceProf i | eCr edent i al sProvi der
is a slower operation than looking up configuration operations or environment
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variables. It is best to list it after all other authentication providers — excluding
the Anonynmous AWSCr edent i al sPr ovi der, which must come last.

3.3.1. Using Temporary Session Credentials

Temporary Security Credentials can be obtained from the AWS Security Token Service.
These credentials consist of an access key, a secret key, and a session token.

To authenticate with these credentials:

1. Declare or g. apache. hadoop. f s. s3a. Tenpor ar yYAWSCr edent i al sProvi der as
the provider.

2. Set the session key in the property f s. s3a. sessi on. t oken, and set the access and
secret key properties to those of this temporary session.

<property>

<name>f s. s3a. aws. credenti al s. provi der </ name>

<val ue>or g. apache. hadoop. f s. s3a. Tenpor ar yAWSCr edent i al sProvi der </ val ue>
</ property>

<property>
<name>f s. s3a. access. key</ name>
<val ue>SESSI ON- ACCESS- KEY</ val ue>
</ property>

<property>
<name>f s. s3a. secr et . key</ nane>
<val ue>SESSI ON- SECRET- KEY</ val ue>
</ property>

<property>
<nane>f s. s3a. sessi on. t oken</ nane>
<val ue>SECRET- SESSI ON- TOKEN</ val ue>
</ property>

The lifetime of session credentials is determined when the credentials are issued; once they
expire the application will no longer be able to authenticate to AWS.

3.3.2. Using Anonymous Login

You can configure anonymous access to a publicly accessible Amazon S3 bucket without
using any credentials. This can be useful for accessing public data sets.

3 Note

Allowing anonymous access to an Amazon S3 bucket compromises security and
therefore is unsuitable for most use cases.

To use anonymous login, specify
or g. apache. hadoop. fs. s3a. AnonynousAWSCr edent i al sPr ovi der:

<property>

<name>f s. s3a. aws. credenti al s. provi der </ name>

<val ue>or g. apache. hadoop. f s. s3a. AnonynousAWSCr edent i al sProvi der </ val ue>
</ property>

10
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3.3.3.

3.3.3.1.

Once this is done, there is no need to supply any credentials in the Hadoop configuration or
via environment variables.

This option can be used to verify that an object store does not permit unauthenticated
access; that is, if an attempt to list a bucket is made using the anonymous credentials, it
should fail — unless explicitly opened up for broader access.

hadoop fs -Is \

-D fs.s3a. aws. credenti al s. provi der =or g. apache. hadoop. fs. s3a.
AnonynousAWSCr edent i al sProvi der \

s3a:/ /| andsat - pds/

S3A may be configured to always access specific buckets anonymously. For example, the
following configuration defines anonymous access to the public | andsat - pds bucket
accessed vias3a: / /| andsat - pds/ URI:

<property>

<name>f s. s3a. bucket . | andsat - pds. aws. credenti al s. provi der </ nane>

<val ue>or g. apache. hadoop. f s. s3a. AnonynousAWSCr edent i al sProvi der </ val ue>
</ property>

3 Note
If a list of credential providers is given in

fs.s3a. aws. credenti al s. provi der, then the anonymous credential
provider must come last. If not, credential providers listed after it will be
ignored.

Protecting S3 Credentials with Credential Providers

The Hadoop credential provider framework allows secure credential providers to keep
secrets outside Hadoop configuration files, storing them in encrypted files in local or
Hadoop filesystems, and including them in requests.

The S3A configuration options with sensitive data (f s. s3a. secret . key,

fs.s3a. access. key, and f s. s3a. sessi on. t oken) can have their data saved to

a binary file, with the values being read in when the S3A filesystem URL is used for data
access. The reference to this credential provider is all that is passed as a direct configuration
option.

To protect your credentials with credential providers:
1. Creating a Credential File [11]
2. Configuring the Hadoop Security Credential Provider Path Property [12]

In addition, if you are using per-bucket credentials, refer to Customizing Per-Bucket Secrets
Held in Credential Files [13].

Creating a Credential File

You can create a credential file on any Hadoop filesystem. When you create one on HDFS
or a UNIX filesystem, the permissions are automatically set to keep the file private to the
reader — though as directory permissions are not touched, you should verify that the
directory containing the file is readable only by the current user. For example:

11
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hadoop credential create fs.s3a.access. key -value 123 \
-provi der jceks://hdfs@nl. exanpl e. com 9001/ user/ backup/ s3.j ceks

hadoop credential create fs.s3a.secret.key -val ue 456 \
-provi der jceks://hdfs@nl. exanpl e. com 9001/ user/ backup/ s3.j ceks

After creating the credential file, you can list it to see what entries are kept inside it. For
example:

hadoop credential list -provider jceks://hdfs@nl. exanple.com 9001/ user/
backup/ s3.j ceks

Listing aliases for Credential Provider: jceks://hdfs@nl.exanple.com 9001/
user/ backup/ s3. j ceks

fs.s3a.secret. key

fs.s3a. access. key

After performing these steps. credentials are ready for use.

3.3.3.2. Configuring the Hadoop Security Credential Provider Path
Property

The URL to the provider must be set in the configuration property
hadoop. security. credenti al . provi der. pat h, eitherin the core-site. xm
configuration file or on the command line:

Example: Setting via Configuration File

<property>

<nanme>hadoop. securi ty. credenti al . provi der. pat h</ nane>

<val ue>j ceks:// hdf s@n1l. exanpl e. com 9001/ user/ backup/ s3. j ceks</ val ue>
</ property>

Because this property only supplies the path to the secrets file, the configuration option
itself is no longer a sensitive item.

Example: Setting via Command Line

hadoop distcp \

- D hadoop. security.credential . provi der. pat h=j ceks: // hdf s@nl. exanpl e.
com 9001/ user/ backup/ s3. j ceks \

hdf s: // nnl. exanpl e. com 9001/ user/ backup/ 007020615 s3a://gl aci er1/

hadoop fs \

- D hadoop. security.credential . provi der. pat h=j ceks: // hdf s@nl. exanpl e.
com 9001/ user/ backup/ s3. ] ceks \

-I's s3a://glacierl/

Because the provider path is not itself a sensitive secret, there is no risk from placing its
declaration on the command line.

Once the provider is set in the Hadoop configuration, hadoop commands work exactly as if
the secrets were in an XML file. For example:

hadoop di stcp hdfs://nnl. exanpl e. com 9001/ user/ backup/ 007020615 s3a://
gl aci er 1/
hadoop fs -1s s3a://glacierl/

12
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3.3.3.3. Customizing Per-Bucket Secrets Held in Credential Files

Although most properties which are set per-bucket are automatically propagated from
their f s. s3a. bucket . custom entry to that of the base f s. s3a. option, supporting
secrets kept in Hadoop credential files is slightly more complex: property values are kept in
these files, and they cannot be dynamically patched.

Instead, callers need to create different configuration files for each bucket, setting the base
secrets, then declare the path to the appropriate credential file in a bucket-specific version
of the property f s. s3a. security. credenti al . provi der. pat h.

Example

1. Set base properties for f s. s3a. secret. key andfs. s3a. access. key incor e-
site. xm orinyour job submission.

2. Set similar properties per-bucket for a bucket called "frankfurt-1". These will override the
base properties when talking to the bucket "frankfurt-1".

3. When setting properties in a JCEKS file, you must use the base property names — even if
you only intend to use them for a specific bucket.

For example, in the JCEKS file called hdf s: / / user s/ steve/ frankfurt. | ceks, set
the base parameters fs.s3a.secret.key, fs.s3a.access.key to your "frankfurt-1" values from
step 2.

4. Next, set the path to the JCEKS file as a per-bucket option.

For example, fs.s3a.bucket.frankfurt-1.security.credential.provider.path should be set to
hdf s: //users/steve/ frankfurt.jceks.

5. When the credentials for "frankfurt-1" are set up, the property
fs.s3a. bucket.frankfurt-1.security.credential.provider. path will be
read, and the secrets from that file used to set the options to access the bucket.

Related Links
Using Per-Bucket Credentials to Authenticate [7]

Credential Provider API

3.4. IAM Role Permissions for Working with S3

AWS IAM roles can be granted a broad set of permissions, including options such as "write
only", "delete forbidden", "listing and aborting multipart uploads". These parmissions can be
explicilty granted to paths under the base store.

The S3A connector only supports a simplistic model of access: buckets may be read-only, or
the caller has full access. Any set of permissions between these is likely to cause filesystem
operations to fail partway through. For example, attempting to rename data from a

path to which the caller only has a read access to one with write access might copy some
of the files and then fail, leaving the source directory unchanged, and the destination
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directory with a partial copy of the files. As another example, the S3A committers need
the ability to list multipart uploads (s3:ListBucketMultipartUploads), and abort them
(s3:AbortMultipartUpload).

Here then, are the basic permissions required for read-only and read-write access to S3
through the S3A connector.

Permissions required for read-only access to an S3 bucket

s3: Get *
s3: Li st Bucket

Permissions required for read/write access to an S3 bucket
s3: CGet *

s3: Del et e*

s3: Put *

s3: Li st Bucket

s3: Li st Bucket Mul ti part Upl oads
s3: Abort Mul ti part Upl oad

Futher permissions are required for S3Guard and for working with files encrypted with SSE-
KMS.

3.5. Referencing S3 Data in Applications

You can reference data in Amazon S3 using a URL starting with the s3a;// prefix followed
by bucket name and path to file or directory.

The URL structure is:
s3a:// <bucket >/ <di r>/ <fil e>

For example, to access a file called "mytestfile" in a directory called "mytestdir", which is
stored in a bucket called "mytestbucket”, the URL is:

s3a: // nyt est bucket/nytestdir/ mytestfile

The following FileSystem shell commands demonstrate access to a bucket named
nmyt est bucket :

hadoop fs -1s s3a://nytestbucket/
hadoop fs -nkdir s3a://nytestbucket/testDir
hadoop fs -put testFile s3a://nytestbucket/testFile

hadoop fs -cat s3a://nytesthbucket/testFile

3.6. Configuring Per-Bucket Settings

You can specify bucket-specific configuration values which override the common
configuration values.

This allows for:

14
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» Different authentication mechanisms and credentials on different buckets
» Different encryption policies on different buckets

* Different S3 endpoints to use for different buckets. This is essential when working with
S3 regions which only support the "V4 authentication API", in case of which callers must
always declare the explicit region

Allf s. s3a options other than a small set of unmodifiable values (currently
fs.s3a.inpl) can be set on a per-bucket basis.

To set a bucket-specific option:

1. Add a new configuration, replacing the f s. s3a. prefix on an option with
fs. s3a. bucket . BUCKETNAME. , where BUCKETNAME is the name of the bucket.

For example, if you are configuring access key for a bucket called
"nightly", instead of using f s. s3a. access. key property name, use
fs.s3a. bucket. ni ghtly. access. key.

2. When connecting to a bucket, all options explicitly set for that bucket will override the
base f s. s3a. values, but they will not be picked up by other buckets.

Example

You may have a base configuration to use the IAM role information available when
deployed in Amazon EC2:

<property>
<nane>f s. s3a. aws. credenti al s. provi der </ nane>
<val ue>or g. apache. hadoop. f s. s3a. Shar edl nst ancePr of i | eCredent i al sProvi der </
val ue>
</ property>

This will be the default authentication mechanism for S3A buckets.

A bucket s3a: // ni ght|y/ used for nightly data uses a session key, so its bucket-specific
configuration is:

<property>
<name>f s. s3a. bucket . ni ghtl y. access. key</ nane>
<val ue>AKAACCES- SKEY- 2</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . ni ghtl y. secr et . key</ nane>
<val ue>SESS|I ON- SECRET- KEY</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . ni ghtl y. sessi on. t oken</ name>
<val ue>SHORT- LI VED- SESSI ON- TOKEN</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . ni ghtly. aws. credenti al s. provi der </ name>
<val ue>or g. apache. hadoop. f s. s3a. Tenpor ar yAWSCr edent i al sProvi der </ val ue>
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</ property>

Finally, the publics3a: / /| andsat - pds/ bucket could be accessed anonymously, so its
bucket-specific configuration is:

<property>

<nanme>fs. s3a. bucket . | andsat - pds. aws. credenti al s. pr ovi der </ nane>

<val ue>or g. apache. hadoop. f s. s3a. AnonynmousAWSCr edent i al sProvi der </ val ue>
</ property>

For all other buckets, the base configuration is used.

Related Links

Configuring Per-Bucket Settings to Access Data Around the World [16]
Using Per-Bucket Credentials to Authenticate [7]

Customizing Per-Bucket Secrets Held in Credential Files [13]

3.6.1. Configuring Per-Bucket Settings to Access Data
Around the World

S3 buckets are hosted in different AWS regions, the default being "US-East". The S3A client
talks to this region by default, issuing HTTP requests to the server s3. amazonaws. com
This central endpoint can be used for accessing any bucket in any region which supports
using the V2 Authentication API, albeit possibly at a reduced performance.

Each region has its own S3 endpoint, documented by Amazon. The S3A client supports
these endpoints. While it is generally simpler to use the default endpoint, direct
connections to specific regions (i.e. connections via region's own endpoint) may deliver
performance and availability improvements, and are mandatory when working with the
most recently deployed regions, such as Frankfurt and Seoul.

When deciding which endpoint to use, consider the following:

* Applications running in EC2 infrastructure do not pay for data transfers to or from
local S3 buckets. In contrast, they will be billed for access to remote buckets. Therefore,
wherever possible, always use local buckets and local copies of data.

* When the V1 request signing protocol is used, the default S3 endpoint can support data
transfer with any bucket.

* When the V4 request sighing protocol is used, AWS requires the explicit region endpoint
to be used — hence S3A must be configured to use the specific endpoint. This is done in
the configuration option f s. s3a. endpoi nt .

* All endpoints other than the default endpoint only support interaction with buckets local
to that S3 instance.

If the wrong endpoint is used, the request may fail. This may be reported as a 301 redirect
error, or as a 400 Bad Request. Take these failures as cues to check the endpoint setting of
a bucket.
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Here is a list of properties defining all Amazon S3 regions, as of March 2017.

These parameters can be used to specify endpoints for individual buckets. You can add
these properties to your core-site. xm :

<I-- This is the default endpoint, which can be used to interact with any v2
region. -->

<property>
<name>central . endpoi nt </ name>
<val ue>s3. amazonaws. conx/ val ue>

</ property>

<property>

<nanme>canada. endpoi nt </ nhame>

<val ue>s3. ca-central - 1. anazonaws. conx/ val ue>
</ property>

<pr operty>

<name>f r ankf urt . endpoi nt </ name>

<val ue>s3. eu- central - 1. amazonaws. conx/ val ue>
</ property>

<property>

<name>i r el and. endpoi nt </ name>

<val ue>s3- eu- west - 1. amazonaws. conx/ val ue>
</ property>

<property>

<name>| ondon. endpoi nt </ name>

<val ue>s3. eu- west - 2. amazonaws. conx/ val ue>
</ property>

<property>

<name>nunbai . endpoi nt </ hame>

<val ue>s3. ap- sout h- 1. amazonaws. conx/ val ue>
</ property>

<pr operty>

<nanme>ohi 0. endpoi nt </ nane>

<val ue>s3. us- east - 2. amazonaws. conx/ val ue>
</ property>

<property>

<name>or egon. endpoi nt </ name>

<val ue>s3- us- west - 2. anazonaws. conx/ val ue>
</ property>

<property>

<nane>sao- paol 0. endpoi nt </ nanme>

<val ue>s3-sa- east - 1. anazonaws. conx/ val ue>
</ property>

<property>

<nanme>seoul . endpoi nt </ nane>

<val ue>s3. ap- nort heast - 2. amazonaws. conx/ val ue>
</ property>

<property>
<name>si ngapor e. endpoi nt </ nane>
<val ue>s3- ap- sout heast - 1. anazonaws. conx/ val ue>
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</ property>

<property>

<name>sydney. endpoi nt </ name>

<val ue>s3- ap- sout heast - 2. anazonaws. conx/ val ue>
</ property>

<property>

<name>t okyo. endpoi nt </ nanme>

<val ue>s3- ap- nort heast - 1. amazonaws. conx/ val ue>
</ property>

<property>
<name>vi r gi ni a. endpoi nt </ nane>
<val ue>${central . endpoi nt } </ val ue>
</ property>

The list above can be used to specify the endpoint of individual buckets. If you add these to
yourcor e- si t e. xmi , you can then define per-bucket endpoints.

Example

The following examples show per-bucket endpoints set for the "landsat-pds" and "eu-
dataset" buckets, with the endpoints set to central and EU/Ireland, respectively:

<property>

<name>f s. s3a. bucket . | andsat - pds. endpoi nt </ name>

<val ue>${central . endpoi nt } </ val ue>

<descri pti on>The endpoint for s3a://l|andsat-pds URLs</description>
</ property>

<property>

<name>f s. s3a. bucket . eu- dat aset . endpoi nt </ name>

<val ue>${i r el and. endpoi nt } </ val ue>

<descri pti on>The endpoi nt for s3a://eu-dataset URLs</description>
</ property>

Explicitly declaring a bucket bound to the central endpoint ensures that if the default
endpoint is changed to a new region, data stored in US-east is still reachable.

3.7. Using S3Guard for Consistent S3 Metadata

S3Guard mitigates the issues related to S3's eventual consistency on listings by using a table
on Amazon DynamoDB as a consistent metadata store. This guarantees a consistent view
of data stored in S3. In addition, S3Guard may improve query performance by reducing the
number of times S3 needs to be contacted, —as DynamoDB is significantly faster.

3.7.1. Introduction to S3Guard

Amazon S3 is an object store, not a filesystem. There are no directories, only objects. The
S3A connector lets Hadoop, Hive and Spark applications see files in a directory tree, but
really they are working on the objects underneath, by listing them and working on each
one one-by-one.

Some of the operations which filesystems support are actually absent, with rename being
the key one. The S3A connector mimics file or directory rename, by copying each file then
deleting the original, which takes about 6-10 megabytes/second.
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The S3 Object Store is "eventually consistent": when a file is deleted or overwritten it can
take time for that change to propagate across all servers replicating the data. As a result,
newly deleted files can still be visible, while queries of updated files can return the old
version.

How long is "eventually"? There's no official number; the paper "Benchmarking Eventual
Consistency" has shown it can vary by time of day, and be ten seconds or more -sometimes
much more.

A critical problem is listing inconsistency: when a query is made of S3 to list all objects under
a specific path, that listing can be out of date. This means that those operation on files
under a "directory" mimicked by listing and acting on all objects underneath it are at risk of
not seeing the complete list of files. Newly created files are at most risk.

This may affect the following operations on S3 data:

* When listing files, newly created objects may not be listed immediately and deleted
objects may continue to be listed — which means that your input for data processing may
be incorrect. In Hive, Spark, or MapReduce, this could lead to erroneous results. In the
worst case, it could potentially lead to data loss at the time of data movement.

* When renaming directories, the listing may be incomplete or out of date, so the rename
operation loses files. This is very dangerous as MapReduce, Hive, Spark and Tez all rely on
rename to commit the output of workers to the final output of the job. If data is lost, the
output is incorrect —something which may not be immediately obvious.

* When deleting directories, the listing may be inconsistent, so not all objects are deleted.
If another job writes data to the same directory path, the old data may still be present.

* During an ETL workflow, in a sequence of multiple jobs that form the workflow, the
next job is launched soon after the previous job has been completed. Applications such
as Oozie rely on marker files to trigger the subsequent workflows. Any delay in the
visibility of these files can lead to delays in the subsequent workflows.

» During existence-guarded path operations, if a deleted file which has the same name as
a target path appears in a listing, some actions may unexpectedly fail due to the target
path being present — even though the file has already been deleted.

This eventually consistent behavior of S3 can cause seemingly unpredictable results from
queries made against it, limiting the practical utility of the S3A connector for use cases
where data gets modified.

S3Guard mitigates the issues related to S3's eventual consistency on listings by using a table
on Amazon DynamoDB as a consistent metadata store. This guarantees a consistent view
of data stored in S3. In addition, S3Guard may improve query performance by reducing the
number of times S3 needs to be contacted, —as DynamoDB is significantly faster.

How S3Guard Works

S3Guard is a feature in the Hadoop S3A connector which uses Amazon's DynamoDB to
cache information about created and deleted files, "The S3Guard Database".

When an application using the S3A Connector with S3Guard enabled manipulates objects
in S3, such as creating, deleting or "renaming" them, the S3Guard database is updated.
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Newly created/copied files are added to the table, while deleted files have "tombstone
markers" added to indicate that they have been deleted.

When a directory is listed on S3, the information from the S3Guard database is used
to update the listing with this information: new files are added while those files with
tombstone markers are not included in a listing.

As a result, the listing is up to date with all operations performed on the directory by all
clients using S3Guard.

When a file is opened for reading, or any existence check made, the S3Guard database is
checked first. If an entry is found in the database. that is used as the response —omitting

all checks of S3 itself. This includes tombstone markers, which are used as evidence

that a file does not exist. The caller is given the current state of the object (existence/
nonexistence, size and type), without S3 being queried at all. This can be significantly faster
than interacting with S3.

With this design, directory listings are kept consistent across a sequence of operations, even
across multiple servers —indeed, across multiple Hadoop clusters.

What S3Guard Cannot Do

Guarantee access to updated data. While it keeps the listing consistent, attempts to read
newly updated data may still return the old value. The only way to guarantee that newly-
created data is immediately visible is to use different filenames when writing the new data.

Mimic the "directory rename is a single atomic transaction" behavior of a filesystem like
HDFS. Directory renames are still slow and visible while in progress. This means that if
the operations fail partway through, the source and destination paths may contain a mix
(including some duplicate) copies of data files.

3.7.2. Configuring S3Guard

3.7.2.1.

To configure S3Guard, perform the following tasks:

1. Preparing the S3 Bucket [20]

N

. Choosing a DynamoDB Table and 10 Capacity [21]

w

. Create DynamoDB access policy in the IAM console on your AWS account.
4. You can optionally restrict access to S3Guard tables
5. Configure S3Guard in the Ambari web Ul.

6. Create the S3Guard Table in DynamoDB [25]

Preparing the S3 Bucket

S3Guard can protect any read/write or read-only S3 bucket. To begin "guarding" a bucket,
the first step is to create that bucket if it does not already exist.

Existing buckets can use S3Guard: after creation the data can be imported, though this is
not necessary.
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3.7.2.2.

3.7.2.3.

Except in when S3Guard is configured to operate in "authoritative mode” (which we do not
recommend), clients using S3Guard can work with the same S3 bucket as applications not
using S3Guard. Those clients not using S3Guard do not get the consistency, but their use
can continue unchanged.

Choosing a DynamoDB Table and 10 Capacity

Amazon's DynamoDB service bills its customers for allocated writes per second ("Write
Capacity"), reads per second ("Read Capacity") and storage, which is billed by the gigabyte.

S3Guard uses DynamoDB read capacity when it is listing directories or querying file status;
write capacity when it is updating the database after querying S3 or when a client using
S3Guard creates, updates or deletes objects in S3. The more allocated capacity, the more
throughput clients using S3Guard can get when interacting with the S3Guard database, but
the higher the monthly costs —even when the database is not being used.

S3Guard only stores filenames and other metadata in its tables: for each directory only the
name is stored; for a file the size and timestamp are preserved; storage costs should be
low. It is the amount of provisioned 10 capacity which can be the main expense for using
S3Guard.

There are three strategies to manage 10 capacity:

1. Dedicate a single table to a bucket; choose read and write capacity based on expected
use. This isolates the table for both capacity and security. When a bucket is not being
used, you are still billed for the allocated capacity.

2. Share a single table with all buckets in a single AWS region; choose read and write
capacity based on expected average use across all buckets. This balances capacity across
buckets. However, it gives all clients the ability to this the contents of all buckets in the
table.

3. Either of the two previous strategies, but using DynamoDB Auto Scaling to manage the
capacity. This can keep costs down when idle. yet allow it to scale up to handle higher
load.

If using allocated capacity, we would advise using a shared table; when using auto scaling,
the main disadvantage of a single table is lost, and because of the security isolation, it is the
policy we recommend.

If using autoscaling, be aware that when the scaling up/down takes place, the table

may briefly switch into the UPDATING state. Existing connections to the database should
continue, but trying to start new connections will fail with an error message that the table
"did not transition into ACTIVE state.". This should be a transient failure; after DynamoDB
has marked the table as active, new work can be executed against it.

Creating The DynamoDB Access Policy

In order to configure S3Guard, you must to provide read and write permissions for the
DynamoDB table that S3Guard will create and use. To do this, you must add a DynamoDB
access policy to your IAM role using the following steps:

1. Log in to your AWS account and navigate to the Identity and Access Management (IAM)
console.
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2. In the IAM console, select Roles from the left pane.

3. Search for an IAM role that you want to update:

0% rbalamohan

‘ Create New Role Role Actions - = o (7]
Dashboard llap! 4 Showing 3 results
Groups
| Role Name * Creation Time &
Lisers
m 44— Iig3tp-23- S3ActussFcie- QK 10SMA204 YW 2017-03-06 D6:08 UTG+0530
Folices lapbanch-11-53AccessRole-TICAFSEX1 VG 2016-11-28 05:02 UTC+0530
Ibentity providers llgpadaguard-12-S3AccessFole-4OWIETEILMZ1 2016-12-21 08:19 UTC+0530

Account sattings

Cradential report

Encryption keys

4. Click on the role.

5. In the Permissions tab, click Create Role Policy:

AN 268-20
.
= Summary
Flole ARN N tp-25-SACCeas s 0K |
Instance Profie ARN(s) A w806 T B nce-profieSapdBtp-29-S3in
Users Path
™ Creation Time 2017-03-06 05:08 UTC08530

Permissions  Trust Relationships  Access Advisor  Revoks Sessions

Managed Policios ~
There ar ro managed policies attached 1o this role.

Ercrypton keys
\

infine Policles -~

i,
Posicy Name Actions

polCygen-RapPBtp-29-SIAccessFole-0K 1 DSMRZOSYW-201 703131408 Snow Policy | Edit Polcy | Remave Policy | Simulate Polcy
slacces Staw Policy | Edit Poicy | Re Poicy

6. Click Select next to the Policy Generator:

Set Permissions

Salect a pobey template, gonorats a poiicy, o create 8 custom poicy. A pokcy | o docurment that formally states ona or mon permissons. You can edt the poabey on the lolawing screen, o at a later trne using the user,
group, or roie detail pages.

* Policy Generator

Use the policy gentrator 10 create your own set of pormissions —_— 5.6:

Custom Policy

7. Enter:

Parameter Value

Effect Allow

AWS Service Amazon DynamoDB

Actions All Actions
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Parameter Value

Amazon Resource Name (ARN) *

Your configuration should look similar to:

Edit Permissions

The policy genersior enables you to create policies that control access o Amarzon Web Sarvices (AWS) products and resources. For morne information about creating policies, see Cverview of Polices in Using AWS
ideritity and Access Management

Effect Allow * Deny
AWS Service  /mazon DynamcDB
Actions | Al Act

Amazon Resource Name

A
mm,‘

# CreateTable

8. Click Add Statement.
9. Click Next Step.

10.0n the "Review Policy" page, review your new policy and then click Apply Policy:

Review Policy

Customize permissions by editing the following policy document. For more information about the acosss policy language. see Overview of Polices in the Using LAM guide. To test the effects of this policy before applying
your changes, use the LAM ey Srmutator

Policy Nama
policygen-1laplbtp-29-53AccessRole-QR1ASMAIOAYW - 201703142124

Policy Document

11
“Version": "2012-18-17",
“Statement”: [
{
" dynamodb : *”
1.
"Resource™: [
]
}
]
}

)

| Use autoformatting for paiicy editing Cancel  Validate Policy -I

Now the policy will be attached to your IAM role and your cluster will be able to talk to
DynamoDB, including creating a table for S3 metadata when S3Guard is configured.

You must also configure S3Guard in Ambari.

3.7.2.4. Restricting Access to S3Guard Tables

To restricting access to S3Guard tables, here are the permissions needed for simply using
the table:
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dynanodb: Bat chGet | t em
dynanodb: Bat chWiteltem
dynanodb: Del et el t em
dynanodb: Descri beTabl e
dynanodb: Get I tem
dynanodb: Put | t em
dynanodb: Query

dynanodb: Updat el t em

For the hadoop s3guar d table management commands, extra permissions are required:

dynanodb: Cr eat eTabl e
dynanodb: Descri beLinits
dynanodb: Del et eTabl e
dynanodb: Scan

dynanodb: TagResour ce
dynanodb: Unt agResour ce
dynanodb: Updat eTabl e

It is best to remove these rights, especially the dynanmodb: Cr eat eTabl e and
dynanodhb: Del et eTabl e permissons from non-administrators.

Configuring S3Guard in Ambari

After you have created DynamoDB access policy, set the following S3Guard configuration
parameters for each S3 bucket that you want to "guard".

1. In Ambari web Ul, select the HDFS service and navigate to Configs > Advanced >

Custom hdfs-site.

2. Set the following configuration parameters for each bucket that you want to
"guard". To configure S3Guard for a specific bucket, replace f s. s3a. with the
fs. s3a. bucket . <bucket name>. where "bucketname" is the name of your bucket.

3. After you've added the configuration parameters, click Save to save the configuration

changes.

4. Restart all affected components.

Table 3.2. S3Guard Configuration Parameters

Base Parameter

Default Value

Setting for S3Guard

fs.s3a. netadat astore.inpl

org.apache.hadoop.1

SedabsBgoard.NullMetadataStore
“org.apache.hadoop.fs.s3a.s3guard.DynamoDB

\

fs.s3a.s3guard. ddb. tabl e. create

false

Set this to “true” to automatically create the
DynamoDB table.

fs.s3a.s3guard. ddb. tabl e

(Unset)

Enter a name for the table that will be created
in DynamoDB for S3Guard.

If you leave this blank while setting
fs.s3a.s3guard. ddb. tabl e. create
to “true”, a separate DynamoDB table will be
created for each accessed bucket. For each
bucket, the respective S3 bucket name being
used as the DynamoDB table name.

fs.s3a. s3guard. ddb. regi on

(Unset)

Set this parameter to one of the values from
AWS. Refer to Amazon documentation. The
“region” column value needs to be set as this

parameter value.
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3.7.2.6.

Base Parameter Default Value Setting for S3Guard

If you leave this blank, the same region as
where the S3 bucket is will be used.

fs.s3a.s3guard. ddb. t abl e. capacity. read 500 Specify read capacity for DynamoDB or use
the default. You can monitor the DynamoDB
workload in the DynamoDB console on AWS
portal and adjust the read/write capacities on
the fly based on the workload requirements.

fs.s3a.s3guard. ddb. t abl e. capacity.wite 100 Specify write capacity for DynamoDB or use
the default. You can monitor the DynamoDB
workload in the DynamoDB console on AWS
portal and adjust the read/write capacities on

the fly based on the workload requirements.

Example

Adding the following custom properties will create a DynamoDB table called “guarded-
table” in the “eu-west-1" region (where the "guarded-table" bucket is located). The
configuration will be valid for a bucket called "guarded-table", which means that “guarded-
table” will only be used for storing metadata related to this bucket.

<pr operty>

<nanme>f s. s3a. bucket . guar ded- t abl e. met adat ast or e. i mpl </ name>

<val ue>or g. apache. hadoop. f s. s3a. s3guar d. DynanoDBMet adat aSt or e</ val ue>
</ property>

<property>
<name>f s. s3a. bucket . guar ded- t abl e. s3guar d. ddb. t abl e</ nane>
<val ue>ny-t abl e</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . guar ded- t abl e. s3guar d. ddb. t abl e. cr eat e</ nane>
<val ue>t r ue</ val ue>

</ property>

<property>
<name>f s. s3a. bucket . guar ded- t abl e. s3guar d. ddb. r egi on</ name>
<val ue>eu- west - 1</ val ue>

</ property>

Create the S3Guard Table in DynamoDB

Unless the property f s. s3a. bucket . t est. s3guar d. ddb. t abl e. creat e is set to
enable the table to be automatically created, the table must be created on the command
line using the hadoop s3guard init command:

hadoop s3guard init s3a://guarded-tabl e/

2018-05-31 15:25:59,070 [nmain] | NFO s3guard. DynanoDBMet adat aSt or e
(DynanmpDBMet adat aSt or e. j ava: cr eat eTabl e(1025)) -

Creating non-exi stent DynanoDB t abl e guarded-table in regi on eu-
west -1
2018-05-31 15:26: 11,759 [main] | NFO s3guard. S3GuardTool (S3CGuardTool .
java:init Met adat aSt ore(270)) -

Met adat a st ore DynanoDBMet adat aSt or e{r egi on=eu-west -1, tabl eNane=
guarded-table} is initialized.
Met adata Store Di agnosti cs:
ARN=ar n: aws: dynanodb: eu- west - 1: 980678866538: t abl e/ guar ded- t abl e
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descri pti on=S3Cuard netadata store in DynanpDB
nane=guar ded-t abl e
r ead- capaci t y=500
regi on=eu- west - 1
retryPol i cy=Exponent i al Backof f Retry(nmaxRetri es=9, sl eepTi mne=100 M LLI SECONDS)
si ze=0
st at us=ACTI VE
tabl e={AttributeDefinitions: [{AttributeNane: child, AttributeType: S},
{AttributeNane: parent, AttributeType: S}],
Tabl eName: guarded-tabl e,
KeySchema: [{AttributeNane: parent, KeyType: HASH}, {AttributeName: child,
KeyType: RANGE}],
Tabl eSt at us: ACTI VE,
CreationDateTi me: Thu May 31 15:25:59 BST 2018,
Provi si onedThr oughput : { Nunber O Decr easesToday: 0, ReadCapacityUnits: 500,
WiteCapacityUnits: 100},
Tabl eSi zeBytes: 0,
| tenCount: O,
Tabl eArn: arn: aws: dynanodb: eu- west - 1: 980678866538: t abl e/ guar ded-t abl e,
Tabl el d: fb50922a- 90bf - 4df 2- a3c3- 9f 4aa6914d56, }
wite-capacity=100

Once created, the table may be used immediately.

3.7.3. Monitoring and Maintaining S3Guard

The DynamoDB console on AWS allows you to monitor the workload on DynamoDB.

If you are not using auto scaling, the AWS console allows you to adjust the read/write
capacities of the table. The command hadoop s3guard set-capacity can also be
used to alter these values.

3.7.4. Disabling S3Guard and Destroying a S3Guard
Database

If you decide to disable S3Guard:

1. From the Ambari web Ul, delete the per-bucket
fs. s3a. net adat ast ore. i npl parameter or set it back to the default
"org.apache.hadoop.fs.s3a.s3guard.NullMetadataStore".

2. If you are not using a shared table, in DynamoDB console on AWS, delete the
DynamoDB table to avoid incurring unnecessary costs.

The command hadoop s3guard dest r oy can be used on the command line to destroy
a table.

hadoop s3guard destroy s3a://guarded-tabl e/

2018-05-31 15:35:39,075 [main] | NFO s3guard. S3GuardTool (S3CGuardTool .
java:init Met adat aSt ore(270)) -

Met adat a st ore DynanpoDBMet adat aSt or e{ r egi on=eu-west -1, tabl eNane=
guarded-table} is initialized.
2018- 05-31 15:35:39,077 [main] |INFO s3guard. DynanoDBMet adat aSt or e

(DynanoDBMet adat aSt or e. j ava: destroy(793)) -

Del eti ng DynanoDB tabl e guarded-table in region eu-west-1

Met adata store is del eted.
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3.7.5.

3.7.6.

Destroying a table does not destroy the data in S3; it merely removes the summary data
used by S3Guard to provide consistent listings.

Pruning Old Data from S3Guard Tables

S3Guard keeps tombstone markers of deleted files. It is good to clean these regularly, just
to keep costs down. This can be done with the hadoop s3guard prune command. This
can be used to delete entries older than a certain number of days, minutes or hours:

hadoop s3guard prune -days 3 -hours 6 -minutes 15 s3a://guarded-tabl e/

2018-05-31 15:39:27,981 [nmai n] | NFO s3guard. S3CGuar dTool (S3Cuar dTool .
java:init Met adat aSt ore(270)) -
Met adat a st ore DynanoDBMet adat aSt or e{r egi on=eu-west - 1, tabl eNanme=guar ded-
table} is initialized.
2018-05-31 15:39: 33,770 [nmai n] | NFO s3guar d. DynanoDBMet adat aSt or e
(DynanoDBMet adat aSt or e. j ava: prune(851)) -
Fi ni shed pruning 366 itens in batches of 25

Importing a Bucket into S3Guard

The hadoop s3guard i nport command can list and import a bucket's metadata into a
S3Guard table. This is harmless if the contents are already imported.

hadoop s3guard i nport s3a://guarded-tabl e/

2018- 05-31 15:47:45,672 [mai n] | NFO s3guard. S3Guar dTool (S3CGuar dTool .
java:init Met adat aSt ore(270)) -

Met adat a st ore DynanoDBMet adat aSt or e{ r egi on=eu-west - 1, t abl eName=guar ded-
table} is initialized.
Inserted O items into Metadata Store

You do not need to issue this command after creating a table; the data is added as listings
of S3 paths find new entries. It merely saves by proactively building up the database.

3.7.7. Verifying that S3Guard is Enabled on a Bucket

When S3Guard is working, apart from some messages in the logs, there is no obvious clue
that it is enabled. To verify that a bucket does have S3Guard enabled, use the command
line command hadoop s3guard bucket - i nf 0. This will print bucket information, and
can be used to explicitly check that a bucket has s3guard enabled

On a guarded bucket, it will list details about the bucket, the S3Guard Database on
DynamoDB, and some client information.

hadoop s3guard bucket-info -guarded s3a://guarded-tabl e/

Fi | esystem s3a:// guarded-tabl e

Location: eu-west-1

Fi |l esystem s3a://guarded-table is using S3CGuard with store
DynanoDBMet adat aSt or e{r egi on=eu-west - 1, t abl eNanme=guar ded-t abl e}

Aut horitative S3CGuard: fs.s3a.metadatastore. authoritative=false

Met adata Store Di agnosti cs:

ARN=ar n: aws: dynanodb: eu- west - 1: 980678866538: t abl e/ guar ded-t abl e

descri pti on=S3CGuard netadata store in DynanoDB

nane=guar ded-t abl e
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r ead- capaci t y=100
regi on=eu-west -1
retryPol i cy=Exponent i al Backof f Retry(nmaxRetri es=9, sl eepTi me=100 M LLI SECONDS)
si ze=61261
st at us=ACTI VE
tabl e={AttributeDefinitions: [{AttributeNane: child, AttributeType: S},
{AttributeNanme: parent, AttributeType: S}],
Tabl eNanme: guarded-t abl e,
KeySchema: [{AttributeNane: parent, KeyType: HASH}, {AttributeName: child
KeyType: RANCE}],
Tabl eSt at us: ACTI VE
,CreationDat eTi me: Sat Apr 28 22:14:22 BST 2018
Provi si onedThr oughput: {Last DecreaseDat eTi me: Thu May 31 15:09: 04 BST 2018,
Nunmber Of Decr easesToday: 2, ReadCapacityUnits: 100, WiteCapacityUnits: 20},
Tabl eSi zeByt es: 61261, | t enCount: 419,
Tabl eArn: arn: aws: dynanodb: eu- west - 1: 980678866538: t abl e/ guar ded-t abl e,
Tabl el d: dc465257- 8aaf - 4a80- ad3e- c7f c708322f b, }
write-capacity=20
The "nmagi c" committer is supported

S3A dient

Endpoi nt: fs.s3a. endpoi nt =s3. amazonaws. com

Encryption: fs.s3a.server-side-encryption-al gorithmnone

I nput seek policy: fs.s3a.experinental.input.fadvi se=nornal

When invoked against an unguarded bucket the same command will fail.
hadoop s3guard bucket-info -guarded s3a://unguarded/

Fi | esyst em s3a://unguar ded

Locati on: eu-west-1

Fi | esystem s3a://unguarded i s not using S3Cuard
The "magi c" conmtter is supported

S3A dient

Endpoi nt: fs.s3a. endpoi nt =s3- eu- west - 1. anazonaws. com
Encryption: fs.s3a.server-side-encryption-al gorithmenone

I nput seek policy: fs.s3a.experinental.input.fadvi se=nornal
2018-05-31 16:37:16,691 [main] INFOutil.ExitUtil (ExitUtil.

java:term nate(210)) - Exiting with status 46: 46: S3Guard is not enabl ed for
s3a: // unguar ded

3.7.8. Using the S3Guard CLI

The S3Guard CLI offers other maintenance commands. for information on how to use
them, refer to Apache documentation.

3.7.9. S3Guard: Operational Issues

The following operational issues have been identified while testing S3Guard.
S3Guard and Hive

S3Guard provides the consistent listings needed for listing data and committing output.
Without S3Guard, it is not safe to use an S3 bucket as a direct destination of Hive queries.

S3Guard and MapReduce and Spark
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S3Guard provides the consistent listings needed for listing data and committing output.
Apache Spark and Hadoop MapReduce now support a high-performance “committer” to
safely write their output to an S3 Bucket, even if S3Guard is disabled. However, without
S3Guard it is not safe for one query to read the output of another query “recently” written
to the S3A bucket. For this reason, even if a new “S3A Committer” is used, we recommend
the use of S3Guard.

Third-party S3-compatible object stores

Third-party object stores which reimplement the AWS S3 protocol are usually "consistent".
As such, there is no need to use S3Guard. Consult the object store's supplier as to its
consistency model.

S3Guard Security Aspects

The DynamoDB table needs to be writeable by all users/services using S3Guard. If a single
DynamoDB table is used to store metadata about multiple buckets, then clients with access
to the table will be able to read the metadata about objects in any bucket to which their
read access restricted via AWS permissions.

The standard S3 Bucket and Object Access permissions do not provide any restriction on
accessing the S3Guard index data. As this is only the Hadoop file status data of object
name, type, size and timestamp, the actual object data and any tags attached to the object
are still protected by AWS permissions. However, directory and filenames will be visible.

Limitations of S3Guard

The key limitation of S3Guard is that it only provides consistent file and directory listings. It
does not address update and delete consistency of the data.

It is only consistent with respect to changes made by client applications using the S3A
connector with S3Guard enabled and the same DynamoDB table. Changes which are made
by other applications are only eventually consistent from the perspective of S3A clients.

Unsupported Feature: Authoritative Mode

S3Guard has an experimental option, f s. s3a. net adat ast ore. aut hori t ati ve, which
declares that the S3Guard database should be treated as the reference for all file status
and directory listings, and that the S3 repository itself need not be queried. That is, the
DynamoDB table moves from being a cache of file information to the "source of truth".

This makes listing operations significantly faster, because there is no need to ever make
slow "LIST" calls of the S3 store. However, it is dangerous because if S3Guard ever becomes
inconsistent with the S3 store, then files may not be listed when working with the S3
bucket, resulting in incomplete/wrong data with Hive, MapReduce and Spark queries. It
also requires every single application working with an S3 Bucket to use S3Guard.

We do not currently recommend using authoritative mode.

3.7.10. S3Guard: Known Issues

The following known issues have been identified while testing S3Guard.

Credentials in URLs are unsupported
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S3Guard cannot be used when the AWS login credentials are in the S3 URL
(HADOOP-15422)

Putting AWS credentials in the URLs such as s3a: / / AWSlI D: SECRETKEY/ bucket / pat h()
is very insecure, because the paths are widely logged: it is very hard to keep the secrets
private. Losing the keys can be expensive and expose all information to which the account
has access. S3Guard does not support this authentication mechanism. Place secrets in
Hadoop configuration files, or (Better) JCECKs credential files.

Error when using trailing / in some hadoop fs commands

Some hadoop f s operations fail when there is a trailing / in the path, including the f s -
nmkdi r command:

$ hadoop fs -nkdir -p s3a://guarded-table/dir/child/

nkdir: get on s3a://guarded-table/dir/child/:

com amazonaws. servi ces. dynanodbv2. nodel . AmazonDynanoDBExcept i on:

One or nore paraneter values were invalid:

An AttributeVal ue may not contain an enpty string (Service:
AmazonDynanoDBv2;

St at us Code: 400; Error Code: Validati onException

There is a straightforward workaround: remove the trailing / if a command fails.

$ hadoop fs -nkdir -p s3a://guarded-table/dir/child/
Fix: remove a trailing / if the f s - mkdi r command fails.

The hadoop s3guard command output contains the error message “hadoop-aws.sh was
not found”

This is a warning message about a file which is not found in HDP and which is not actually
needed by the s3guard command. It is safe to ignore.

Failure handling of rename() operations

If ar enanme() operation fails partway through, including due to permissions, the S3Guard
database is not reliably updated.

If this rename failed due to a network problem it's moot: if an application can't connect to
S3, then DynamoDB will inevitably be unreachable; updates will be impossible. It can also
surface if the bucket has been set up with complex permissions where not all callers have
full write (including delete) access to the bucket. S3Guard, (and the S3A connector), prefers
unrestricted write access to an entire R/W bucket.

3.8. Safely Writing to S3 Through the S3A
Committers

3.8.1. Introducing the S3A Committers

As covered in the S3Guard section, Amazon's S3 Object Store is not a filesystem: some
expected behaviors of one are missing. Specifically:
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* Directory listings are only eventually consistent.
* File overwrites and deletes are only eventually consistent: readers may get old data.

* There is no rename operation; it is mimicked in the S3A client by listing a directory and
copying each file underneath, one-by-one.

Because directory rename is mimicked by listing and then copying files the eventual
consistency of both listing and reading fails may result in incorrect data. And, because of
the copying: it is slow.

S3Guard addresses the listing inconsistency problem. However, it does not address the
update consistency or performance.

The normal means by which Hadoop MapReduce and Apache Spark commit work from
multiple tasks is through renaming the output. Each task attempt writes to a private
task attempt directory; when the task is given permission to commit by the MapReduce
Application Master or Spark Driver, this task attempt directory is renamed into the job
attempt directory. When the job is ready to commit, the output of all the tasks is merged
into the final output directory, again by renaming files and directories.

This is fast and safe on HDFS and similar filesystems, and on object stores with rename
operations, such as Azure WASB. On S3, it is unreliable without S3Guard, and even with
S3Guard, the the time to commit work to S3 is proportional to the amount of data written.
An operation which may work well during development can turn out to be unusable in
production.

To address this the S3A committers were developed. They allow the output of MapReduce
and Spark jobs to be written directly to S3, with a time to commit the job independent of
the amount of data created.

What Are the S3A Committers?

The S3A committers are three different committers which can be used to commit work
directly to Map-reduce and Spark. They differ in how they deal with conflict and how they
upload data to the destination bucket —but underneath they all share much of the same
code.

They rely on a specific S3 feature: multipart upload of large files.

When writing a large object to S3, S3A and other S3 clients use a mechanism called
“Multipart Upload”.

The caller initiates a “multipart upload request”, listing the destination path and receiving
an upload ID to use in the upload operations.

The caller then uploads the data in a series of HTTP POST requests, closing with a final POST
listing the blocks uploaded.

The uploaded data is not visible until that final POST request is made, at which point it is
published in a single atomic operation.

This mechanism is always used by S3A whenever it writes large files; the size of each part is
set to the valueof fs. s3a. nul ti part. si ze
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The S3A Committers use the same multipart upload process, but convert it into a
mechanism for committing the work of tasks because of a special feature of the
mechanism: The final POST request does not need to be issued by the same process or host
which uploaded the data.

The output of each worker task can be uploaded to S3 as a multipart upload, but without
issuing the final POST request to complete the upload. Instead, all the information needed
to issue that request is saved to a cluster-wide filesystem (HDFS or potentially S3 itself)

When a job is committed, this information is loaded, and the upload completed. If a a task
is aborted of fails: the upload is not completed, so the output does not become visible. If
the entire job fails, none of its output becomes visible.

For further reading, see:
* HADOOP-13786: Add S3A committers for zero-rename commits to S3 endpoints.
* S3A Committers: Architecture and Implementation.

* A Zero-Rename Committer: Object-storage as a Destination for Apache Hadoop and
Spark.

Why Three Committers?

Why three different committers? Work was underway addressing the S3 commit problem
with the “magic committer” when Netflix donated their own committers to this work. Their
directory and partitioned committers, were in production use, and was gratefully accepted.

Directory Committer: Buffers working data to the local disk, uses HDFS to propagate
commit information from tasks to job committer, and manages conflict across the entire
destination directory tree.

Partitioned Committer: Identical to the Directory committer except that conflict is
managed on a partition-by-partition basis. This allows it to be used for in-place updates of
existing datasets. It is only suitable for use with Spark.

Magic Committer: Data is written directly to S3, but “magically” retargeted at the final
destination. Conflict is managed across the directory tree. It requires a consistent S3 object
store, which means S3Guard is a mandatory pre-requisite.

We currently recommend use of the “Directory” committer: it is the simplest of the set,
and by using HDFS to propagate data from workers to the job committer, does not
directly require S3Guard - this makes it easier to set up. And, as Netflix have been using its
predecessor in production, it can be considered more mature.

The rest of the documentation only covers the Directory Committer: to explore the other
options, consult the Apache documentation.

3.8.2. Enabling the Directory Committer in Hadoop

For backwards compatibility, output to S3 defaults to using the original file committer.

To switch to the Directory Committer in Ambari, edit cor e- si t e. xm and set the
property fs. s3a. comm tter. nanetodirectory.
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<property>
<nanme>f s. s3a. conmi tter. nane</ nane>
<val ue>di r ect ory</ val ue>

</ property>

The other values for this option arefi |l e, partiti oned and magi c; fil e is the original
file output committer, which uses file and directory renames to commit output. The
partiti oned committer is a variant of the directory committer, with different conflict
resolution policies. The magi ¢ committer is a potentially faster committer, but which
should be considered less tested.

3.8.3. Configuring Directories for Intermediate Data

3.8.4.

3.8.5.

In additionto fs. s3a. commi tt er. nane, two other cor e-si t e. xm configuration
options are used to control where intermediate is stored.

A location is in the local filesystem for buffering data

<pr operty>
<name>f s. s3a. buf f er. di r </ name>
<val ue>${ hadoop. t np. di r}/ s3a</ val ue>
<descri pti on>Conma separated list of directories that will be used to buffer
file
upl oads to.</description>
</ property>

These directories will store the output created by all active tasks until each task is
committed; the more worker processes/spark worker threads a host can support, the more
disk space will be needed. Multiple disks can be listed to help spread the load, and recover
from disk failure.

A location in the cluster's HDFS filesystem to share summary data about pending uploads.

<pr operty>
<name>f s. s3a. conmi tter. st agi ng. t np. pat h</ name>
<val ue>t np/ st agi ng</ val ue>

</ property>

These files are generally quite small: a few kilobytes per task.

Refer to the security section for advice on securing these directories.

Using the Directory Committer in MapReduce

Once the propertyf s. s3a. comm tt er. nane is set, Hadoop MapReduce jobs writing to
paths using the s3a:// schema will automatically switch to the new committers.

Jobs using any other filesystem as a destination will still use the normal file committer.

Enabling the Directory Committer in Spark

Spark has its own internal output committer which needs to be switched to the new
committer mechanism, and, when using Apache Parquet-formatted output, Spark expects
the committer Parquet to be a subclass of Par quet Qut put Commi tter.

As a result three lines need to be added to spark-defaults.conf to switch to the new
committers:
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spar k. hadoop. fs. s3a.committer. nane directory

spark. sgl . sources. conm t Prot ocol Cl ass org. apache. spark.internal.io.cloud.
Pat hQut put Conmi t Pr ot ocol

spar k. sqgl . par quet . out put. commi tter. cl ass org. apache. spark. i nternal .io.cl oud.
Bi ndi ngPar quet Qut put Commi tt er

This is all that is needed. Note that the S3A Committer is only used for Spark SQL, Datasets
and Dataframes; some simple examples such as the wordcount examples do not use these
APIs, so do use the new committers.

Here is an example pyspark application using the committer. There is no difference
between this and other applications

from pyspark inport SparkContext, SparkConf
from pyspark.sql inport Hi veContext, SparkSession
from pyspark. sqgl . functions inmport *

sconf = Spar kConf ()
sconf . set ("spark. hadoop. fs. s3a. conm tter. nanme", "directory")
sconf . set ("spark. sql . sour ces. conmi t Pr ot ocol Cl ass",
"org. apache. spark.internal .io.cl oud. Pat hCut put Comni t Pr ot ocol ")
sconf . set ("spark. sql . par quet . out put. comm tter.cl ass",
"org. apache. spark. i nternal .io.cl oud. Bi ndi ngPar quet Qut put Commi tter")

sc = Spar kCont ext (appNane="s3acommitter", conf = sconf)
spar k = Spar kSessi on(sc)

sour ceDF
dat aset s

spar k. range(0, 10000)
"s3a: //guarded- bucket/ dat aset s/ "

sourceDF. write.format ("orc").save(datasets + "orc")
sourceDF. write. format ("parquet").save(datasets + "parquet")
sourceDF. wite.format ("csv").save(datasets + "csv")

sc. stop()

3.8.6. Verifying That an S3A Committer Was Used

When working correctly, the only sign the new committers are in use is that it should be
faster to use S3 as a destination of work.

There is an straightforward way to determine if a new committer was used: examine

the _SUCCESS file created in the destination directory of a query. With the original file
committer, this is a zero-byte file. The new S3A committers all write a JSON file describing
the committer used, the files created and various diagnostics information.

Listing this file is enough to show whether an S3A committer was used:

hadoop fs -1s s3a://guarded- bucket/ dat aset s/ or c/ _SUCCESS

If this file is of size 0. then no S3A committer was used. If the file length is greater than
zero, then an S3A committer was used.

To see more details about the job commit operation, the file's contents can be printed.

hadoop fs -cat s3a://guarded- bucket/ dat aset s/ orc/ _SUCCESS
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3.8.7. Cleaning up After Failed Jobs

The S3A committers upload data in the tasks, completing the uploads when the job is
committed.

Amazon AWS still bill you for all data held in this “pending” state. The hadoop s3guard
upl oads command can be used to list and cancel such uploads. However, it is simplest to
automate cleanup with a bucket lifecycle rule.

1. Go to the AWS S3 console, https://s3.console.aws.amazon.com/ .
2. Find the bucket you are using as a destination of work.

3. Select the “management” tab.

4. Select "add a new lifecycle rule”.

5. Create a rule “cleanup uploads” with no filter, and without any “transitions”; Configure
an "Expiration” action of Clean up incomplete multipart uploads.

6. Select a time limit for outstanding uploads, such as 1 Day.
7. Review and confirm the lifecycle rule

You need to select a limit of how long uploads can be outstanding. For Hadoop
applications, this is the maximum time that either an application can write to the same file
and the maximum time which a job may take. If the timeout is shorter than either of these,
then programs are likely to fail.

Once the rule is set, the cleanup is automatic.

3.8.8. Using the S3Guard Command to List and Delete
Uploads

The hadoop s3guard upl oads command can also be used to list all outstanding
uploads under a path, and delete them.

hadoop s3guard upl oads s3a://guarded- bucket/

test s3ascal e/ scal e/ hugefil e nB3gct gP34ZSpzJ5_02AVb7kKRi i cXf bkBql f | AQy.
| H7Ci mH1O0VUzohRC 3Q Fst 0Q dcge478Zi dXu764yNOovud 1j 5kcOV3r Dhsr c.
RBZ5skZ93j VCN9g2c21(gB

Total 1 upl oads found.

All outstanding uploads can be aborted, or those older than a certain age.

hadoop s3guard upl oads -abort -days 1 -force s3a://guarded-bucket/
Del eting: tests3ascal e/ scal e/ hugefile

nB3gct gP34ZSpzJ5_02AVb7kKRi i cXf bkBql f 1 AQy.
| H7CGi mH1O0VUzohRC) 3Q Fst 0Q dcge478Zi dXu764yNOvud 1j 5kcOV3r Dhsr c.
RBZ5skZ93j VCN9g2c21(gB
2018- 06- 28 20:58: 18,504 [nmai n] | NFO s3a. S3AFi | eSyst em

( S3AFi | eSystem j ava: abort Mul ti part Upl oad(3266)) - Aborting

mul ti part upl oad nB3gct gP34ZSpzJ5_02AVb7kKRi i cXf bkBgl f | AQy.
| H7CGi mH1O0VUzohRC 3Q Fst 0Q dcge478Zi dXu764yNOvud 1j 5kcOV3r Dhsr c.
RBZ5skZ93j VCN9g2c21QyB to tests3ascal e/ scal e/ hugefile
Total 1 upl oads del et ed.
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While bucket lifecycle is the best way to guarantee that all outstanding uploads are
deleted; this command line tool is useful to verify that such cleanup is taking place, or
explicitly clean up after a failure.

3.8.9. Advanced Committer Configuration

The Apache documentation covers the full set of configuration options for the committers.
Here are the key options.

3.8.9.1. Enabling Speculative Execution
The S3A committers all support speculative execution

For MapReduce, enable the following properties in the job:

mapr educe. map. specul ati ve true
mapr educe. reduce. specul ati ve true

For Spark, set the following configuration option:

spar k. specul ati on true

3.8.9.2. Using Unique Filenames to Avoid File Update Inconsistency

When updating existing datasets, if a new file overwrites an existing file of the same name,
S3's eventual consistency on file updates means that the old data may still be returned.

To avoid this, unique filenames should be used when creating files.

The property f s. s3a. conmi tt er. st agi ng. uni que-fi | enames enables this.

<property>
<name>f s. s3a. conmi tt er. st agi ng. uni que-fi | ename</ nane>
<val ue>t rue</ val ue>

</ property>

It is set to to true by default; you only need to disable it if you explictly want newly created
files to have the same name as any predecessors.

3.8.9.3. Speeding up Job Commits by Increasing the Number of Threads

When an individual job writes many files to S3, the time to commit the job can increase.

It can be speeded up by increasing the value of f s. s3a. conmitter.threads>.
However, the value of f s. s3a. connect i on. maxi mummust be at least this size
otherwise the limit on the number of parallel uploads is still limited.

<property>
<nanme>fs. s3a.conmm tter.threads</ nane>
<val ue>8</val ue>

</ property>

<property>
<nane>f s. s3a. connect i on. maxi nunx/ name>
<val ue>15</ val ue>

</ property>
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3.8.10. Securing the S3A Committers

Here are a few security considerations when using the S3A committers.
S3 Bucket Permissions

To use an S3A committer, the account/role must have the same AWS permissions as
needed to write to the destination bucket.

The multipart upload list/abort operations may be a new addition to the permissions for
the active role.

When using S3Guard, the account/role must also have full read/write/delete permissions
for the DynamoDB table used.

Local Filesystem Security

All the committers use the directories listed in f s. s3a. buf f er. di r to store staged/
buffered output before uploading it to S3.

To ensure that other processes running on the same host do not have access to this data,
unique paths should be used per-account.

This requirement holds for all applications working with S3 through the S3A connector.
HDFS Security

The directory and partitioned committers use HDFS to propagate commit information
between workers and the job committer.

These intermediate files are saved into a job-specific directory under the path
${fs.s3a.conmitter.stagi ng.tnp. path}/${user} where ${ user} is the name
of the user running the job.

The default value of f s. s3a. commi tt er. st agi ng. t np. pat hist np/ st agi ng, Which
will be converted at run time to a path under the current user's home directory, essentially
/user/ ${user}/tnp/staging/ ${user}/.

Provided the user's home directory has access restricted to trusted accounts, this
intermediate data will be secure.

If the property f s. s3a. commi tt er. st agi ng. t np. pat h is changed to a different
location, then this path will need to be secured to protect pending jobs from tampering.
Note: this intermediate data does not contain the output, merely the listings of all pending
files and the MD5 checksums of each block.

3.8.11. The S3A Committers and Third-Party Object Stores

The S3A committers will work with any object store which implements the AWS S3
protocols.

The directory committer requires a consistent cluster filesystem to propagate commit
information from the worker processes to the job committer. This is normally done in HDFS.

If the third-party object store is consistent, then it may also be used as the cluster
filesystem. Set f s. s3a. conmi tt er. st agi ng. t np. pat h to a chosen path in the store.
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3.8.12. Limitations of the S3A Committers

Custom file output formats and their committers

Output formats which implement their own committers do not automatically switch to the
new committers. If such a custom committer relies on renaming files to commit output,
then it will depend on S3Guard for a consistent view of the object store, and take time to
commit output proportional to the amount of data and the number of files.

To determine if this is the case, find the subclass of

or g. apache. hadoop. mapr educe. | i b. out put . Fi | eQut put For mat

which implements the custom format, to see if it subclasses

theget Qut put Conmi tt er () to return its own committer, or has a custom subclass
ofor g. apache. hadoop. napreduce. | i b. out put. Fi | eQut put Conmi tter.

It may be possible to migrate such a committer to support store-specific committers,

as was done for Apache Parquet support in Spark. Here a subclass of Parquet's

Par quet Qut put Commi t t er was implemented to delegates all operations to the real
committer.

MapReduce V1 APl Output Format and Committers

Only the MapReduce V2 APIs underor g. apache. hadoop. napr educe support the new
committer binding mechanism. The V1 APIs under the or g. apache. hadoop. mapr ed
package only bind to the file committer and subclasses. The v1 APIs date from Hadoop
1.0 and should be considered obsolete. Please migrate to the v2 APIs, not just for the new
committers, but because the V2 APIs are still being actively developed and maintained.

No Hive Support

There is currently no Hive support for the S3A committers. To safely use S3 as a destination
of Hive work, you must use S3Guard.

3.8.13. Troubleshooting the S3A Committers

Refer to the Apache documentation for troubleshooting the committers.

The primary issue which surfaces is actually programs not switching to the new committers.
There are three common reasons for this.

1. The configuration settings to switch to the new committer are not being picked up. This
is particularly common in Spark, which is harder to set up.

2. The program is using the older V1 MapReduce APIs. Fix: switch to the V2 API.

3. The output format the program uses is explicitly creating its own committer. This can
only be fixed by modifying the program.

To help debug Spark's configuration, there is an option which can be set to forcibly fail the
spark query if the path output committer is used, but for some reason the file committer is
being returned.

spar k. hadoop. pat hout putcomm t.reject.fil eoutput true
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There is also the blunt-instrument approach of causing the original output committer to
crash with an invalid configuration.

spar k. hadoop. mapr educe. fi |l eout putcommitter. al gorithm versi on 3

This (invalid) option ensures that if the original file committer is used, it will raise an
exception.

To enable low-level logging of the committers, set the log-level of the package
or g. apache. hadoop. fs. s3a. conmi t to DEBUG. With Log4J, this can be one in
| og4j . properties:

| og4j . | ogger . or g. apache. hadoop. f s. s3a. conm t =DEBUG

3.9. Security Model and Operations on S3

The security and permissions model of Amazon S3 is very different from this of a UNIX-
style filesystem: on Amazon S3, operations which query or manipulate permissions are
generally unsupported. Operations to which this applies include: chgr p, chnod, chown,
getfacl, andset f acl . The related attribute commands getfattr andsetfattr are
also unavailable. In addition, operations which try to preserve permissions (for example f s
- put - p) do not preserve permissions.

Although these operations are unsupported, filesystem commands which list permission
and user/group details usually simulate these details. As a consequence, when interacting
with read-only object stores, the permissions found in “list” and “stat” commands may
indicate that the user has write access — when in fact they don't.

Amazon S3 has a permissions model of its own. This model can be manipulated through
store-specific tooling. Be aware that some of the permissions which can be set — such as
write-only paths, or various permissions on the root path — may be incompatible with the
S3A client. It expects full read and write access to the entire bucket with trying to write
data, and may fail if it does not have these permissions.

As an example of how permissions are simulated, here is a listing of Amazon's public, read-
only bucket of Landsat images:

$ hadoop fs -1s s3a://|andsat - pds/
Found 10 itens
drwxrwxrwx - mapred 0 2016-09-26 12: 16 s3a://| andsat - pds/L8

SFWE T W W mapred 23764 2015-01-28 18: 13 s3a://| andsat - pds/i ndex. ht m
dr wxr Wxr wx mapred O 2016-09-26 12: 16 s3a://| andsat - pds/| andsat - pds_stats
ST WA WA T W mapred 105 2016-08-19 18:12 s3a://l andsat - pds/ robot s. t xt

dr wxr Wxr wx mapred O 2016-09-26 12:16 s3a://| andsat - pds/runs

ST W W T W mapred 27458808 2016-09-26 12: 16 s3a://| andsat - pds/ scene_list.gz
dr wxr Wwxr wx mapred O 2016-09-26 12:16 s3a://|andsat-pds/tarq

drwxrwxrwx - mapred 0 2016-09-26 12: 16 s3a://| andsat-pds/tarq_corr upt
drwxrwxrwx - mapred 0 2016-09-26 12:16 s3a://| andsat- pds/test

1
1

-rwrwrw 1 mapred 38 2016-09-26 12:16 s3a://l andsat-pds/run_i nfo.json
1

As you can see:
* All files are listed as having full read/write permissions.

* All directories appear to have full r wx permissions.
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3.10.

* The replication count of all files is "1".
* The owner of all files and directories is declared to be the current user (mapr ed) .

* The timestamp of all directories is actually that of the time the - | s operation was
executed. This is because these directories are not actual objects in the store; they are
simulated directories based on the existence of objects under their paths.

When an attempt is made to delete one of the files, the operation fails — despite the
permissions shown by the | s command:

$ hadoop fs -rms3a://| andsat - pds/ scene_list.gz
rm s3a://l|andsat-pds/scene_|ist.gz: delete on s3a://l|andsat-pds/scene_|i st

gz:
com amazonaws. servi ces. s3. nodel . AmazonS3Excepti on: Access Denied (Service
Amazon S3;

Status Code: 403; Error Code: AccessDeni ed; Request |D: 1EF98D5957BCAB3D),
S3 Extended Request |ID: w 3veOXFuFgWBUCIgV3Z+NQVj 9gWgZVdXI PUAKBbYMswW gA
+hyhRXcaQ+PogCs DgHh31H TCebQ=

This demonstrates that the listed permissions cannot be taken as evidence of write access;
only object manipulation can determine this.

S3A and Checksums (Advanced Feature)

The S3A connector can be configured to export the HTTP etag of an object as a checksum,
by setting the option f s. s3a. et ag. checksum enabl ed tot r ue. When unset (the
defaut), S3A objects have