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Y ou can use Streams Replication Manager (SRM) to implement cross-cluster Kafka topic replication in SMM.

SRM is an enterprise-grade replication solution that enables fault tolerant, scalable and robust cross-cluster Kafka
topic replication. SRM provides the ability to dynamically change configurations and keeps the topic properties

in sync across clusters at high performance. SRM also delivers custom extensions that facilitate installation,
management and monitoring making SRM a complete replication solution that is built for mission critical workloads.
For more information about SRM, see the Streams Replication Manager for HDF and HDP document library.

Y ou need to configure SRM propertiesin SMM. After you configure SRM in SMM, you can use SMM to monitor
all the Kafka cluster replications available in your environment. Y ou can view all replication detailsin SMM. You
can monitor status of the Kafka cluster replications, number of topics associated with the replication, throughput,
replication latency, and checkpoint latency of Kafka cluster replicationsin SMM.

Note: You can aso create alerts to receive notifications based on the conditions that you configurein the
aert policy for monitoring Kafka cluster replications in your system. For more information about creating
aertsto monitor Kafka cluster replications, see the Managing Alert Policies guide.

Alert Policies Overview

To use Streams Messaging Manager (SMM) to monitor Kafka cluster replications, you must configure SMM to
communicate with Streams Replication Manager (SRM).

For information on how to install and configure SRM, see Add and Configure SRM.

In order for SMM to be able to monitor SRM replications correctly, you must configure the SRM driver to target all
clustersthat are taking part in the replication. For more information, see Configuring the driver role target clusters.

1. In Cloudera Manager, select Streams Messaging Manager from the available Clusters.
2. Click Configuration.
3. Configurethe following properties:

Configure Streams Replication Manager Check the box.
Streams Replication Manager Rest Protocol Select the protocol.
Streams Replication Manager Rest Host Specify the host.

The SRM host is a host where the Streams Replication Manager
Serviceroleisrunning.

Streams Replication Manager Rest Port Specify the port. Default is 6670.

The SRM service port is the port where Streams Replication
Manager serviceis running.

4. Click Save Changes (CTRL+S).



https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/managing-alert-policies/topics/smm-alert-policies-overview.html
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5. Restart SMM.

Y ou can see the Cluster Replications option in the SMM Ul as shown in the following image:

Add Streams Replication Manager to an existing cluster
Configuring the driver role target clusters

After you select acluster, SMM displays the details of the replications where the selected cluster is the destination
cluster.

Y ou can view the status of the replications, source cluster names, target cluster names, number of topicsto be
replicated, number of consumer groups, throughput of the replication, replication latency, and checkpoint latency.
SMM also displays two graphs, one represents the throughput of the replication and the other displays the replication
latency of the replication along with the details of each topic to be replicated.

Perform the following stepsto view the details of a cluster replication:

In the Cluster Replications page, click a cluster replication or the drop-down icon beside areplication, as shown in the
following image:

Cluster: CDFClusterDR
ﬂp Cluster Replications luster: CDFCluster

Cluster Replications (1) Q | AW MAX | MIN | Danhour~

° ACTIVE CDFCluster ——— CDFClusterDR 7 3 3B/s 16.2ms 4.6ms v

The replication details appear as shown in the following image:



https://docs.cloudera.com/cdp-private-cloud-base/7.1.3/srm-configuration/topics/csp-add-srm.html
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N Cluster: CDFClusterDR
V Cluster Replications uster. usterl

Cluster Replications (1) Q MAX | MIN Danhour ~
° ACTIVE CDFCluster ——— CDFClusterDR 7 3 3B/s 16.2 ms 4.6 ms ~
Throughput eplication Latency
; 15
g % g 10
H 5
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11:00 1:15 11:30 11:45 11:.00 115 11:30 1145
Q alues: AV MAX | MIN

CDFCluster_gateway-east-raw

CDFCluster_gateway-europe-r

CDFCluster_gatew; d-raw-sensor 0 8B 3 m: N/A

CDFCluster_gatew:

CDFCluster__heartbeats 0 3/s 6.1 ms N/A

Y ou can use the Search By Source bar at the top right of the page to search cluster replications by the source cluster
name. For example, if the destination cluster is amsterdam, and you enter scottsdale in the Search By Source bar,
SMM displays the Kafka cluster replication between scottsdale and amsterdam, as shown in the following image:

v Cluster Replications Cluster: amsterdam ~ &~

Cluster Replications (2) scottsdale Q | YW max | MIN | Danhour~

° ACTIVE scottsdale —— amsterdam 7 0 281B/s 1241 ms N4 v

Y ou can filter the cluster replications by time range. Y ou can choose any of the following filter values from the drop-
down to display the cluster replication details in the selected time range:

e Last1Hour

e Last6Hours
e Last 24 Hours
* Last2Days

The following image shows the Quick Ranges drop-down:
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Cluster Replications Cluster: amsterdam > &~

Cluster Replications (2) Q m MAX | MIN Dan hour ~
Quick Ranges
° ACTIVE springfield —— amsterdam 9 0 745B/s 8.0 ms Last 6 Hours
Last 24 Hours
Last 2 days
° ACTIVE scottsdale ——— amsterdam 7 0 281B/s 1253 ms v

Y ou can monitor the status of the Kafka cluster replications in the Status column in the Cluster Replications page.
The status has three variations:

» Active. Indicates that the cluster replication is running.
« Inactive. Indicates that the cluster replication is not running.
e Warning. Indicates that the cluster replication is facing issues.

If the status of a Kafka cluster replication shows inactive or warning, check the logs, and troubleshoot the replication.

Y ou can monitor the number of topics associated with the replication in the Topics column in the Cluster Replications
page.
Click on the cluster replication to fetch topic details. SMM displays the following details about the topics:

» Source Topic Name. Name of the topic at the source.

» Partitions. Number of partitions of the topic at the source.

« Consumer Groups. Number of consumer groups consuming data from the topic.

« Throughput. Data replicated between the source cluster and the target cluster per second from atopic. Throughput
is measured in bytes per second. By default, SMM displays the average throughput. Y ou can also fetch the
maximum or minimum throughputs for atopic by clicking the MAX or MIN button located above the topic
details.

* Replication Latency. Amount of time taken for a message of atopic to get replicated from the source cluster to the
target cluster. Replication latency is measured in milliseconds. By default, SMM displays the average replication
latency. Y ou can also fetch the maximum or minimum replication latency for atopic by clicking the MAX or MIN
button located above the topic details.

» Checkpoint Latency. Amount of time taken for a message of atopic to checkpoint on the target cluster after the
message is committed on the source cluster. Checkpoint latency is measured in milliseconds. By default, SMM
displays the average checkpoint latency. Y ou can also fetch the maximum or minimum checkpoint latency for a
topic by clicking the MAX or MIN button located above the topic details.

The following diagram shows details of topicsin a cluster replication:
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In the image, you can see that the number of topics to be replicated from CDFCluster to CDFClusterDR is 7, and
topic details including topic names, number of partitions for the topics at the source cluster, number of consumer
groups consuming messages from each topic, throughput, replication latency, and checkpoint latency of each topic.

Searching by Topic Name

Y ou can use the Search By Topic Name bar to search topic by names and get details of that topic. The following
image shows details of the CDFCluster _heartbeats topic:

- Cluster: CDFClusterDR
LI Cluster Replications uster uster

Cluster Replications (1) Search By e Q | WAL MAX | MIN || Danhours
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CDFCluster__heartbeats 3 0 16.0 m: N/A
f < 2

Monitoring Throughput for Cluster Replication

Y ou can monitor the throughput of a Kafka cluster replication in SMM.

Throughput is defined as the data replicated between the source cluster and the destination cluster per second.
Throughput is measured in bytes per second.
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Monitoring Replication Latency for Cluster Replication

Cluster Replications
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In the image, you can see the average throughput for the CDFCluster to CDFClusterDR replication is 3 bytes per
second. Y ou can fetch the maximum or minimum throughput for the replication by clicking the MAX or MIN button

located above the cluster replication.

Y ou can aso monitor the throughput of a cluster replication graphically. SMM displays the Throughput graph
for each cluster in the cluster details. The following image shows the graph for throughput for CDFCluster to

CDFClusterDR replication:
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Monitoring Replication Latency for Cluster

Replication

Y ou can monitor the replication latency of a Kafka cluster replication in SMM.

Replication latency is defined as the amount of time taken for a message to get replicated from the source cluster to
the destination cluster. Replication latency is measured in milliseconds.
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" Cluster: CDFClusterDR
LUl Cluster Replications uster uster

Cluster Replications (1) Q MAX | MIN D an hour =
° ACTIVE CDFCluster ——— CDFClusterDR 7 3 3B/s 16.0 ms 4.6 ms ~
Throughpu Replication Latenc
R 3 o o 7 - . =
a8 3 g
1% 5
' 145 1200 1215 1230 ' 1145 1200 1215 1230
Q Values: MAX MIN

CDFCluster_gateway-east-raw

CDFCluster_gatew

europe:

CDFCluster_gateway-speed-raw-sensor 3 0 8B/s 0.0 ms N/A

CDFCluster_gatew:

CDFCluster__heartbeats 0 3 6.0ms N/A

In the image, you can see the average replication latency for the CDFCluster to CDFClusterDR replication is 16.0
milliseconds. Y ou can fetch the maximum or minimum replication latency for the replication by clicking the MAX or
MIN button located above the cluster replication.

Y ou can monitor the replication latency of a cluster replication graphically. SMM displays the Replication Latency
graphs for each cluster in the cluster details. The following image shows the graph for replication latency for
CDFCluster to CDFClusterDR replication:

Cluster: CDFClusterDR
LIl Cluster Replications uster uster

Cluster Replications (1) Q MAX | MIN O an hour v

° ACTIVE CDFCluster ——— CDFClusterDR 7 3 3B/s 16.0 ms 4.6ms A

Throughpu Replication Latenc

B/s
m
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Y ou can monitor the checkpoint latency of a Kafka cluster replication in SMM.

Checkpoint latency is defined as the amount of time taken for a message of atopic to checkpoint on the target cluster
after the message is committed on the source cluster. Checkpoint latency is measured in milliseconds.
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In the image, you can see the average checkpoint latency for the CDFCluster to CDFClusterDR replication is 4.6
milliseconds. Y ou can fetch the maximum or minimum replication latency for the replication by clicking the MAX or
MIN button located above the cluster replication.

Note: If the checkpoint latency for a cluster replication or atopic appears as Not Available, then that means
E there are no consumer groups defined.

Y ou can fetch the average, maximum, and minimum values for throughput, replication latency, and checkpoint
latency.

Y ou can do this at the following levels:

e Cluster Replication Level. Click the AVG, MAX, or MIN buttons, as shown in the following image, to fetch
average, maximum, or minimum values of throughput, replication latency, and checkpoint latency for cluster
replications.

£ Cluster: CDFClusterDR
nﬂ Cluster Replications luster: usterl

Cluster Replications (1) Q D an hour ~

° ACTIVE CDFCluster ———» CDFClusterDR 7 3 88/s 22.0ms 31.0ms v
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e TopicLevel. Click the AVG, MAX, or MIN buttons, as shown in the following image, to fetch average,
maximum, or minimum values of throughput, replication latency, and checkpoint latency for topics.

N Cluster: CDFClusterDR
/Ll Cluster Replications luster: CDFCluster

Cluster Replications (1) Q | EALEE MAX | MIN Dan hour ~
° ACTIVE CDFCluster ———» CDFClusterDR 7 3 3B/s 16.0ms 26ms ~
Throughput Replication Latency
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2 5
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CDFCluster_gateway-west-raw-sensors 3 08 9.0ms 20ms
CDFCluster__heartbeats 3 0 0B, 8.0ms N/A
<>
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