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Apache Impala Overview

The Apache Impala provides high-performance, low-latency SQL queries on data stored in popular Apache Hadoop
file formats.

The Impala solution is composed of the following components.
Impala

The Impala service coordinates and executes queries received from clients. Queries are distributed
among Impala nodes, and these nodes then act as workers, executing parallel query fragments.

Hive Metastore

Stores information about the data available to Impala. For example, the metastore lets Impala know
what databases are available and what the structure of those databases is. As you create, drop, and
alter schema objects, load data into tables, and so on through Impala SQL statements, the relevant
metadata changes are automatically broadcast to all Impala nodes by the dedicated catalog service.

Clients

Entities including Hue, ODBC clients, JDBC clients, Business Intelligence applications, and the
Impala Shell can all interact with Impala. These interfaces are typically used to issue queries or
complete administrative tasks such as connecting to Impala.

Storage for data to be queried

Queries executed using Impala are handled as follows:

1. User applications send SQL queries to Impala through ODBC or JDBC, which provide standardized querying
interfaces. The user application may connect to any impalad in the cluster. This impalad becomes the coordinator
for the query.

2. Impala parses the query and analyzes it to determine what tasks need to be performed by impalad instances across
the cluster. Execution is planned for optimal efficiency.

3. Storage services are accessed by local impalad instances to provide data.
4. Each impalad returns data to the coordinating impalad, which sends these results to the client.

Note:  Impala cannot be used to access FULL ACID transactional tables yet however you can access ACID
transactional tables with transaction scope at the row level using HIVE.

Components of Impala

The Impala service is a distributed, massively parallel processing (MPP) database engine. It consists of different
daemon processes that run on specific hosts within your Hadoop cluster.

Impala service consists of the following categories of processes, referred as roles.

Impala Daemon

The core Impala component is the Impala daemon, physically represented by the impalad process. A
few of the key functions that an Impala daemon performs are:

• Reads and writes to data files.
• Accepts queries transmitted from the impala-shell command, Hue, JDBC, or ODBC.
• Parallelizes the queries and distributes work across the cluster.
• Transmits intermediate query results back to the central coordinator.

Impala daemons can be deployed in one of the following ways:
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• HDFS and Impala are co-located, and each Impala daemon runs on the same host as a
DataNode.

• Impala is deployed separately in a compute cluster and reads remotely from HDFS, S3, ADLS,
etc.

The Impala daemons are in constant communication with StateStore, to confirm which daemons are
healthy and can accept new work.

They also receive broadcast messages from the Catalog Server daemon whenever an Impala daemon
in the cluster creates, alters, or drops any type of object, or when an INSERT or LOAD DATA
statement is processed through Impala. This background communication minimizes the need for
REFRESH or INVALIDATE     METADATA statements that were needed to coordinate metadata
across Impala daemons.

You can control which hosts act as query coordinators and which act as query executors, to improve
scalability for highly concurrent workloads on large clusters.

Impala StateStore

The Impala StateStore checks on the health of all Impala daemons in a cluster, and continuously
relays its findings to each of those daemons. It is physically represented by a daemon process named
statestored. You only need such a process on one host in a cluster. If an Impala daemon goes offline
due to hardware failure, network error, software issue, or other reason, the StateStore informs all the
other Impala daemons so that future queries can avoid making requests to the unreachable Impala
daemon.

Because the StateStore's purpose is to help when things go wrong and to broadcast metadata to
coordinators, it is not always critical to the normal operation of an Impala cluster. If the StateStore
is not running or becomes unreachable, the Impala daemons continue running and distributing work
among themselves as usual when working with the data known to Impala. The cluster just becomes
less robust if other Impala daemons fail, and metadata becomes less consistent as it changes while
the StateStore is offline. When the StateStore comes back online, it re-establishes communication
with the Impala daemons and resumes its monitoring and broadcasting functions.

If you issue a DDL statement while the StateStore is down, the queries that access the new object
the DDL created will fail.

Impala Catalog Server

The Catalog Server relays the metadata changes from Impala SQL statements to all the Impala
daemons in a cluster. It is physically represented by a daemon process named catalogd. You only
need such a process on one host in a cluster. Because the requests are passed through the StateStore
daemon, it makes sense to run the statestored and catalogd services on the same host.

The catalog service avoids the need to issue REFRESH and INVALIDATE METADATA
statements when the metadata changes are performed by statements issued through Impala. When
you create a table, load data, and so on through Hive, you do need to issue REFRESH or INVA
LIDATE METADATA on an Impala node before executing a query there.
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