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Cloudera Runtime Overview of Oozie

Apache Oozie Workflow Scheduler for Hadoop is a workflow and coordination service for managing Apache Hadoop
jobs:

» Oozie Workflow jobs are Directed Acyclic Graphs (DAGs) of actions; actions are Hadoop jobs (such as
MapReduce, Streaming, Hive, Sqoop and so on) or non-Hadoop actions such as Java, shell, Git, and SSH.

» Oozie Coordinator jobstrigger recurrent Workflow jobs based on time (frequency) and data availahility.

» Oozie Bundle jobs are sets of Coordinator jobs managed asasingle job.

Oozieis an extensible, scalable and data-aware service that you can use to orchestrate dependencies among jobs
running on Hadoop.

Apache Oozie Workflow Scheduler for Hadoop

The Oozie service can be automatically installed and started during your installation of CDP with Cloudera Manager.
If required, you can install Oozie manually with the Add Service wizard in Cloudera Manager. The wizard configures
and starts Oozie and its dependent services.

Note: If your instance of Cloudera Manager uses an external database, you must also configure Oozie with
an external database.

If you want to access Amazon Web Services (AWS) S3 data through Oozie, then ensure that the required AWS
credentials are configured in core-site.xml.

Some Oozie actions — specifically DistCp, Streaming, Sgoop, and Hive —require external JAR filesin order to run.
Instead of having to keep these JAR files in each workflow's lib folder, or forcing you to manually manage them
using the oozie.libpath property on every workflow using one of these actions, Oozie provides the ShareL ib.

The ShareLib behaves very similarly to oozie.libpath, except that it is specific to the aforementioned actions and their
required JARS.

When you switch between MapReduce and Y ARN computation frameworks, you must redeploy the Oozie SharelL ib.

1. Gotothe Oozie service.
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2. Select ActionsInstall Oozie Sharelib .

Y ou can configure Oozie to work with different CDP services.
Some of the different services for which you can configure Oozie are as follows:

» Using Sgoop actions with Oozie
» Enabling MapReduce jobs controlled by Oozie to read from or write to Amazon S3 or Microsoft Azure ADLS
e Configuring Oozie to use HDFS HA

There are certain recommendations that you must consider for using Sgoop actions with Oozie.

Note: Sqoopl does not ship with third party JDBC drivers. Y ou must download them separately and save
Ij them to the /var/lib/sqoop/ directory on the Oozie server.

e Clouderarecommends that you not use Sqoop CLI commands with an Oozie Shell Action. Such deployments are
not reliable and prone to breaking during upgrades and configuration changes.
e Toimport datainto Hive, use a combination of a Sqoop Action with a Hive2 Action.

e A Sgoop Action to simply ingest datainto HDFS.
* A Hive2 Action that loads the data from HDFS into Hive.

Y ou must deploy and configure the Oozie Sqoopl action JDBC drivers on HDFS.

Confirm that your Sqoopl JDBC drivers are present in /var/lib/sqoop.

* SSH to the Oozie server host and run the following commands to deploy and configure the drivers on HDFS.

cd /var/lib/sqgoop

sudo -u hdfs hdfs dfs -nkdir /user/ooziel/libext

sudo -u hdfs hdfs dfs -chown oozie: oozie /user/ooziellibext

sudo -u hdfs hdfs dfs -put /opt/clouderal/parcel s/ SQOOP_NETEZZA CONNECTOR/ s
goop- nz-connector*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -put /opt/clouderalparcel s/ SQOOP_TERADATA CONNECTOR/
lib/*.jar [user/ooziellibext/

sudo -u hdfs hdfs dfs -put /opt/clouderalparcel s/ SQOOP_TERADATA CONNECTCOR/
sqoop- connector-teradata*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -put /var/lib/sqoop/*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -chown oozie: oozie /user/ooziellibext/*.jar

sudo -u hdfs hdfs dfs -chnmod 755 /user/ooziel/libext/*.jar

sudo -u hdfs hdfs dfs -Is /user/oozie/libext

# [sanpl e contents of /user/ooziellibext]

- I WXT - XTI - X 3 oo0zi e oozie 959987 2016-05-29 09:58 /user/oozie/libext/
mysqgl - connector-j ava. j ar
- T WXT - XT - X 3 oozi e oozie 358437 2016-05-29 09: 58 /user/ooziellibext/

nzj dbc3. | ar
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- T WXT - XTI - X 3 oozi e oozie 2739670 2016-05-29 09:58 /user/ooziellibext/
oj dbcé. j ar

- T WXT - XTI - X 3 oozi e oozie 3973162 2016-05-29 09:58 /user/ooziellibext/
sqoop- connect or -t eradat a- 1. 5¢5. j ar

- I WXT - XTI - X 3 oozi e oozie 41691 2016-05-29 09:58 /user/ooziellibext/
sqoop- nz- connector-1. 3c5.j ar

- I WXT - XTI - X 3 oo0zi e oozie 2405 2016-05-29 09:58 /user/ooziellibext/
tdgssconfig.jar

- T WKXT - XTI - X 3 oozi e oozie 873860 2016-05-29 09: 58 /user/ooziellibext/

teraj dbc4.jar

Y ou must confirm that the Sqoopl JDBC drivers are present in HDFS and then configure the required variables.

1. Confirm that the Sqoopl JDBC drivers are present in HDFS. To do this, SSH to the Oozie Server host and run the
following command:

sudo -u hdfs hdfs dfs -lIs /user/ooziellibext

2. Configure the following Oozie Sqoopl Action workflow variablesin Oozie's job.propertiesfile as follows:

00zi e. use.system |l ibpath = true
oozie.libpath = /user/oozie/libext

MapReduce jobs controlled by Oozie as part of aworkflow can read from and write to Amazon S3.

Y ou will need your AWS credentials (the appropriate Access key ID and Secret access key obtained from Amazon
Web Services for your Amazon S3 bucket). After storing these credentias in the keystore (the JCEK Sfile), specify
the path to this keystore in the Oozie workflow configuration.

This setup isfor use in the context of Oozie workflows only, and does not support running shell scripts on Amazon
S3 or other types of scenarios.

Note: Inthe following steps, replace the path/to/file with the HDFS directory where the .jceksfileis located,
and replace access key ID and secret_access key with your AWS credentials.

1. Create the credential store (.jceks) and add your AWS access key to it as follows:

hadoop credential create fs.s3a.access. key -provider \
jceks://hdfs/path/to/file.jceks -value access_key id

For example:

hadoop credential create fs.s3a.access. key -provider \
j ceks://hdfs/user/root/awskeyfile.jceks -val ue AKI Al PVYH. . ..
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2. Addthe AWS secret to this same keystore.

hadoop credential create fs.s3a.secret.key -provider \
jceks://hdfs/path/to/file.jceks -value secret_access_key

3. Set hadoop.security.credential .provider.path to the path of the .jceks file in Oozie's workflow.xml filein the
MapReduce Action's <configuration> section so that the MapReduce framework can load the AWS credentials
that give accessto Amazon S3.

<action name="S3j ob">
<map- r educe>
<j ob-tracker >${j obtracker}</job-tracker>
<nane- node>${ namenode} </ nane- node>
<confi guration>
<property>
<name>hadoop. security. credenti al . provi der. pat h</ name>
<val ue>j ceks://hdfs/path/to/file.jceks</val ue>
</ property>

</ acti on>

To configure an Oozie workflow to use HDFS HA, use the HDFS nameservice instead of the NameNode URI in the
<name-node> element of the workflow.

<acti on nanme="nrt-node" >
<map- r educe>
<j ob-tracker>${j obTracker}</j ob-tracker>
<nane- node>hdf s: // ha- nn</ nane- node>

where ha-nn is the value of dfs.nameservicesin hdfs-site.xml.

Additional considerations when configuring TLS/SSL for Oozie HA

Hive and Spark use different incompatible Thrift versions. If you have the Hive Warehouse Connector (HWC) JAR in
Oozie's Spark classpath, there will be conflicting Hive classes. Classes can come from Oozie's default Spark classpath
with the original signature and also from the HWC JAR with the changed signature because of the shading process.

Upgrading Thrift in Hiveis complicated and may not be resolved in the near future. Therefore, Thrift packages are
shaded inside the HWC JAR to make Hive Warehouse Connector work with Spark and Oozie' s Spark action.

This shading process changes the signature of some Hive classes inside the HWC JAR because the HWC JAR is afat
JAR and contains Hive classes as well. Oozie's Spark action also has Hive libraries on its classpath (added as part of
the Cloudera stack) because you can run simple Hive commands with Oozie's Spark action (not with HWC but on its
own). You can aso run Hive actions with Hive Warehouse Connector through Oozie's Spark action.

Y ou can resolve this issue using one of the following options:

1. Placethe HWC JAR in Oozi€'s Spark ShareLib.
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2. Remove al other Hive JARs from Oozi€e's Spark ShareL ib.

When you update the job.properties, Hive Jars coming from Oozi€' s Spark ShareLib will be ignored and only the
HWC Jar is used.

1. Create anew ShareLib using a different name, such as hwc.
. Place the HWC JAR onto the new ShareL ib.

2
3. Execute a SharelLib update.
4. When executing a Spark action using the HWC include the following properties in the job.properties file:

oozi e. action. sharelib. for.spark=spark, hwc
oozi e. action.sharelib. for.spark. excl ude=".*\/hi ve\ - (?!warehous
e-connector).*\.jar$

If you have aworkflow which contains an action where you would like to use HWC and another action where you do
not want to use HWC, you can achieve the same by specifying the Sharelib properties at the action level.

<spark xm ns="uri: oozie: spark-action:1.0">

<confi guration>

<property xm ns="">

<name>o00zi e. acti on. sharel i b. f or. spar k</ name>

<val ue>spar k, hwe</ val ue>

</ property>

<property xm ns="">

<nanme>o00zi e. acti on. sharel i b. for. spark. excl ude</ name>
<val ue>spar k/ hi ve-. +</ val ue>

</ property>

</ configuration>

.<) épar k>

1. Kinit asoozie.
2. Check the current available Sharelibs:

oozie admin -shareliblist -oozie {url}

3. Createthefolder for it on HDFS:

hdf s dfs -nkdir /user/ooziel/share/lib/lib_{latestTi mestanp}/hwc

4. Addthe JARfilestoit.
5. Update the ShareLib property:

0ozi e admin -sharelibupdate -oozie {url}

6. Listthe ShareLibs again to check if hwc is present:

oozie admin -shareliblist -oozie {url}

Hive Warehouse Connector for accessing Apache Spark data
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Oozie High Availahility is "active-active" so that both Oozie servers are active at the same time, with no failover.
High availability for Oozie is supported in both MRv1 and MRv2 (Y ARN).

Y ou must ensure your cluster meets all the requirements for configuring Oozie High Availability (HA).

« Multiple active Oozie servers, preferably identically configured.

« JDBC JAR in the samelocation across al Oozie hosts (for example, /var/lib/oozie/).

» External database that supports multiple concurrent connections, preferably with HA support.

« ZooKeeper ensemble with distributed locks to control database access, and service discovery for log aggregation.

» Load balancer (preferably with HA support, for example HAProxy), virtua 1P, or round-robin DNSto provide a
single entry point (of the multiple active servers), and for callbacks from the Application Master or JobTracker.

Y ou can use Cloudera Manager to enable or disable Oozie High Availability (HA).
i Important: Enabling or disabling HA makes the previous monitoring history unavailable.

Y ou must select the host on which to install the additional Oozie server and specify the required property values to
install Oozie High Availability (HA).

Ensure that the requirements are satisfied.

1. Inthe Cloudera Manager Admin Console, go to the Oozie service.

2. Sdlect Actions Enable High Availability to see eligible Oozie server hosts. The host running the current Oozie
server isnot eligible.

3. Select the host on which to install an additional Oozie server and click Continue.

10
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4. Update the following fields for the Oozie load balancer:
* Hostname

For example:

ni ght | y6x- 1. vpc. cl oudera. com
e HTTP Port

For example:

5002
 HTTPS Port

For example:

5000

5. Click Continue.

Cloudera Manager stops the Oozie servers, adds another Oozie server, initializes the Oozie server High
Availability state in ZooKeeper, configures Hue to reference the Oozie load balancer, and restarts the Oozie
servers and dependent services. In addition, Cloudera Manager generates Kerberos credentials for the new Oozie
server and regenerates credentials for existing servers.

Based on your requirements, you can disable Oozie High Availability (HA) using Cloudera Manager.

1. Inthe Cloudera Manager Admin Console, go to the Oozie service.
2. Sdlect Actions Disable High Availability to see all hosts currently running Oozie servers.
3. Select the one host to run the Oozie server and click Continue.

Cloudera Manager stops the Oozie service, removes the additional Oozie servers, configures Hue to reference the
Oozie service, and restarts the Oozie service and dependent services.

Most Linux distributions include the cron utility, which is used for scheduling time-based jobs. Y ou can schedule
Oozie using Cron-like syntax.

Set the scheduling information in the frequency attribute of the coordinator.xml file. A simple file looks like the
following example. The frequency attribute and scheduling information appear in bold.

<coor di nat or - app nanme="MY_APP" frequency="30 14 * * *"
start="2009-01-01T05: 00Z" end="2009-01-01T06: 00Z" ti mezone="UTC"' xm ns="ur
i : oozie:coordinator:0.5">
<acti on>
<wor Kkf | ow>
<app- pat h>hdf s: / /| ocal host : 8020/ t np/ wor kf | ows</ app- pat h>
</ wor kf | ow>
</ acti on>
</ coor di nat or - app>

11
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Syntax and structure
The cron-like syntax used by Oozie is a string with five space-separated fields:

e minute

e hour

e day-of-month
e month

e day-of-week

The structure takes the form of * * * * *_For example, 30 14 * * * meansthat the job runs at at 2:30 p.m. everyday.
The minute field is set to 30, the hour field is set to 14, and the remaining fields are set to *.

Allowed values and special characters
The following table describes special characters allowed and indicates in which fields they can be used.

Table 1: Special characters

Character Fields Allowed Description

* (asterisk) All Match all values.

, (comma) All Specify multiple values.

- (dash) All Specify arange.

/ (forward slash) All Specify an increment.

? (Question mark) Day-of-month, day-of-week Indicate no specific value (for example, if you want to specify one but not
the other).

L Day-of-month, day-of-week Indicate the last day of the month or the last day of the week (Saturday). In
the day-of-week field, 6L indicates the last Friday of the month.

w Day-of-month Indicate the nearest weekday to the given day.

# (pound sign) Day-of-week Indicate the nth day of the month

The following table summarizes the valid values for each field.

Field Allowed Values Allowed Special Characters

Minute 0-59 ,-*
Hour 0-23 =%/
Day-of-month 0-31 ,-*?2/LW
Month 1-12 or JAN-DEC ,-x
Day-of -week 1-7 or SUN-SAT R #

Important: Some cron implementations accept 0-6 as the range for days of the week. Oozie accepts 1-7
£ I % instead.

Oozie scheduling examples

Y ou can use cron scheduling in Oozie to ensure that the jobs run according to the criteriathat you specify.

The following examples show cron scheduling in Oozie. Oozie's processing time zoneis UTC. If you arein a
different time zone, add to or subtract from the appropriate offset in these examples.

Run at the 30th minute of every hour

Scheduling in Oozie using cron-like syntax
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Set the minute field to 30 and the remaining fields to * so they match every value.
frequency="30 * * * *"

Run at 2:30 p.m. every day
Set the minute field to 30, the hour field to 14, and the remaining fieldsto *.

frequency="30 14 * * *"

Run at 2:30 p.m. every day in February

Set the minute field to 30, the hour field to 14, the day-of-month field to *, the month field to 2
(February), and the day-of-week field to *.

frequency="30 14 * 2 *"

Run every 20 minutes between 5:00-10:00 a.m. and between 12:00-2:00 p.m. on thefifth day of each
month

Set the minute field to 0/20, the hour field to 5-9,12-13, the day-of-month field to 0/5, and the
remaining fieldsto *.

frequency="0/20 5-9,12-13 0/5 * *"

Run every Monday at 5:00 a.m.

Set the minute field to 0, the hour field to 5, the day-of-month field to ?, the month field to *, and
the day-of-week field to MON.

frequency="0 5 ? * MO\

Note: If the ?was set to *, this expression would run the job every day at 5:00 am.,
E not just Mondays.

Run on thelast day of every month at 5:00 a.m.

Set the minute field to O, the hour field to 5, the day-of-month field to L, the month field to *, and
the day-of-week field to 2.

frequency="0 5 L * ?"

Run at 5:00 a.m. on the weekday closest to the 15th day of each month

Set the minute field to O, the hour field to 5, the day-of-month field to 15W, the month field to *,
and the day-of-week field to 2.

frequency="0 5 15W* 2"

Run every 33 minutes from 9:00-3:00 p.m. on the first Monday of every month

Set the minute field to 0/33, the hour field to 9-14, the day-of-week field to 2#1 (the first Monday),
and the remaining fieldsto *.

frequency="0/33 9-14 ? * 2#1"

Run every hour from 9:00 a.m.-5:00 p.m. on weekdays

Set the minute field to O, the hour field to 9-17, the day-of-month field to ?, the month field to *, and
the day-of-week field to 2-6.

frequency="0 9-17 ? * 2-6"

13
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Run on the second-to-last day of every month

Set the minute field to O, the hour field to 0, the day-of-month field to L-1, the month field to *, and
the day-of-week field to 2.

frequency="0 0 L-1 * 2"

E Note: “L-1# means the second-to-last day of the month.

Oozie uses Quartz, ajob scheduler library, to parse the cron syntax. For more examples, go to the CronTrigger
Tutorial on the Quartz website. Quartz has two fields (second and year) that Oozie does not support.

Oozie is a stateless web application by design. All information about running and completed workflows, coordinators,
and bundle jobs are stored in arelational database. Oozie supports an embedded PostgreSQL database; however,
Cloudera strongly recommends that you use an external database for production systems.

Oozie database configurations

You must install PostgreSQL, create the Oozie user and database, and configure PostgreSQL to accept network
connections for the Oozie user.

1. Install PostgreSQL
See the PostgreSQL documentation to install it.
2. Create the Oozie User and Oozie Database.
For example, using the PostgreSQL psgl command-line tool:

$ psql -U postgres
Password for user postgres: *****

post gr es=# CREATE ROLE oozi e LOG N ENCRYPTED PASSWORD ' oozi e’
NOSUPERUSER | NHERI T CREATEDB NOCREATERCLE;
CREATE ROLE

post gr es=# CREATE DATABASE "oozie" WTH OMER = oozie
ENCODI NG = ' UTF8'

TABLESPACE = pg_defaul t

LC COLLATE = 'en_US. UTF-8'

LC CTYPE = 'en_US. UTF-8'

CONNECTION LIMT = -1;
CREATE DATABASE

postgres=# \(q
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Cloudera Runtime Configuring an external database for Oozie

3. Configure PostgreSQL to Accept Network Connections for the Oozie User.

a) Edit the postgresgl.conf file and set the listen_addresses property to *, to make sure that the PostgreSQL. server
starts listening on all your network interfaces. Also make sure that the standard_conforming_strings property is
set to off.

b) Edit the PostgreSQL data/pg_hba.conf file as follows:

host oozi e oozi e 0.0.0.0/0 nmd5
4. Reload the PostgreSQL Configuration.

sudo -u postgres pg _ctl reload -s -D /opt/PostgreSQ./ 8. 4/ dat a

You must install MariaDB, create the Oozie database and MariaDB user, and add the MariaDB JDBC driver jar fileto
Oozie.

1. Ingtal and Start MariaDB.
2. Create the Oozie Database and Oozie MariaDB User.
For example, using the MariaDB mysqgl command-line tool:

$ nysgl -u root -p
Ent er password:

Mari aDB [ (none)] > create database oozie default character set utfS§;
Query OK, 1 row affected (0.00 sec)

Mari aDB [ (none)]> grant all privileges on oozie.* to 'oozie @I ocal host'
identified by 'oozie';

Query OK, 0 rows affected (0.00 sec)

Mari aDB [ (none)]> grant all privileges on oozie.* to 'oozie' @% identi
fied by 'oozie';
Query OK, 0 rows affected (0.00 sec)

Mari aDB [ (none)] > exit
Bye

3. Addthe MariaDB JDBC Driver JAR to Oozie.

Cloudera recommends that you use the MySQL JDBC driver for MariaDB. Copy or symbolically link the MySQL
JDBC driver JAR to the /var/lib/oozie/ directory.

B Note: You must manually download the MySQL JDBC driver JAR file.

You must install MySQL 5, create the Oozie database and MySQL user, and add the MySQL JDBC driver jar fileto
Oozie.

1. Install and Start MySQL 5.
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2. Create the Oozie Database and Oozie MySQL User.

For example, using the MySQL mysgl command-line tool:

$ nmysgl -u root -p
Ent er password:

mysql > create database oozie default character set utfs8;
Query OK, 1 row affected (0.00 sec)

nysql > grant all privileges on oozie.* to 'oozie @Il ocal host' identified
by 'oozie';
Query OK, 0 rows affected (0.00 sec)

mysqgl > grant all privileges on oozie.* to 'oozie' @% identified by 'oozi
e';

Query OK, 0 rows affected (0.00 sec)

mysqgl > exit

3. Addthe MySQL JDBC Driver JAR to Oozie.
Copy or symboalically link the MySQL JDBC driver JAR into one of the following directories:

< For installations that use packages: /var/lib/oozie/
« For installations that use parcels: /opt/cloudera/parcelyCDH/lib/ooziellib/

IE Note: You must manually download the MySQL JDBC driver JAR file.

You must install MySQL 8, create the Oozie database and MySQL user, and add the MySQL JDBC driver jar fileto
Oozie.

1. Ingtal and Start MySQL 8.
2. Create the Oozie Database and Oozie MySQL User.

For example, using the MySQL mysgl command-line tool:

$ nysgl -u root -p

Ent er password:

mysgl > create database oozie default character set utfs§;
Query OK, 1 row affected (0.00 sec)

nysql > CREATE USER ' oozie' @I ocal host' | DENTI FI ED BY ' oozie';
Query OK, 0 rows affected (0.00 sec)

mysqgl > GRANT ALL PRI VI LEGES ON oozie.* TO 'oozie' @Il ocal host';
Query OK, 0 rows affected (0.00 sec)

mysqgl > CREATE USER 'oozie' @% | DENTI FI ED BY ' oozie';

Query OK, 0 rows affected (0.01 sec)

nysql > GRANT ALL PRI VI LEGES ON oozie.* TO 'oozie' @% ;

Query OK, 0 rows affected (0.00 sec)

nysql > exi t
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3. Addthe MySQL JDBC Driver JAR to Oozie.
Copy or symboalically link the MySQL JDBC driver JAR into one of the following directories:

« For installations that use packages: /var/lib/oozie/
« For installations that use parcels: /opt/cloudera/parcelyCDH/lib/ooziellib/

IE Note: You must manually download the MySQL JDBC driver JAR file.

You must install Oracle 12.2, create the Oozie Oracle user and grant privileges, and add the Oracle JDBC driver jar
fileto Oozie.

1. Instal and Start Oracle 12.2
Use Oracl€e'sinstructions.
2. Create the Oozie Oracle User and Grant Privileges.

The following example uses the Oracle sglplus command-line tool, and shows the privileges Cloudera
recommends. Oozie needs CREATE SESSION to start and manage workflows. The additional roles are needed
for creating and upgrading the Oozie database.

sql pl us system@ ocal host / <SERVI CE_NAME>

SQL> create user <user> identified by <password> default tabl espace <ta
bl espace> tenporary tabl espace tenp;
User creat ed.
SQ.> grant create sequence to <user>;
Grant succeeded.
SQL> grant create session to <user>;
Grant succeeded.
SQL> grant create table to <user>;
Grant succeeded.
SQL> alter user <user> quota unlimted on <tabl espace>;
User altered.
SQL> exit

i Important:

For security reasons, do not make the following grant:

grant select any table to oozie;

3. Add the Oracle JDBC Driver JAR to Oozie.
Copy or symboalically link the Oracle JDBC driver JAR into the /var/lib/oozie/ directory.

IE Note: You must manually download the Oracle JDBC driver JAR file.

Y ou can use the command-line interface to start or stop the Oozie server. In addition, you can access the Oozie server
with the Oozie client or with a browser.
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Cloudera Runtime

Working with the Oozie server

Y ou can use the service oozie start command to start Oozie.

Ensure that you have performed all the required configuration steps.

Use the service oozie start command to start Oozie.
If you see the message Oozie System ID [00zie-00zi€] started in the oozie.log log file, the system has started
successfully.

Note: By default, Oozie server runs on port 11000 and its URL is http://<OOZIE_HOSTNAME>:11000/
Ij oozie. If SSL is enabled, then Oozie server runs on port 11443 by default.

Use the sudo service oozie stop command to stop arunning Oozie server.

The Oozie client is acommand-line utility that interacts with the Oozie server using the Oozie web-services API.

Use the /usr/bin/oozie script to run the Oozie client.
For example, if you want to invoke the client on the same machine where the Oozie server is running:

$ oozie adnmin -oozie https://<oozie_server>: 11443/ oozi e -status
Syst em node: NORVAL

To make it convenient to use this utility, set the environment variable OOZIE_URL to point to the URL of the
Oozie server. Then you can skip the -oozie option.

For example, if you want to invoke the client on the same machine where the Oozie server is running, set the
OOZIE_URL to https://<oozie_server>:11443/o0ozie.

$ export OXZI E_URL=https://<oo0zi e_server>: 11443/ oozi e
$ oozie adnin -version
Oozie server build version: 4.0.0-cdh5.0.0

i Important: If Oozieis configured with Kerberos Security enabled:

¢ You must have a Kerberos session running. For example, you can start a session by running the kinit
command.
¢ Do not use locahost.

Aswith every service that uses Kerberos, Oozie has a Kerberos principal in the form <SERVICE>/<H
OSTNAME>@<REALM>. In aKerberos configuration, you must use the <HOSTNAME> value in the
Kerberos principal to specify the Oozie server; for example, if the <HOSTNAME> in the principa is
myoozieserver.mydomain.com, set OOZIE_URL asfollows:

export OXZI E_ URL=https://myoozi eserver. mydomai n. com 11443/ oozi e

If you use an aternate hostname or the | P address of the service, Oozie will not work properly.
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« |If you want to access Oozie client through Knox:

export OQZI E_URL=htt ps://<knox_host >: <knox_port >/ gat eway/ cdp- pr oxy- api / o
ozie

When you access Oozie client through Knox, you need to specify a username and password in the command line
as Knox needsit:

export OOZI E_URL=https://<knox_host >: <knox_port >/ gat eway/ cdp- pr oxy- api /o
ozie
oozie admn -version -auth BASIC -usernane <usernanme> -password <password>

If you have enabled the Oozie web console by adding the ExtJS library, you can connect to the console at http://<
OOZIE_HOSTNAME>;11000/00zi€.

Note: If the Oozie server is configured to use Kerberos HTTP SPNEGO Authentication, you must use aweb
browser that supports Kerberos HTTP SPNEGO (for example, Firefox or Internet Explorer).

For information on how to enable the Oozie web console on managed clusters by adding the ExtJS library, see
Enabling the Ooze web console on managed clusters.

Enabling the Oozie web console on managed clusters

Cloudera Manager automatically configures Oozie with all available official schemas, and corresponding tables. You
can manually add a schema (official or custom) with Cloudera Manager.

In the Cloudera Manager Admin Console, go to the Oozie service.
Click the Configuration tab.
Select Scope Oozie Server .
Select Category Advanced .

L ocate the Oozie SchemaService Workflow Extension Schemas property or search for it by typing its namein the
Search box.

6. Enter the desired schemafrom the following schema list appending .xsd to each entry.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
7. Enter aReason for change, and then click Save Change to commit the changes.
8. Restart the Oozie service.

o w D pRE

distcp distcp-action-0.1
distcp-action-0.2
distcp-action-1.0
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Adding schema to Oozie using Cloudera M anager

Schema CDP

email

email-action-0.1

email-action-0.2

git

git-action-1.0

hive

hive-action-0.2
hive-action-0.3
hive-action-0.4
hive-action-0.5
hive-action-0.6

hive-action-1.0

HiveServer2

hive2-action-0.1
hive2-action-0.2
hive2-action-1.0

oozie-bundle

oozie-bundle-0.1

oozie-bundle-0.2

oozie-coordinator

oozie-coordinator-0.1
oozie-coordinator-0.2
oozie-coordinator-0.3
oozie-coordinator-0.4

oozie-coordinator-0.5

oozie-sla

oozie-da-0.1

oozie-da-0.2

00zie-common

oozie-common-1.0

oozie-workflow

oozie-workflow-0.1
oozie-workflow-0.2
oozie-workflow-0.2.5
oozie-workflow-0.3
oozie-workflow-0.4
oozie-workflow-0.4.5
oozie-workflow-0.5

oozie-workflow-1.0

shell

shell-action-0.1
shell-action-0.2
shell-action-0.3
shell-action-1.0

spark

spark-action-0.1
spark-action-0.2
spark-action-1.0

sqoop

sgoop-action-0.2
sgoop-action-0.3
sgoop-action-0.4
sgoop-action-1.0
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Cloudera Runtime

Enabling the Oozie web console on managed clusters

ssh-action-0.1
ssh-action-0.2

Y ou must extract the ext-2.2 libraries to your Oozie server host and enable the Oozie web console.

1

Download ext-2.2.

2. Extract the contents of the file to /var/lib/oozie on the same host as the Oozie Server.
After extraction, the content of the directoriesis as follows:

3.

Is -Itr /var/lib/ooziel

total 984

drwxr-xr-x 9 oozie
-rwr--r-- 1 systest

oozi e

r oot

4096 Aug 4 2008 ext-2.2
999635 Jan 23 23: 24 nysgl -connector-java.j ar

Is -lItr /var/lib/oozielext-2. 2/

total 1752

SrTWr--r-- 1
dr wxr - xr-x 33
drwxr-xr-x 4
drwxr-xr-x 10
drwxr-xr-x 10

-rWr--r-- 1
SrTWr--r-- 1
SrWr--r-- 1
drwxr-xr-x 6
SrWr--r-- 1
SrWr--r-- 1
-rWr--r-- 1
drwxr-xr-x 4
drwxr-xr-x 5

For example:

00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi

ODODDDDDDDDDDDD

00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi

ODODDDDDDDDDDDD

893
4096

148
120
87524
163794
974145

11548
538956
1513
108

94

unzip ext-2.2.zip -d /var/lib/oozie
chown -R oozie:oozie /var/lib/oozielext-2.2

2008
2008
2008
2008
2008
2008
2008
2008
2008
2008
2008
2008
2008
15: 49

In Cloudera Manager Admin Console, go to the Oozie service.
4. Restart the Oozie service.

| NCLUDE_ORDER. t xt
exanpl es

resour ces

sour ce

buil d
ext-core.js

ext - core-debug. | s
ext-all-debug.js
adapt er
CHANGES. ht m
ext-all.js
l'icense.txt

docs

air

Y ou can use Oozie to define SLA limits for critical applications and actively monitor these jobs.

1

In the Cloudera Manager Admin Console, go to the Oozie service.
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Cloudera Runtime Oozie database configurations

2. Click the Configuration tab.
3. Locatethe Enable SLA Integration property or search for it by typing its name in the Search box.

4. Select Enable SLA Integration. This sets the required values for oozie.services.ext and oozie.service.EventHandl
erService.event.listenersin oozie-site.xml.

5. Enter a Reason for change, and then click Save Changes to commit the changes.
6. Restart the Oozie service.

The following properties are set by default when you enable Oozie SLA in Cloudera Manager. Y ou do not have to
explicitly define them, unless you want to modify any of these parameters:

oozi e. servi ce. SchemaSer vi ce. wWf . schenas

00zi e. servi ce. SchemaSer vi ce. coor d. schemas

oozi e. servi ce. SchemaSer vi ce. sl a. schenas

0o0zi e. servi ce. ELServi ce. groups

oozi e. servi ce. ELServi ce. constants. wWf -sl a- submi t
oozi e. servi ce. ELServi ce. ext.constants. coord-sl a-create
oozi e. servi ce. ELServi ce. functi ons. coord-sl a-create
oozi e. servi ce. ELSer vi ce. const ant s. coor d- sl a- subm t
oozi e. servi ce. ELSer vi ce. functi ons. coor d- sl a- subm t
0ozi e. servi ce. Event Handl er Servi ce.filter. app.types
0ozi e. servi ce. Event Handl er Ser vi ce. event . queue

0o0zi e. servi ce. Event Handl er Ser vi ce. queue. si ze

oozi e. servi ce. Event Handl er Ser vi ce. worker . i nterva
oozi e. servi ce. Event Handl er Ser vi ce. bat ch. si ze

oozi e. servi ce. Event Handl er Ser vi ce. wor ker . t hr eads
oozi e. sl a. servi ce. SLAServi ce. al ert. events

oozi e. sl a. servi ce. SLAServi ce. capacity

oozi e. sl a. servi ce. SLAServi ce. cal cul ator. i npl

oozi e. sl a. servi ce. SLAServi ce. job. event. | at ency
oozi e. sl a. servi ce. SLASer vi ce. check. i nterva

For oozie.da.service.SLAService.dert.events, only END_MISSis configured by default. To change the alert events,
explicitly set END_MISS, START_MISS, or DURATION_MISS, in Oozie Server Advanced Configuration Snippet
(Safety Valve) for oozie-site.xml.

Y ou can use Cloudera Manager to configure data purge settings, loading, and dumping the Oozie database.
Depending on the database that you are using with Oozie, you can set the timezone for the database.

Configuring an external database for Oozie

Y ou can change your Oozie configuration to control when datais purged to improve performance, reduce database
disk usage, or keep the history for alonger period of time. Limiting the size of the Oozie database can also improve
performance during upgrades.

All Oozie workflows older than 30 days are purged from the database by default. However, actions associated with
long-running coordinators do not purge until the coordinators complete. If, for example, you schedule a coordinator to
run for ayear, al those actions remain in the database for the year.
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In the Cloudera Manager Admin Console, go to the Oozie service.
Click the Configuration tab.

Type purge in the Search box.

Set the following properties as required for your environment:

> w NP

» Enable Purge for Long-Running Coordinator Jobs

Select this property to enable purging of long-running coordinator jobs for which the workflow jobs are older
than the value you set for the Days to Keep Completed Workflow Jobs property.

» Daysto Keep Completed Workflow Jobs

» Daysto Keep Completed Coordinator Jobs

» Daysto Keep Completed Bundle Jobs
5. Enter aReason for change, and then click Save Changes to commit the changes.
6. Select ActionsRestart to restart the Oozie Service.

Y ou must configure the database in which to load your Oozie data, create the required database tables, and then load
the Oozie database.

1. Stop the Oozie server (in HA mode, stop all Oozie servers).
2. Install and configure the empty database in which to load your Oozie data.

The db.version of the database must match the db.version of the dump file.
3. Select Actions Create Oozie Database Tables.

Confirm you want to create the database tables by clicking Create Oozie Database Tables.
4. Verify Database Dump Fileis set correctly.

a) Inthe Cloudera Manager Admin Console, click the Oozie service.

b) Go to the Configuration page.

c) Select Scope Oozie Server .

d) Select Category Database .
5. Select Actions Load Database .

Confirm you want to dump the database to the specified location by clicking Load Database.
6. Select Actions Start .

Confirm you want to start the service by clicking Start.

Y ou must stop the Oozie server, specify the location to which you want to dump the Oozie database, and then
perform the dumping operation.

1. Stop the Oozie server (in HA mode, stop all Oozie servers).
2. Inthe Cloudera Manager Admin Console, go to the Oozie service status page.
3. Select Actions Stop .

Confirm you want to stop the service by clicking Stop.
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4. Specify Database Dump File.
a) Go to the Configuration page.
b) Select Scope Oozie Server .
c) Select Category Database .
d) Set afilelocation for the Database Dump File.
5. Select Actions Dump Database .
Confirm that you want to dump the database to the specified location by clicking Dump Database.

During the export process, Cloudera Manager fetches and writes the database content a compressed zip specified
by the Database Dump File property.

Depending on the type of database you are using with Oozie, you must configure specific properties for setting the
database timezone.

Cloudera recommends that you set the timezone in the Oozie database to GMT. Databases do not handle Daylight
Saving Time (DST) shifts correctly. There might be problems if you run any Coordinators with actions scheduled to
materialize during the one-hour period that getslost in DST.

Important: Changing the timezone on an existing Oozie database while Coordinators are already running
might cause Coordinators to shift by the offset of their timezone from GMT one time after you make this
change.

For more information about how to set your database's timezone, see your database's documentation.

There are certain prerequisites that must be fulfilled for configuring TLS/SSL for Oozie.

« Keystores for Oozie must be readable by the oozie user. This can be a copy of the Hadoop services' keystore with
permissions set to 0440 and owned by the oozie group.
e Truststores must have permissions set to 0444, which means that all users can read them.

» Specify absolute paths to the keystore and truststore files. These settings apply to al hosts on which daemon roles
of the Oozie service run so the paths you choose must be valid on all hosts.

« |f thereisaDataNode and an Oozie server running on the same host, they can use the same certificate.

Y ou can edit propertiesto enable TLS/SSL for Oozie, specify the keystore file location on the local file system, and
set the password for the keystore.

Open the Cloudera Manager Admin Console and go to the Oozie service.
Click the Configuration tab.

In the Search field, type TLS/SSL to show the Oozie TLS/SSL properties.

Edit the following TLS/SSL properties according to your cluster configuration.

A w DN

Enable TLS/SSL for Oozie Check thisfield to enable TLS/SSL for Oozie.
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Property Description

Oozie TLS/SSL Server IKS Keystore | Location of the keystore file on the local file system.
File Location

Oozie TLS/SSL Server IKSKeystore | Password for the keystore.
File Password

5. Click Save Changes.
6. Restart the Oozie service.

Additional considerations when configuring TLS/SSL for
Oozie HA

To enable clients to connect to Oozie servers (the target servers) through the load balancer using TLS/SSL, configure
the load balancer for TLS/SSL pass-through.

This means that the load balancer does not perform encryption or decryption but instead passes traffic from clients
and servers to the appropriate target host. See the documentation for your load balancer for details.

Related Information

Configuring Oozieto use HDFS HA

Configure Oozie client when TLS/SSL is enabled

Y ou must configure the Oozie client if TLS/SSL is enabled in your cluster. Y ou can configure the Oozie command
line client using either the JDK certificate store or using the trust-store file.

Procedure

Using JDK Certificate Store
* Import the certificate into the JDK certificate store. For example,

keyt ool -keystore </usr/javal/default/lib/security/cacerts> -inport -trus
tcacerts -alias autotls -file </opt/cloudera/ CMCA/trust-store/cm aut o-gl
obal _cacerts. pem> --storepass changeit -nopronpt

Y ou must specify the IDK/JRE certificate file location with the -keystore parameter and the certificate you want
to import with the -file parameter.

Using Trust Store
e Manually specify the trust-store and trust-store password for the Oozie command line client. For example,

oozie -Djavax.net.ssl.trustStore={trustStoreFile} -D avax.net.ssl.trustS
t or ePasswor d={t rust St or ePassword} jobs -oozie https://{oozieHost}: {oozie
Port}/oozie
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