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Audit Overview

Apache Ranger provides a centralized framework for collecting access audit history and reporting data, including
filtering on various parameters. Ranger enhances audit information obtained from Hadoop components and provides
insights through this centralized reporting capability.

Ranger plugins support storing audit data to multiple audit destinations.

Solr

The Solr audit destination is a short term audit destination (with a default TTL of 90 days) managed

by Solr which can be configured by a Ranger Admin user. The Ranger Admin Web Ul displaysthe

access audit data from the audit data stored in Solr.

HDFS

The HDFS audit destination is along term audit destination for archival/compliance purposes. The

HDFS audit destination has no default retention/purge period. A customer must manage the storage/

retention/purge/archival of audit data stored in HDFS manually.

Configuring Ranger audit properties for Solr

Configuring Ranger audit properties for HDFS

To explore options for auditing policiesin Ranger, click Audit in the top menu.

Ranger UAccess Manager [ Audit

Security Zone % Settings

ﬂ‘ admin

Access Admin Login Sessions

Q START DATE: 07/21/2019

Exclude Service Users :

Policy ID Policy Version Event Time ¥

3 1 07/21/2019 12:21:35 PM
3 1 07/21/2019 12:16:30 PM
3 1 07/21/2019 12:11:30 PM
3 1 07/21/2019 12:06:30 PM

Application

hbaseMaster

hbaseMaster

hbaseMaster

hbaseMaster

There are six tabs on the Audit page:

* Access

e Admin

e Login ons
e Plugins

e Plugin Status

e User Sync

Plugins

User

hbase

hbase

hbase

hbase

Plugin Status

Service Resource
Name / Type Name / Type
cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

Access Type  Result

balance

balance

balance

balance

Access Enforcer

| ranger-acl

Il ranger-acl

1| ranger-acl

ranger-acl

1 t0 25'0f 149 [[IEE R VI EVE R 1T R 07/21/2019 12:24:11 PM

Agent Host Name

dhoyle-7-1-1.vpc.cloudera.com

dhoyle-7-1-1.vpc.cloudera.com

dhoyle-7-1-1.vpc.cloudera.com

dhoyle-7-1-1.vpc.cloudera.com

ClientIP C

[

C
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View audit details

How to view operation detailsin Ranger audits.

Procedure
To view details for a particular operation, click any tab, then Policy ID, Operation name, or Session ID.
Audit > Access: HBase Table

Ranger UAccess Manager Security Zone
Policy Details
Access Admin Login Sessions Plugins Plugin Status User Sync 4
= Sorvice Name : cm_hbase Service Type : hbase
Policy Details :
Policy Type =
Q START DATE: 07/21/2019 Policy ID 3]
Version (]
Policy Name al - table, column-famil, column [Enabiod ]
Exclude Service Users : Entries : [ HBaseTeble
HBase Column-family [incivce }
Service Resource Heese Column =
Description Policy foral - table, colum-family, column
Policy ID Policy Version Event Time ¥ Application User Name/Type Name/Type Access Type Result Acces§ AudiLogging
Policy Labels
cm_hbase - -
3 1 07/21/2019 12:51:30 PM  hbaseMaster hbase hb. - balance LUl el rangerfl  Allow Condition :
ase
Version 1
cm_hbase - - " m
3 1 07/21/2019 12:46:30 PM  hbaseMaster hbase - balance Allowed g
hbase
cm_hbase
3 1 07/21/2019 12:41:30 PM  hbaseMaster hbase hb - balance ragflger-acl dhoyle-7-1-1.vpc.cloudera.com [}
ase
cm_hbase
3 1 07/21/2019 12:36:30 PM  hbaseMaster hbase hb = balance ranger-acl dhoyle-7-1-1.vpc.cloudera.com [¢]
ase
cm_hbase
3 1 07/21/2019 12:31:31 PM  hbaseMaster hbase hb - balance ranger-acl dhoyle-7-1-1.vpc.cloudera.com [¢]
ase
cm_hbase
3 1 07/21/2019 12:26:30 PM  hbaseMaster hbase hb - balance ranger-acl dhoyle-7-1-1.vpc.cloudera.com C
ase

~m hhaca
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Audit > Admin: Update

Rangel’ UAccess Manager Audit Security Zone & Settings admin
nccess Aamin Login sessions rugins Fugn staws user syne

Q Search for your access logs.

Entries : FYRIEL)Last Updated Time : [ZZEIITEREE] (2
Operation Audit Type User Date ( Eastern Daylight Time ) Actions. Session 1d

Service updated tag_service2 Ranger Service admin 07/21/2019 01:09:34 PM 40
Group created temp_smployees Ranger Group admin  07/20/2019 02:15:05 PM 38
Group created audit Ranger Group admin 07/18/2019 04:18:42 PM 35
Exported policies Ranger Policy admin  07/17/2019 03:06:22 PM 2
Service updated tag._service Ranger Service 07/15/2019 04:11:25 PM
Policy created EXPIRES_ON Ranger Policy 07/15/2019 04:11:25 PM
poicy created] - Operation : update »

20
Securty Zone|| Name :tag_service2 Added " Deleted I ,,

Date :07/21/2019 01:09:34 PM Eastern Daylight Time

Policy created] Updated By : admin 27
Policy created] ~ Service Details : 27
Policy created] e o vatue New Value 27
poicy created]  gonico Doscription - ~ 27
Policy created]  Service Name tag_tag tag_service2 27
Security Zone| 27
Policy created] 27
oy creted E|-

y 27
Policy created all - global Ranger Policy admin  07/14/2019 05:04:32 PM [Croato] 27
Policy created all - hiveservice Ranger Policy admin  07/14/2019 05:04:32 PM [Create] 27
User created auditor! Ranger User admin 07/14/2019 05:02:58 PM  Create | 27
Service updated cm_nifi registry Ranger Service: 0711172019 11:30:39 AM paate
Policy created EXPIRES_ON Ranger Policy 07/11/2019 11:30:39 AM  Create |

—
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Audit > Admin: Create

Access Aamin Login >essions Fiugins Fiugin Status user sync

Q Search for your access logs...

Entries : X “7)|Last Updated Time : i+
Operation Audit Type User Date ( Eastern Daylight Time ) Actions Session Id
Service updated tag_service2 Ranger Service admin 07/21/2019 01:09:34 PM 40
Group created temp_employees Ranger Group admin 07/20/2019 02:15:05 PM | Create 38
Group created audit Ranger Group admin 07/18/2019 04:18:42 PM EE3 35
Exported policies Ranger Policy admin 07/17/2019 03:06:22 PM Export Json 32
Service updated tag_service1 Ranger Service 07/15/2019 04:11:25 PM
Policy created EXPIRES_ON Ranger Policy 07/15/2019 04:11:25 PM
Service created tag_tag Ranger Service 07/15/2019 04:11:25 PM
Policy created EXPIRES_ON Ranger Policy admin 07/15/2019 04:11:24 PM 29
Service created tag_service1 Ranger Service admin 07/15/2019 04:11:24 PM 29
Security Zone created security-zone2 Ranger Security Zone admin 07/14/2019 05:24:36 PM 27
Policy created all - database, udf Ranger Policy admin 07/14/2019 05:24:36 PM 27
Policy created all - database, table, column Ranger Policy admin 07/14/2019 05:24:36 PM 27
Policy created all - url Ranger Policy admin 07/14/2019 05:24:36 PM 27
Ral tadall alohal Rangar Pl acimin 07/14/2010 05:24:36 P\ 27
Operation : create 27
Name : security-zone2 27
Date :07/14/2019 05:24:36 PM Eastern Daylight Time
Created By : admin 27
Zone Details : 27
Fields : New Value 27
Zone Description -
Zone Audit User Groups - o
Zone Audit Users auditor! 27
Zone Admin User Groups -
27
Zone Admin Users admin
Zone Tag Services om_tag
Zone Name security-zone2 =
Zone Service Details :
Service Name Zone Service Resources
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Ranger UAccess Manager [ Audit Security Zone & Settings

Access Admin Login Sessions Plugins Plugin Status User Sync

Q START DATE: 07/21/2019

SR TCH 10 25 0f 803 [N VT EIC iy P 07/21/2019 01:23:45 PM &)
{ Number Of New Number Of Modified
User Name Sync Source Users Groups Users Groups Event Time ¥ Sync Details
rangerusersync Unix 0 0 0 0 07/21/2019 01:22:48 PM @
rangerusersync Unix 0 0 0 0 07/21/2019 01:21:48 PM
rangerusersync Unix 0 0 0 0 07/21/2019 01:20:48 PM @
rangerusersync Unix 0 0 0 0 07/21/2019 01:19:48 PM @
rangerusersync Unix 0 0 0 0 07/21/2019 01:18:48 PM @
rangerusersync Unix 0 0 0 0 07/21/2019 01:17:48, @
rangerusersync Unix 0 0 0 0 07/21/2019 01:48: @
rangerusersync Unix sync Details :15:48 PM @
rangerusersync Unix :14:48 PM @
rangerusersync Unix Name Value :13:48 PM @
rangerusersync Unix Unix nss :12:48 PM ®
— File Name /etc/passwd
rangerusersyn — Sync time 07/21/2019 10:21:48 AM 1148 PM @
rangerusersyno — Last modified time 12/31/1969 04:00:00 PM 10:48 PM e
rangerusersync Unix Minimum user id 500 :09:48 PM @
rangerusersync Unix Minimum group id 0 :08:48 PM @
rangerusersync Unix Total number of users synced 35 .07:48 PM P
S Total number of groups synced 39

rangerusersync Unix :06:48 PM @
rangerusersync Unix :05:48 PM @®
rangerusersync Unix m :04:48 PM @
rangerusersync Unix :03:48 PM @

| rangerusersync Unix 0 0 0 0 07/21/2019 01:02:48 PM @
rangerusersync Unix 0 0 0 0 07/21/2019 01:01:48 PM @
rannanicaraun~ Unix n n n n N7/91/901Q N1:0N-47 DM S

Creating aread-only Admin user (Auditor) enables compliance activities because this user can monitor policies and
audit events, but cannot make changes.

When a user with the Auditor rolelogsin, they see aread-only view of Ranger policies and audit events. An Auditor
can search and filter on access audit events, and access and view al tabs under Audit to understand access events.
They cannot edit users or groups, export/import policies, or make changes of any kind.

1. Select Settings > Users/Groups/Roles.
2. Click Add New User.
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3. Complete the User Detail section, selecting Auditor asthe role:

Ran er UAccess Manager [ Audit %) Security Zone ¥ Settings % admin
(V]

Users/Groups/Roles

User Detail

UserName * | auditor1 o

New Password * | eeeeeees (i)

Password Confirm * | eseseees (i)

First Name * | Audrey i)

Last Name (i}

Email Address (i}
Select Role * [ Auditor :J

[T audit | +

Save Cancel

4. Click Save.

Configuring Ranger audit properties for Solr
How to change the default time settings that control how long Ranger keeps audit data collected by Solr.

About this task

The Solr audit destination is intended to store short term audit records .Y ou can configure parameters that control how
much data collected by Solr that Ranger will store for auditing purposes.

Table 1. Ranger Audit Configuration Parameters for Solr

Parameter Name Description Default Units
Setting

ranger.audit.solr.config.ttl Time To Live for Solr Collection of Ranger Audits

ranger.audit.solr.config.delete.triggerAuto Delete Period in seconds for Solr Collection of | 1 days (configurable)
Ranger Audits for expired documents

Note: "Time To Livefor Solr Collection of Ranger Audits" is also known as the Max Retention Days
attribute.

Procedure

1. From Cloudera Manager choose Ranger Configuration .
In Search, type ranger.audit.solr.config, then press Return.
In ranger.audit.solr.config.ttl, set the the number of days to keep audit data.

In ranger.audit.solr.config.delete.trigger set the number and units (days, minutes, hours, or seconds) to keep data
for expired documents

Eal S N




Cloudera Runtime Managing Auditing with Ranger

5. Refresh the configuration:

a) Click Refresh Configuration, as prompted.
b) In Actions, click Update Solr config-set for Ranger, then confirm.

Configuring Ranger audit properties for HDFS

How to change the settings that control how Ranger writes audit records to HDFS.

About this task
The HDFS audit destination isintended to store long-term audit records.
Y ou can configure whether Ranger stores audit recordsin HDFS and at which location.

Y ou must purge long term audit records stored in HDFS manually.

Table 2: Ranger Audit Configuration Parameters for HDFS

Parameter Name Description Default Units
Setting

ranger_plugin_hdfs_audit_enabled | controls whether Ranger writes audit records to true
HDFS

ranger_plugin_hdfs_audit_url location at which you can access audit records <hdfs.host_name>dtring
written to HDFS ranger/audit

Note: You can aso disable storing ranger audit data to hdfs in each service specifically by setting
E xasecure.audit.destination.hdfs=false in that service.

Procedure

1. From Cloudera Manager choose Ranger Configuration .

In Search, type ranger_plugin, then press Return.

In ranger_plugin_hdfs_audit_enabled, check/uncheck RANGER-1 (Service Wide)

In ranger_plugin_hdfs_audit_url type avalid directory on the hdfs host.

Refresh the configuration, using one of the following two options:

a) Click Refresh Configuration, as prompted or, if Refresh Configuration does not appear,
b) InActions, click Update Solr config-set for Ranger, then confirm.

o~ wD

What to do next
(Optional)

Y ou may want to delete older logs from HDFS. Cloudera provides no feature to do this. Y ou may accomplish this
task manually, using a script.

E Note
The following example script is not supported by Cloudera. It is shown for reference only. Y ou must test this
successfully in atest environment before implementing it in a production cluster.

Y ou must specify the audit log directory by replacing the 2nd line hdfs dfs -Is /<path_to>/<audit_logs> in the
example script.

Y ou may also include the -skipTrash option, if you choose, on 7th line in the script.
HEHHHHHH R

t oday="date + ¥%'"
hdfs dfs -lIs /<path_to>/<audit_logs> | grep "~d" | while read line ; do

10
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dir_date=$(echo ${line} | awk '{print $6}"')
difference=$(( ( ${today} - $(date -d ${dir_date} +%) ) / ( 24*60*60 ) ))
fil ePat h=$(echo ${line} | awk '{print $8}')

if [ ${difference} -gt 30 ]; then
hdfs dfs -rm-r $filePath

fi

done

HHHHHHHHHHHHHH

How to do acleanup of hdfsfiles older than a certain date using a bash script

Y ou can use Ranger audit filters to control the amount of audit log data collected and stored on your cluster.

Ranger audit filters allow you to control the amount of audit log data for each Ranger service. Audit filters are defined
using a JSON string that is added to each service configuration. The audit filter JSON string is a simplified form of
the Ranger policy JSON. Audit filters appear as rowsin the Audit Filter section of the Edit Service view for each
service. The set of audit filter rows defines the audit log policy for the service. For example, the default audit log
policy for the Hadoop SQL service appearsin Ranger Admin web Ul Service Manager Edit Service when you

scroll down to Audit Filter. Audit Filter is checked (enabled) by default. In this example, the top row defines an audit
filter that causes all instances of "access denied" to appear in audit logs. The lower row defines afilter that causes no
metadata operations to appear in audit logs. These two filters comprise the default audit filter policy for Hadoop SQL
service.

1 ’Ranger U Access Manager D) Audit (1) Security Zone $# Settings & admin ~
Last Response Time : 05/26/2021 02:07:31 PM
Audit Filter :
Is Audited Access Result Resources Operations Permissions Users Groups Roles

- Add Permissions

Yes v DENED x|v| - J/|TypeActionName || correepeemsesseesses n

-] *

. Add Permissions

No v ele e M % METADATA OPERATION | =~ T s o n

Test Connection

Default audit filters for the following Ranger service appear in Edit Services and may be modified as necessary by
Ranger Admin users.

11
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Audit Filter : @

o v oene> - as Ty Actan Name +] [sooateer sot o oot ol a
Yes v Select Value - [ delete] [ rename | + ‘Select User Selet Group Select Rol n
[ iststatus | [ gettieinto |
P om ) e [ ]
path:/user/oozie/share/lio [ recursive |
No v Select Value . Type Action N + ozie Ject G Select Rolg [ x|
as
path:/user/spark/applicationkistory. [ rocursive |
No v Seloct Value - Type Action Name * spark] Select Group ‘Select Rl
as =
Select Value - peluseme e Type Action Name [ hue Select Group Select Fol
) as =
pathimbase [ recursio |
a= =
pathifusertistory [ recursve §
a= ) =
Hbase
Figure 3: Default audit filters for the Hbase service
Audit Filter :
o " as . G —— —— [ ]
o v [ e e : = a
an
No v oy o oo ] s Grou a
Hadoop SQL
Figure 4: Default audit filters for the Hadoop SQL service
Audit Filter :
o v e s on sootl a
Knox
Figure 5: Default audit filters for the Knox service
Audit Filter :

Solr

Figure 6: Default audit filters for the Solr service

12
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1e Aucitod p— e [ e = s Rotes
[ ]
= [hive) [ hets) [ katka)
o v Sovrtane s e s - Saoaron a
o| () ()
Kafka
Figure 7: Default audit filters for the Kafka service
Is Audited Access Result Resources Operations Permissions Users Groups Roles
- Add
Yes v DENIED Type Action Name _Permissions | geject User Select Group Select Role n
(-] | *
topic:ATLAS_ENTITIES,
ATLAS_HOOK,  describe | | % publish | Add ]
No v Select Value ATLAS_SPARK_HOOK e _Permissions [ atias | Select Group Select Role n
* consume . —
topic:ATLAS_HOOK Add  hive | [% hbase | [ impala |
No Select Value * publish | [ describe | _Permissions | Select Group Select Role n
. . + * nifi |
topic:ATLAS_ENTITIES Add
No v Select Value % consume | [ x describe | Permissions [ Select Group Select Role n
+
Add
No v Select Value % consume Permissions || [ atlas | [x Select Group Select Role n
+
~ Add
No W Select Value Type Action Name _Permissions | [x yafka Select Group Select Role n
+
Ranger KMS
Figure 8: Default audit filters for the Ranger KMS service
Is Audited Access Result Resources Operations Permissions. Users Groups. Roles.
Yes v DENIED x Type Action Name Add Permissions |+ Select User Select Group Select Role
(-] ] a
No v Select Value * read [ keyadmin | Seloct Group Select Role n
Atlas
Figure 9: Default audit filters for the Atlas service
Is Audited Access Result Resources Operations Permissions Users Groups Roles
- Add Permissions
Yes v DENIED Type Action Name | TTTTTT ; """" Select User Select Group Select Role n
/Add Permissions
No v Select Value Type Action Name || T 1 | x atlas. Select Group Select Role n
Figure 10: Default audit filters for the ADLS service
Is Audited Access Result Users Groups Roles
Add
Yes v DENIED Type Action Name _Permissions  Select User Select Group Select Role n
+
| % get-status | | x read |
No v Select Value ‘7| ‘ S [ hive | [ hbase | [x hdfs Select Group Select Role n
x list -

13
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=T e | B - -
- om o
o v = . a
s PR R P o
o v o
o v AT = o

..... - o P v

9 == - a

Note:
E Default audit filter policies do not exist for Yarn, NiFi, NiFi Registry, Kudu, or schemaregistry services.

Y ou can configure an audit filter as you add or edit a resource- or tag-based service.

1. In Ranger Admin web Ul Service Manager clcik Add or Edit for either aresource-, or tag-based service.

Scroll down to Audit Filter.

3. Click Audit Filter flag.
Y ou configure a Ranger audit filter policy by adding (+), deleting (X), or modifying each audit filter row for the
service.

N

14
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4. Usethe controlsin the filter row to edit filter properties. For example, you can configure:

Is Audited: choose Yesor No

Resources; Add or Delete aresourceitem

Operations: Add or Remove an action hame

(click x to remove an existing operation)

Permissions: Add or Remove permissions

Users: click Select User to seealist of defined users

to include one or multiple usersin the audit log filter
Groups: click Select Group to see a list of defined groups

to include one or multiple groupsin the audit log filter
Roles: click Select Roleto see alist of defined roles

to include one or multiple rolesin the audit log filter

to include or not include afilter in the audit logs for a service
Access Result: choose DENIED, ALLOWED, or NOT_DETERMINED

to include that access result in the audit log filter

to include or remove the resource from the audit log filter

to include the action/operation in the audit log filter

a. Click +in Permissions to open the Add dialog.
b. Select/Unselect required permissions.

For example, in HDFS service select read, write, execute, or All permissions.

When you save the Ul selections described in the preceding list, audit filters are defined as a JSON list. Each
service references a unique list.

For example, ranger.plugin.audit.filters for the HDFS service includes:

[

{
"accessResul t": " DEN ED",

"i sAudi ted":true

},

"users":|
"unaudi t ed- user 1"

]

: roups": [
"unaudi t ed- gr oup1"
] il
"roles":|
"unaudi t ed-rol el"

| sAudi ted": f al se
}1
{

"actions": [
"listStatus",
"getfileinfo"
] L]
"accessTypes": [
"execut e"

1.

15
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"i sAudited": fal se
}1

{

"resources": {
"pat h": {

"val ues": [

"/ audited"

] il

"i sRecursive":true

i sAudi ted": true

P R W )

"resources": {
"pat h": {

"val ues": [

"/ unaudi t ed"

1,

"i sRecursive":true

i sAudi ted": f al se

—_——— s

e Eachvaueinthelist isan audit filter, which takes the format of a simplified Ranger policy, along with access
resultsfields.
e Audit filters are defined with rules on Ranger policy attributes and access result attributes.

« Policy attributes: resources, users, groups, roles, accessTypes
» Access result attributes: isAudited, actions, accessResult
* Thefollowing audit filter specifies that accessResult=DENIED will be audited.

TheisAudited flag specifies whether or not to audit.

{"accessResul t":"DEN ED', "i sAudi t ed": t rue}
« Thefollowing audit filter specifiesthat “resource => /unaudited” will not be audited.

{"resources":{"path":{"val ues":["/
unaudi ted"], "i sRecursive":true}}, "i sAudited": fal se}

« Thefollowing audit filter specifies that access to resource database=> sys table=> dump by user “use2” will not
be audited.

{"resources": {"dat abase": {"val ues":["sys"]}, "table":{"val ues":
["dunp"]}},"users":["user2"],"isAudited": fal se}

« Thefollowing audit filter specifies that access result in actions => listStatus, getfilelnfo and accessType =>
execute will not be audited.

{"actions":["listStatus","getfileinfo"],"accessTypes":
["execute"],"isAudited":fal se}
« Thefollowing audit filter specifies that access by user "superuser1" and group "supergroupl” will not be audited.

{"users":["superuser1"], "groups":["supergroupl”],"isAudited":fal se}
« Thefollowing audit filter specifies that access to any resource tagged as NO_AUDIT will not be audited.

{"resources":{"tag": {"values":["NO AUDI T"]}}, "i sAudi ted": fal se}

16
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Y ou can set specific audit filter conditions for each service, using Create/Edit Service.

Creating audit filters for a service using the Ranger Admin Web Ul can prevent audit logs from being sent to
destinations like SOLR and HDFS.

1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Audit Filters.
a) Verify that Audit Filter is checked.

Optionally, define any of the following to include in the filter definition:
Is Audited

Defines whether audit logs are stored or not.

Is Audited=Y es: stores audit recordsin the defined audit destination.

Is Audited=No: do not store audit records.
Access Results

Denied, Allowed, or Not Determined

select to filter access=denied, access=allowed or all by selecting access=Not determined.
Resource

use Resource Details to include or exclude specific resources such as databases, tables, or columns.
Operations

select specific operationsto filter

Note: For Operationsfield, you can refer to the Ranger access audit page and find out
E the available access types.

Permissions
select specific permissions
Users, Groups, Roles

select specific users, groups, and roles
b) Click Save.

Audit Filter :

Is Audited Access Result Ri O i Permissi Users Groups Roles

Yes v ALLOWED n Type Action Name systest X Select... Select... n
4

3. Testyour filtersto verify that defined audit filters perform as expected.

Defining specific filtering properties can prevent access logs for service users from being stored in the configured
audit destination, if Is Audited = No.
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You can limit display of system access/audit log records generated by service usersin each service.

This topic describes how to limit the display of access log records on the Access tab in the Ranger Admin Web UI.

1. Goto Ranger Admin Web Ul Audit Access.
2. Check the Exclude Service Users box, as shown in:

@ Ranger U Access Manager [ Audit Security Zone %+ Settings

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
o
Q Search for your access audits...
i(clude Service Users: Last Updated Time: [{EIPZ7P Xl PEP2r AT | Entries: n <2 Columns~
V|
Policy ID Policy Version Event Time V¥ Application User Service (Name / Type)  Resource (Name / Type) Access Type

5

Licensed under the Apache License, Version 2.0
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3. Define specific component services and users for access logs to filter out, in ranger-admin-site.xml.
a) Goto ClouderaManager Ranger Configuration
b) In Search, type ranger-admin-site.

c) Definethefollowing properties:
Name
ranger.plugins.<service_name>.serviceuser
Value
<service_name>
Name
ranger.access ogs.exclude.users.list
Value
userl, user2

Figure 16: Filtering out service and user logs for Hive service

Ranger Admin Advanced Ranger Admin Default Group 'O Undo
Configuration Snippet (Safety View as XML
Valve) for conf/ranger-admin- ]
site.xml Name ranger.accesslogs.exclude.users.list o ®
& conf/ranger-admin-
site.xml_role_safety_valve Value test1
Description
(] Final
Name ranger.plugins.hive.serviceuser o @
Value hive
Description
(] Final

4. Click Save Changes (CTRL+S).
5. Restart the Ranger service.

Results

Setting Exclude Service Users to true and defining specific filtering properties prevents audit logs from service users
from appearing on Ranger Admin Web Ul Audit Access, but does NOT prevent access logs for service users from
being generated in Solr.
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Y ou can exclude audit records for specific users, groups, and roles from each service from appearing in the Ranger
Ul.

Ranger default log functionality creates audit log records for access and authorization requests, specifically around
service accounts such as hbase, atlas and solr. Writing so much data to solr can limit the availability of Solr for further
usage. This topic describes how to exclude audit records for specific users, groups, and roles from each service from
appearing in the Ranger UI. Excluding specific users, groups or roles is also known as creating a blacklist for Ranger
audits.

1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Config Properties Add New Configurations .
3. Remove al audit filters from the existing service.
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4. Click +, then type one of the following property names:

* ranger.plugin.audit.exclude.users
 ranger.plugin.audit.exclude.groups
 ranger.plugin.audit.exclude.roles

followed by one or more values.

E Note: You can include multiple values for each exclude property using a comma-separated list.

Figure 17: Adding an exclude users property to the HadoopSQL service

[%‘ Rang-er U Access Manager [1Audit Security Zone % Settings

Last Response Time: 05/23/2023 03:32:52 PM
Add New Gonfigurations Name Value
tag.download.auth.users hive,hdfs,impala n
policy.download.auth.users hive,hdfs,impala n
policy.grantrevoke.auth.users hive,impala n
enable.hive.metastore.lookup true n
default.policy.users impala,hive,hue,beacon,admin,dpj n
hive.site.file.path /etc/hive/conf/hive-site.xml n
ranger.plugin.audit.exclude.users| testuser2 n
*
b _d

After adding the above configuration; if testuser2 user performs any actions for HadoopSQL service, Audit
Access logswill not appear in the Ranger Ul, but are still sent to Solr.

Similarly, you can exclude (or blacklist) users belonging to a particular group or role by adding a user-specific or
role-specific configuration.

Changing Ranger audit storage location and migrating
data

How to change the location of existing and future Ranger audit data collected by Solr from HDFSto alocal file
system or from alocal file system to HDFS.

Before you begin

» Stop Atlasfrom Cloudera Manager.
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e |If using Kerberos, set the SOLR_PROCESS DIR environment variable.

# export SOLR PROCESS DI R=$(ls -1dtr /var/run/cl oudera-scm agent/ process/
*SOLR SERVER | tail -1)

Starting with Cloudera Runtine version 7.1.4/ 7.2.2, the storage location for ranger audit data collected by Solr
changed to local file system from HDFS, as was true for previous versions. The default storage location Ranger audit
data storage location for Cloudera Runtine-7.1.4+ and Cloudera Runtine-7.2.2+ installationsis local file system. After
upgrading from an earlier Cloudera platform version, follow these steps to backup and migrate your Ranger audit data
and change the location where Solr stores your future Ranger audit records.

« Thedefault value of the index storage in the local file system is /var/lib/solr-infra. Y ou can configure this, using

Cloudera Manager Solr Configuration "Solr Data Directory" .

» Thedefault value of the index storage in HDFS is/solr-infra. Y ou can configure this, using Cloudera Manager
Solr Configuration "HDFS Data Directory" .

1. Create HDFS Directory to store the collection backups.

Asan HDFS super user, run the following commands to create the backup directory:

# hdfs dfs -nkdir /solr-backups
# hdfs dfs -chown solr:solr /solr-backups

2. Obtain valid kerberos ticket for Solr user.

# kinit -kt solr.keytab sol r/$(hostnane -f)
3. Download the configs for the collection.

# solrctl instancedir --get ranger_audits /tnp/ranger_audits
# solrctl instancedir --get atlas configs /tnp/atlas_configs

4. Modify the solrconfig.xml for each of the configs for which data needs to be stored in HDFS.
In /tmp/<config_name>/conf created during Step 3., edit properties in the solrconfig.xml file as follows:

*  When migrating your data storage location from alocal file system to HDFS, replace these two lines:

<di rectoryFactory nane="DirectoryFactory"
class="${sol r.directoryFactory: sol r. NRTCachi ngDi r ect oryFact ory}" >
<l ockType>${sol r. | ock. type: nati ve} </l ockType>

with

<di rectoryFactory nanme="Di rect oryFactory"
class="${sol r.directoryFactory: org. apache. sol r. core. Hdf sDi rect oryFact ory}" >
<l ockType>%${sol r. | ock. type: hdf s} </l ockType>

* When migrating your data storage location from HDFS to alocal file system, replace these two lines:

<di rectoryFactory nanme="Di rect oryFact ory"
class="${sol r.directoryFactory: org. apache. sol r. core. Hdf sDi rect oryFact ory}">
<l ockType>${sol r. | ock. type: hdf s} </| ockType>

with
<di rectoryFactory nane="Direct oryFact ory"

cl ass="${solr.directoryFactory:sol r. NRTCachi ngDi r ect oryFactory}" >
<l ockType>${sol r. | ock. type: nati ve}</| ockType>
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5. Backup the Solr collections.
* When migrating your data storage location from alocal file system to HDFS, run:

# curl -k --negotiate -u : "https://$(hostnane

-f): 8995/ sol r/ admi n/ col | ecti ons?acti on=BACKUP&nane=vert ex_ backupé&col |
ection=vertex_index&

| ocati on=hdf s:// <Nanenode_ Host nane>: 8020/ sol r - backups&async=vert ex_back

up"

In the preceding command, the important points are name, collection, and location:
name

specifies the name of the backup. It should be unique per collection
collection

specifies the collection name for which the backup will be performed
location

specifies the HDFS path, where the backup will be stored

Repeat the curl command for different collections, modifying the parameters as necessary for each collection.

The expected output would be -

"responseHeader": {

"status":O0,

"Qri me": 10567},

"success": {

"Sol r _Server _Host nane: 8995_sol r": {
"responseHeader": {
"status":0,
"Qri me": 8959111}

« When migrating your data storage location from HDFS to alocal file system:

Refer to Back up a Solr collection for specific steps, and make the following adjustments:

e |f TLSisenabled for the Solr service, specify the trust store and password by using the
ZKCLI_JVM_FLAGS environment variable before you begin the procedure.

# export ZKCLI JVM FLAGS="-Dj avax. net.ssl.trust Store=/path/to/
truststore.jks -Dj avax.net.ssl.trust StorePassword="

» Create Snapshot

# solrctl --jaas $SOLR PROCESS DI R/jaas. conf collection --create-
snapshot <snapshot nanme> -c¢ <col |l ecti on_nane>

» or usethe Solr API to take the backup:

curl -i -k --negotiate -u : "https://(hostnane -f):8995/solr/adm n/

col |l ections?

act i on=BACKUP&namne=r anger _audi t s_bkp&col | ecti on=ranger _audi t s& ocati on=/
pat h/t o/ sol r - backups"

e Export Snapshot

# solrctl --jaas $SOLR PROCESS DI R/jaas. conf collection
--export-snapshot <snapshot nane> -c¢ <col |l ecti on_nane> -d
<desti nation_directory>

Note: The <destination_directory> is a HDFS path. The ownership of this directory should be
solr:solr.
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6. Update the modified configs in Zookeeper.

# solrctl --jaas $SOLR PROCESS DI R/j aas. conf instancedir --update
atlas_configs /tnp/atlas_configs

# solrctl --jaas $SOLR PROCESS DI R/j aas. conf instancedir --update
ranger _audits /tnp/ranger_audits

7. Deletethe collections from the original location.

All instances of Solr service should be up, running, and healthy before deleting the collections. Use Cloudera
Manager to check for any alerts or warnings for any of the instances. If alerts or warnings exist, fix those before
deleting the collection.

# solrctl collection --del ete edge_i ndex

# solrctl collection --delete vertex_index

# solrctl collection --delete fulltext index
# solrctl collection --delete ranger_audits

8. Verify that the collections are deleted from the original location.
# solrctl collection --1ist
Thiswill give an empty result.
9. Verify that no |leftover directories for any of the collections have been deleted.

*  When migrating your data storage location from alocal file system to HDFS:

# cd /var/lib/solr-infra
Get the value of "Solr Data Directory, using Cloudera Manager Solr Configuration .
#1s -ltr
*  When migrating your data storage location from HDFS to alocal file system, replace these two lines:
# hdfs dfs -1s /solr/<collection_nane>

Note: If any directory name which starts with the collection name deleted in Step 7. exists, delete/
move the directory to another path.

10. Restore the collection from backup to the new location.

Refer to Restore a Solr collection, for more specific steps.

# curl -k --negotiate -u : "https://$(hostnane

-f):8995/sol r/adm n/ col | ecti ons?

act i on=RESTORE&nane=<Nanme_of backup>& ocati on=hdfs:/
<<Nanenode_Host nane>: 8020/ sol r -

backups&col | ecti on=<Col | ecti on_Nane>&async=<any_uni que_nane>"

# solrctl collection --restore ranger_audits
-1 hdfs://<Nanmenode_Host nanme>: 8020/ sol r - backups
-b ranger_backup -i rangerl

The request id must be unique for each restore operation, as well asfor each retry.

To check the status of restore operation:

# solrctl collection --request-status <requestld>

Note: If the Atlas Collections (vertex_index, fulltext_index and edge_index) restore operations fail,
B restart the solr service and rerun the restore command. Now, the restart operations should complete
successfully.
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11. Verify the Atlas & Ranger functionality.

Verify that both Atlas and Ranger audits functions properly, and that you can see the latest audits in Ranger Web
Ul and latest lineage in Atlas.

« To verify Atlas audits, create atest table in Hive, and then query the collections to see if you are able to view
the data.

e You can aso query the collections every 20-30 seconds (depending on how other services utilize Atlas/
Ranger), and verify if the "numDocs' value increases at every query.

# curl -k --negotiate -u : "https://$(hostnane -f):8995/sol r/edge_i ndex/
sel ect 2q=* ¥8A* &M =j son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnane -f):8995/solr/vertex_index/
sel ect ?2q=* ¥8A* &\ =j son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnanme -f):8995/solr/

full text _index/sel ect 2q=*%3A* & =] son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnane -f):8995/solr/

ranger _audits/sel ect 2q=*%8A* &M =j son&i dent =t r ue& ows=0"

How to forward the actual client |P address to audit logs generated from a Ranger plugin.

Ranger audit logs record the P address through which Ranger policies grant/authorize access. When Ranger is set up
behind a Knox proxy server, the proxy server |P address appearsin the audit logs generated for each Ranger plugin.

Y ou can configure each plugin to forward the actua client |P address on which that service runs, so that the audit logs
for that service more specifically reflect access/authorization activity. Y ou must configure each plugin individually.
This topic uses the Hive (Hadoop SQL) service as an example.

1. From Cloudera Manager choose <service name> Configuration .
2. In <service_name> Configuration Search , type ranger-plugin, then press Return.
3. In Ranger Plugin Use X-Forwarded for 1P Address, check the box.
4. In Ranger Plugin Trusted Proxy |P Address, type the | P address of the Knox proxy server host.
_ |~ CDEP Deployment from 2023-Feb-13 13:26_|
[lof] Feoum=RA Cluster 1
_ 9 P’§"t HlVE’1 Actions ~ Feb 23, 9:40 PMUTC
= ElmEe Status  Instances  Configuration ~Commands  Charts Library ~ Audits  Quick Links ~
g8 H
Q ranger plugin @Filters Role Groups  History & Rollback
@ Audits
| Charts Filters Show All Descriptions
Ranger Plugin Use X-Forwarded for IP Address HIVE-1 (Service-Wide) O Undo (6}

SCOPE

HIVE-1 (Service-Wide) 3

{8 Administration

HIVE-1 (Service-Wide) ' Undo o]
& Data s [ New ]

KnoxServerHost.IP.address] ‘

CATEGORY HIVE-1 (Service-Wide) ®

Main 3 hdfs: file: wasb: adl |
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Hive audit logs will now show the I P address of the host on which Hive service runs.
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