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Cloudera Runtime Cloudera Search security aspects

Cloudera Search security covers the following security aspects:
»  Securing network communication
Cloudera Search supports TL S for encrypting communications over a network.

For information on securing communications over a network, see Encrypting Data in Transit.
* Authentication

Cloudera Search supports Kerberos and LDAP for authentication.

For information on enabling Kerberos for Cloudera Search, see Configuring Authentication in Cloudera Manager.
e Authorization

Cloudera Search supports Apache Ranger for authorization.

For information on enabling Ranger for authorization, see Using Ranger to Provide Authorization in CDP.

Enable Kerberos authentication in Solr
Manage Ranger authorization in Solr

Although Cloudera recommends using AutoTL S, you also have the option to set up TLS manually for Cloudera
Search.

Minimum required role: Configurator (Also provided by Cluster Administrator, Full Administrator)

* The Solr service must be running.

» Keystores for Solr must be readable by the solr user. This could be a copy of the Hadoop services' keystore with
permissions 0440 and owned by the solr group.

e Truststores must have permissions 0444 (that is, readable by all).

» Specify absolute paths to the keystore and truststore files. These settings apply to al hosts on which daemon roles
of the Solr service run. Therefore, the paths you choose must be valid on all hosts.

* IncasethereisaDataNode and a Solr server running on the same host, they can use the same certificate.

For more information on obtaining signed certificates and creating keystores, see Encrypting Datain Transit. Y ou can
also view the upstream Solr documentation.

An additional consideration when configuring TLS/SSL for Solr HA isto alow clients to talk to Solr servers (the
target servers) through the load balancer using TLS/SSL. To achieve this, you have to configure the load balancer
for TLS/SSL pass-through, which means the load balancer does not perform encryption/decryption but simply passes
traffic from clients and servers to the appropriate target host. See the documentation of your load balancer for details.

1. Open the Cloudera Manager Admin Console and go to the Solr service.
2. Click the Configuration tab.
3. Sdlect ScopeAll .
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Cloudera Runtime Additional configuration steps when using aload balancer TLS/SSL
for Solr HA

4. Inthe Search field, type TLS/SSL to show the Solr TLS/SSL properties.
5. Edit the following properties according to your cluster configuration.

E Note: These values must be the same for all hosts running the Solr role.

Table 1: Solr TLS/SSL Properties

Property Description

Enable TLS/SSL for Solr Check thisfield to enable TLS for Solr.

Solr TLS/SSL Server JKS Keystore The path to the TLS/SSL keystore file containing the server certificate and private key used for
File Location TLS/SSL. Used when Solr isacting asa TLS/SSL server. The keystore must bein JKS format.

Solr TLS/SSL Server JKS Keystore Password for the Solr JKS keystore.
File Password

Solr TLS/SSL Client Trust Store File | Required in case of self-signed or internal CA signed certificates. The location on disk of the
truststore, in .jks format, used to confirm the authenticity of TLS/SSL servers that Solr might
connect to. Thisis used when Solr isthe client in a TLS/SSL connection. This truststore must
contain the certificate(s) used to sign the service(s) being connected to. If this parameter is not
provided, the defaullt list of well-known certificate authorities is used instead.

Solr TLS/SSL Client Trust Store The password for the Solr TLS/SSL Certificate Trust Store File. This password is not required to
Password access the truststore: thisfield can be left blank. This password provides optional integrity checking
of thefile. The contents of truststores are certificates, and certificates are public information.

6. Enter a Reason for Change, and then click Save Changes to commit your changes.
7. Launch the Stale Configuration wizard to restart the Solr service and any dependent services.

What to do next

If Ranger authorization has been enabled for the Solr service, you need to update the Solr Collection URL (for
aresource-based policy) or Solr URL (for aresource-based service) from http://host_ip:8983/solr to https://
host_ip:8985/solr on the Ranger Admin Web UI.

Related Information

Configure aresource-based policy: Solr
Configure aresource-based service: Solr
Encrypting Datain Transit

Enabling SSL

Additional configuration steps when using a load
balancer TLS/SSL for Solr HA

About this task

To configure aload balancer:

Procedure
1. Go to the Solr service.

2. Click the Configuration tab.
3. Select Scope Solr .
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Cloudera Runtime Cloudera Search authentication

4. Enter the hosthame and port number of the load balancer in the Solr Load Balancer property in the format host
nameport  number.

Note:
E When you set this property, Cloudera Manager regenerates the keytabs for Solr roles. The principal in
these keytabs contains the load balancer hostname.

If there are services that depend on this Solr service, such as Hue, those services use the load balancer to
communicate with Salr.

5. Enter a Reason for change, and then click Save Changes to commit the changes.

6. Restart Solr and any dependent services or restart the entire cluster for this configuration to take effect.

Cloudera Search continues to use simple authentication with the anonymous user as the default configuration, but
Search also supports changing the authentication scheme to Kerberos. All required packages are installed during the
installation or upgrade process. Additional configuration is required before Kerberosis available in your environment.

When authentication is enabled, only specified hosts and users can connect to Solr. Authentication also verifies that
clients connect to legitimate servers. This feature prevents spoofing such as impersonation and person-in-the-middle
attacks. Search supports Kerberos and L DAP authentication.

Cloudera Search supports a variety of combinations of authentication protocols:

No authentication Insecure cluster

Kerberos only The Hadoop cluster has Kerberos turned on and every user (or client)
connecting to Solr has a Kerberos principal.

Kerberos and LDAP The Hadoop cluster has Kerberos turned on. External Solr users (or
clients) do not have Kerberos principals but do have identitiesin the
LDAP server. Client authentication using LDAP requires that Kerberos
is enabled for the cluster. Using LDAP aoneis not supported.

Once you are finished setting up authentication, configure Ranger authorization. Authorization involves specifying

which resources can be accessed by particular users when they connect through Search. For more information, see
Using Ranger to Provide Authorization in CDP.

Using Ranger to Provide Authorization in CDP

In acluster using Kerberos, applications check host credentials to verify that the host they are connecting to isthe
same one that is actually processing the request, to prevent person-in-the-middle attacks. To clarify that the load-
balancing proxy server islegitimate, you need to perform these extra Kerberos setup steps.

This procedure assumes you are starting with a Kerberos-enabled cluster.
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Cloudera Runtime Set proxy server authentication for clusters using Kerberos

1. Choose the host you will use for the proxy server. Based on the Kerberos setup procedure, it should already have
an entry solr/PROXY_HOST@REALM in its keytab.

2. Navigateto Solr service Configuration Category Main .

3. Set the value of Solr Load Balancer to <HOSTNAME>:<PORT>, specifying the hostname and port of the proxy
host.

4. Click Save Changes.
5. Launch the Stale Configuration wizard to restart the Solr service and any dependent services.

Cloudera Manager transparently handles the keytab and dependent service updates by setting SOLR_AUTHENT
ICATION_KERBEROS PRINCIPAL=* under /etc/default/solr and by generating a merged keytab that includes
the HTTP principal of the load balancer in addition to the own HTTP principal of the Solr server.

6. You can verify that the merged keytabs have been created and they contain the HTTP principal for both the load
balancer and the particular Solr server by checking the process directory of Solr in /var/run/cloudera-scm-agent/
process:

For example:

# klist -kte 291-sol r- SOLR_SERVER/ sol r. keyt ab
Keytab nane: FILE: 291-sol r- SOLR_SERVER/ sol r. keyt ab
KVNO Ti mest anp Pri nci pal

2 01/21/20 06:08: 05 HTTP/ | oadbal ancer . exanpl e. com@XAMPLE. COM ( des3-chc

) Shglz)ll 21/ 20 06: 08: 05 HITP/ | oadbal ancer . exanpl e. com@XAMPLE. COM ( ar cf our -
hnag) 01/21/20 06:08: 05 HTTP/ | oadbal ancer . exanpl e. com@&XAVPLE. COM ( des- hma
© Sgaé)ll 21/ 20 06:08: 05 HTTP/ I oadbal ancer. exanpl e. com@&XAMPLE. COM (des- chc-
erS)2 01/21/20 06:08: 05 HITP/ sol rserver 1. exanpl e. com@&XAMPLE. COM (des3-cbc-
sha;) 01/21/20 06:08: 05 HTTP/ sol rserver 1. exanpl e. com@&XAMPLE. COM ( ar cf our -
hrrag) 01/21/20 06:08: 05 HTTP/ sol rserver 1. exanpl e. com@&XAMPLE. COM (des- hnac-
sha%) 01/21/20 06:08: 05 HITP/ sol rserver 1. exanpl e. com@&XAMPLE. COM (des-cbc-m
4 2 01/21/20 06:08: 05 solr/solrserverl. exanpl e. com@&EXAMPLE. COM ( des3- chc-
sha;) 01/21/20 06:08: 05 sol r/sol rserver 1. exanpl e. com@&XAMPLE. COM (ar cf our -
hrrag) 01/21/20 06:08: 05 sol r/sol rserver 1. exanpl e. com@&XAMPLE. COM (des- hrac-
:2:)%) 01/21/20 06:08: 05 sol r/sol rserver 1. exanpl e. com@&XAMPLE. COM (des- chc-

Enable K erberos authentication in Solr

Stale Configurations

Solr supports Kerberos authentication. All necessary packages are installed when you install Search.

To enable Kerberos, see Configuring Authentication in Cloudera Manager.
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Cloudera Runtime Enable K erberos authentication in Solr

Secure access to your Solr service by enabling Kerberos authentication.

Besides securing access to the Solr service, enabling Kerberos authentication is a prerequisite of both configuring
LDAP authentication and Ranger authorization.

Solr supports Kerberos authentication. All necessary packages are installed when you install Search.

Kerberos authentication must be configured in Cloudera Manager for the cluster where Solr is deployed. For more
inflrmation, see Configuring Authentication in Cloudera Manager.

In Cloudera Manager select the Solr service.

Select Configuration and find the Solr Secure Authentication property.
Select the Kerberos option.

Click Save Changes.

Restart the Solr service.

o~ w DR

Kerberos authentication for Solr is enabled.

Configuring Authentication in Cloudera M anager

See the advantages of configuring a proxy server for the Solr service.

» Applications connect to a single well-known host and port, rather than keeping track of the hosts where the Solr
serviceisrunning. Thisis especially useful for non-Java Solr clients such as web browsers or command-line tools
such as curl.

Note: The Solr Javaclient (solrj) can inspect Zookeeper metadata to automatically locate the individual
Solr servers, so load-balancing proxy support is not necessary.

« If any host running the Solr service becomes unavailable, application connection requests still succeed because
you always connect to the proxy server rather than a specific host running the Solr server.

» Userscan configure an SSL terminating proxy for Solr to secure the data exchanged with the external clients
without requiring SSL configuration for the Solr cluster itself. Thisis relevant only if the Solr cluster is deployed
on atrusted network and needs to communicate with clients that may not be on the same network. Many of the
advantages of SSL offloading are described in SSL Offloading, Encryption, and Certificates with NGINX.

e The"coordinator host" for each Search query potentially requires more memory and CPU cycles than the other
hosts that process the query. The proxy server can issue queries using round-robin scheduling, so that each
connection uses a different coordinator host. This load-balancing technique lets the hosts running the Solr service
share this additional work, rather than concentrating it on a single machine.



https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/security-kerberos-authentication/index.html
https://www.nginx.com/blog/nginx-ssl/

Cloudera Runtime Configuring custom Kerberos principals and custom system users
for Solr

Set proxy server authentication for clusters using Kerberos

In aKerberos enabled cluster, the Solr service uses the solr principal by default. Changing the default principal and
using custom principalsis supported. Principals can be configured on a service-wide level in Cloudera Manager with
the Kerberos Principal property. To configure a custom system user, you need to modifty the System User property.

Make sure you have the following privileges:

e SSH access to the cluster where you want to enabl e the custom principal
e administrative privilegesin Cloudera Manager
e HDFS super user access

Important: Cloudera Manager configures CDP services to use the default Kerberos principal names.
Cloudera recommends that you do not change the default Kerberos principal names. If it is unavoidable to do
so, contact Cloudera Professional Services because it reguires extensive additional custom configuration.

Important: Currently the names of system users which are impersonating users with Solr should match

& with the names of their respective Kerberos principals. If changing both the user name and the principal is
not possible, you must add the user name you want to associate with the custom Kerberos principal to Solr
configuration viathe Solr Service Environment Advanced Configuration Snippet (Safety Valve) environment
variablein Cloudera Manager.

1. Stopthe Solr service.

2. Disable ZooKeeper ACL checking temporarily.
a) In Cloudera Manager, navigate to ZooKeeper Configuration .
b) Find the Java Configuration Options for ZooK eeper Server property.
¢) Add thefollowing value:

- Dzookeeper . ski pACL=yes

d) Click Save Changes.

€) Restart the ZooK eeper service.
3. In Cloudera Manager, navigate to Clusters Solr service Configuration and find the Kerberos Principal property.
4. Provide the custom Kerberos principal .
5. Click Save Changes.




Cloudera Runtime Configuring custom Kerberos principals and custom system users
for Solr

6. To beableto interact with the Solr service, you must either change the System User name to match the custom
Kerberos principal, or add the existing System User name to Solr Service Environment Advanced Configuration
Snippet (Safety Valve).

Select one of the following options:

Option
Change the System User name to match the custom 5. |n Cloudera Manager, navigateto Clusters Solr
Kerberos principal service Configuration and find the System User
property.
b. Change the user name to match the custom
Kerberos principa you have set.
c. Click Save Changes.
Keep theoriginal System User name a. InClouderaManager navigateto Clusters Solr

service Configuration and find the Solr Service
Environment Advanced Configuration Snippet
(Safety Valve) property.

b. Look for the SOLR_SECURITY_PROXY_JAVA
_OPTSkey.

c. Append itsvalue with:

-Dsolr.security.proxyuse

r[***SYSTEM_USER***].groups=* -Dsolr
.security.proxyuser.[*** SYSTEM_USER***].hos
ts=*

Replace [*** SYSTEM_USER***] with the service
user name you want to associate with the custom
Kerberos principal .

d. Click Save Changes.

7. Create ajaas.conf file containing the following:

dient {
com sun. securi ty. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se
useTi cket Cache=true
princi pal
="[*** CUSTOM_SOLR_KERBERGCS_PRI NCl PAL@ERBEROS_REALM NAME***] " ;

Replace [*** CUSTOM_SOLR_KERBEROS PRINCIPAL@KERBEROS REALM_NAME***] with your Kerberos
principal and realm name.

8. Set the LOG4J_PROPS environment variable to alogdj.propertiesfile:

export LOGAJ PROPS=/ et c/ zookeeper/conf/ | og4j . properties
9. SettheZKCLI_JVM_FLAGS environment variable:

export ZKCLI _JVM FLAGS="-Dj ava. security.auth. | ogin.config=/path/to/jaas.
conf \

- DzkACLPr ovi der =or g. apache. sol r. cormon. cl oud. Sasl ZKACLPr ovi der \

- Dr oot . | ogger =I NFO, consol e \

-Dsol r. aut hori zat i on. super user =[ *** CUSTOM _SOLR_KERBEROS PRI NCI PAL***] "

10



Cloudera Runtime Enable LDAP authentication in Solr

10. Authenticate as the [*** CUSTOM_SOLR_KERBEROS PRINCIPAL***]:
kinit [***CUSTOM SOLR _KERBERGCS_PRI NCI PAL@ERBEROS_REALM NAME* * * ]

Replace [***CUSTOM_SOLR_KERBEROS PRINCIPAL@KERBEROS REALM_NAME***] with your Kerberos
principal and reslm name.

11. Run the zkcli.sh script as follows:

[ opt/ cl ouder a/ parcel s/ CDH/ | i b/ sol r/ bi n/ zkcl i .sh -zkh
ost [***ZOOKEEPER _SERVER HOSTNAME***]: [ *** ZOOKEEPER_SERVER PORT***] -cnd
updat eacl s /solr

Replace [***ZOOKEEPER_SERVER HOSTNAME***] and [***ZOOKEEPER SERVER_PORT***] with the
hostname and port of a ZooK eeper server.

For example:

[ opt/cl ouderal/ parcel s/ COH/ |'i b/ sol r/ bi n/ zkcl i .sh -zkhost zkO1l. exanpl e. com
:2181 -cnd updateacls /solr

12. Check ACLsin Zookeeper:

zookeeper-client -server ${HOSTNAME}: 2181 getAcl /solr
13. Change ownership of Solr’'s HDFS Data Directory. Check the value in Cloudera Manager under Solr

Configuration HDFS Data Directory .
14. Execute the following command as the HDFS superuser:

hdfs dfs -chown -R [***CUSTOM SOLR _KERBEROS PRI NCl PAL***] [*** HDFS DATA
Dl RECTORY* * *]
15. Re-enable ZooK eeper ACL check.
a) In Cloudera Manager, navigate to ZooKeeper Configuration .
b) Find the Java Configuration Options for ZooK eeper Server property.
¢) Remove the following value:

- Dzookeeper . ski pACL=yes

d) Click Save Changes.
€) Restart the ZooK eeper service.

Y ou can configure L DA P-based authentication using Cloudera Manager at the Solr service level.

Solr supports LDAP authentication for external Solr clientsincluding:

e Command-linetools
e curl

e Web browsers

e Solr Javaclients

In some cases, Solr does not support L DAP authentication. Use Kerberos authentication instead in these cases. Solr
does not support LDAP authentication with:

11



Cloudera Runtime Enabling Solr clients to authenticate with a secure Solr

e Search indexing components including the MapReduce indexer and Lily HBase indexer.
» Solr internal requests such as those for replication or querying.

» Hadoop delegation token management requests such as GETDELEGATIONTOKEN or RENEWDELEGAT
IONTOKEN.

« Configuring LDAP authentication requires that Kerberos authentication is already configured and enabled in Solr.
» For secure LDAP connections, it is a prerequisite that TLS/SSL has been configured and enabled in Solr.

In Cloudera Manager select the Solr service.

Click the Configuration tab.

Select Scope Solr .

Select Category Security .

Select Enable LDAP Authentication.

Enter the LDAP URL inthe LDAP URL property.

To configure a TLS encrypted LDAP connection, select one of the following options:

« |daps//<LDAP_SERVER>:<PORT>
The default port is 636.

OR

« |dap://<LDAP_SERVER>:<PORT>
The default port is 389.

Select Enable LDAP TLS. Thisis not required when using an LDAP URL with prefix |daps://, because that
aready specifies TLS.

o 0k~ wdPE

To configure LDAP with unencrypted transmission of usernames and passwords, set |dap://<ldap_server>:<port>,
without setting Enable LDAP TLS.

7. Configure only one of following mutually exclusive parameters:

« LDAP BaseDN: Replaces the username with a "distinguished name" (DN) of the form: uid=userid,|dap_base
DN. Typically used for OpenLDAP server installation.

« Active Directory Domain: Replaces the username with a string username@Ildap_domain. Typically used for
Active Directory server installation.

8. Launch the Stale Configuration wizard to restart the Solr service and any dependent services.

Stale Configurations Wizard

Secure Solr requires that the CDP components it interacts with are also secure. The process of enabling Solr clients to
authenticate with a secure Solr is specific to the client.

Cloudera Search supports the following options:

» Using Kerberos and curl
e Using solrctl
e UsingaJAASfile

12
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Cloudera Runtime Enabling Solr clients to authenticate with a secure Solr

» Thisenables technologiesincluding:

e Command line solutions
« Javaapplications
* The MapReducelndexerTool

Y ou can use Kerberos authentication with clients such as curl. To use curl, begin by acquiring valid Kerberos
credentials and then run the desired command. For example, you might use commands similar to the following:

$ kinit -kt usernane. keytab usernane
$ curl --negotiate -u foo:bar http://solrserver: 8983/ solr/

Note: Depending on the tool used to connect, additional arguments may be required. For example, with curl,

Ij --negotiate and -u are required. The username and password specified with -u is not actually checked because
Kerberosis used. Asaresult, any value such asfoo:bar or even just : is acceptable. While you can provide
any value for -u, the argument itself is required. Omitting -u results in a 401 Unauthorized error, even though
the -u value is not actually used.

If you use solrctl to manage your deployment in an environment that requires K erberos authentication, you must have
valid Kerberos credentials, which you can get using kinit.

Some applications, such as those using the SolrJ library, require a Java Authentication and Authorization Service
(JAAS) configuration file. Y ou can use afile name other than jaas.conf, in the following examples jaas-client.conf is
used.

¢  Command line

Set the property when invoking the program. For example, if you were using ajar, you might use:

java -D ava. security. auth.l ogin.config=/home/user/jaas-client.conf -jar
app.j ar

« Javaapplications

Set the Java system property java.security.auth.login.config. For example, if the JAAS configuration fileis located
on the filesystem as /home/user/jaas-client.conf, the Java system property java.security.auth.login.config must

be set to point to thisfile. Setting a Java system property can be done programmatically, for example using a call
such as:

System set Property("java. security.auth.login.config", "/hone/user/jaas-c
lient.conf");

* MapReducelndexerTool

The MapReducel ndexerTool uses SolrJto pass the JAAS configuration file. Using the MapReducel ndexerTool in
a secure environment requires the use of the HADOOP_OPT S variable to specify the JAAS configuration file. For
example, you might issue a command such as the following:

HADOOP_OPTS="-Dj ava. securi ty. aut h. | ogi n. confi g=/ hone/ user/jaas-client.co
nf" \
hadoop jar MapReducel ndexer Tool

13



Cloudera Runtime Creating a JAAS configuration file

» Configuring the hbase-indexer CLI

Certain hbase-indexer CL1 commands such as replication-status attempt to read ZooK eeper hosts owned by
HBase. To successfully use these commandsin Solr in a secure environment, specify a JAAS configuration file
with the HBase principal in the HBASE_INDEXER_OPTS environment variable. For example, you might issue a
command such as the following:

HBASE | NDEXER_OPTS="- Dj ava. security. aut h. | ogi n. confi g=/ hone/ user/ hbase- |
aas. conf" \
hbase-i ndexer replication-status

solrctl Reference

Certain applications, such as those using the SolrJ library, require a Java Authentication and Authorization Service
(JAAS) configuration file.

» If you are authenticating using kinit to obtain credentials, you can configure the client to use your credentials
cache by creating a JAAS file with the following contents:

dient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se
useTi cket Cache=true
principal ="[***USER***] @ *** REALM-**] " ;

« |f you want the client application to authenticate using a keytab, create a JAAS file with the following contents:

dient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="[*** PATH TQ USER KEYTAB***]"
st or eKey=true
useTi cket Cache=f al se
principal ="[***USER***] /[ ***HOST NAMVE***] @ *** REALM-**]";
I

[*** USER***]
isavalid user namein your environment

I[***HOST NAME***]

If you use a service principal that includes the host name, make sure that it isincluded in the jaas
.conf file (for example, solr/solr0l.example.com@EXAMPLE.COM).

[***REALM***]
isyour Kerberos realm

[***PATH/TO/USER.KEYTAB***]
isthe path to the keytab file you want to use

Using Cloudera Manager, you can turn on and off Ranger authorization for your Solr service.
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Before you begin

* Ranger authorization requires that Kerberos authentication is enabled in Solr.

About this task

Ranger restrictions are consistently applied regardless of the way users attempt to complete actions. For example,
restricting access to data in a collection consistently restricts that access, whether queries come from the command
line, from a browser, or through the admin console.

Procedure
1. In Cloudera Manager select the Solr service.

2. Select Configuration and find the RANGER Service property.

3. Toturn on Ranger authorization, select the Ranger service that you want the Solr service to depend on. To turn off
Ranger authorization, unselect the Ranger service.

4. Click Save Changes.
5. Restart the Solr service.

Results
Ranger authorization for Solr is enabled. The Solr service depends on the selected Ranger service for authorization.

Related Information

Configure aresource-based service: Solr

Configure aresource-based policy: Solr

Enable Ranger authorization on the Solr service used by Ranger for auditing

Configuring Ranger authorization for Solr service

By default, the Solr service is not configured for authorization by Ranger. Y ou can configure authorization manually,
using Cloudera Manager.

Before you begin

Minimum Required Role: Cluster Administrator (also provided by Full Administrator) This featureis not available
when using Cloudera Manager to manage Data Hub clusters.

Procedure
1. Inthe Cloudera Manager Admin Console, go to the Ranger service.

2. Onthe Service Manager page, click the Add icon next to Salr.
3. Enter the following information on the Create Ser vice page:

Service Details

Field name Description

Service Name Assign a name to the Solr service you want to create.
Note down the value you define here. Y ou need to enter it later,
when specifying the ranger.plugin.solr.service.name parameter in
the Solr Service Advanced Configuration Snippet (Safety Valve) for
ranger-solr-security.xml option.

Active Status Enabled
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Cloudera Runtime

Field name Description

Select Tag Service Select cm_tag.

Configuration Properties

Field name Description

Username Assign aplaceholder value. This property is not used in case of
Kerberos authentication.

Password Assign aplaceholder value. This property is not used in case of
Kerberos authentication.

Solr URL Assign aplaceholder value. This property is not used in case of
Kerberos authentication.

Add new configurations Add the following new configurations:

¢ policy.download.auth.users = solr
¢ tag.download.auth.users = solr

Note:
E Do not click Test connection. In this use case, it is not necessary and it does not work.
Click Save.
Click on the name of the newly added service.
Under Action click the Edit icon.
In Allow Conditions Select User dropdown select hue.
Thisis necessary because the Hue service breaksiif it has no permission to access Solr.

N o o A

To keep the cluster accessible to non-admin users, you can add other users to the default policy or you can define
additiona policies.
8. Grant full admin privileges to users that you want to be able to access the Solr Admin Ul.
a) Click Add under Allow Conditions to add a new condition, then add the user or users from the Select User
drop-down.
b) Click Add Permissions then select the Select/Deselect All option.
¢) Accept the selection, then click Save.
9. Inthe Cloudera Manager Admin Console, go to the Solr service.
10. Click the Configuration tab.
11. In the Search field start typing ‘ safety’
12. Click Add under Solr Service Advanced Configuration Snippet (Safety Valve).
13. Define the following:
Key
ranger.plugin.solr.service.name

Value

The Solr Service Name you assigned when creating the Solr service in Ranger.
14. Click Save Changes.
15. Click the Status tab to refresh the window.
16. Click the Stale Configuration: Restart needed indicator on top of the page.
17. Click Restart Stale Services.
18. Click Restart Now.

Configuring Ranger authorization for Solr service



Cloudera Runtime Enable Ranger document-level authorization for a Solr collection

By default, Ranger authorization works on collection level. Ranger alows you to configure document level security
for individual Solr collections. This requires updating the solrconfig.xml file belonging to the particular collection.
For the authorization to work on existing collections, you need to update the collection as well, by adding the rang
er_auth parameter with an appropriate value to individual documents.

f Important:
Document-level authorization does not prevent users from modifying documents or performing other update
operations on the collection. Update operations are only governed by collection-level authorization.

Document-level authorization can exclusively be used to prevent documents being returned in query results.
If users are not granted access to a document, those documents are not returned even if that user submits a
query that matches those documents. This does not affect attempted updates.

Consequently, it is possible for a user to not have access to a set of documents based on document-level
security, but to still be able to modify the documents using their collection-level authorization update

rights. This means that a user can delete all documents in the collection. Similarly, a user might modify all
documents, adding their authorization token to each one. After such a modification, the user could access any
document using querying.

Therefore, if you restrict access using document-level security, consider granting collection-level update
rights only to those users you trust and assume they will be able to access every document in the collection.

1. Define or edit roles on Ranger Ul and assign them to users/groups.
2. Create anew collection configuration or download an existing one for editing.

1. Addranger_auth field to the schema file and add hooks to solrconfig.xml that trigger document-level
authorization.

2. Disable Ranger authorization.

3. Upload the configuration to ZooK eeper.

4. If you updated an existing collection to enable document-level authorization, add appropriate values to the newly
created ranger_auth field before you turn on Ranger authorization. For example, you can reindex your collection,
using one of the batch-indexing options offered by Cloudera Search.

5. To take document-level authorization into use, create a collection using the updated configuration (new
collections) or reload your collection (updating an existing collection).

6. Enable Ranger authorization.

To enable document-level Ranger authorization, you need to add afield in the schema file determining the roles that
can access a particular document in the collection. Y ou also need to edit the solrconfig file to include the hooks that
trigger Ranger document level authorization based on the schema field values.

1. Disable Ranger authorization.

17


https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-managing/topics/search-generating-collection-configuration.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-managing/topics/search-modify-instancedir.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-managing/topics/search-modify-instancedir.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-indexing/topics/search-batch-index.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-managing/topics/search-creating-a-solr-collection.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/search-managing/topics/search-modify-instancedir.html

Cloudera Runtime Enable Ranger document-level authorization for a Solr collection

N

Define or edit roles on Ranger Ul and assign them to users/groups.
3. Create anew collection configuration or download an existing one for editing.

1. If you are using Kerberos, kinit as a user with sufficient rights to create or modify collections:
kinit [***KERBERCS PRI NCl PAL***] @ *** EXAMPLE. COMF * * ]

Replace [*** KERBEROS PRINCIPAL* **] @[ * ** EXAMPLE.COM***] with your Kerberos principal and your
Kerberos realm name respectively.

2. Go to the conf subdirectory of the newly created/downloaded folder to edit the schemafile. (In our exampleitis
mycollection/conf)

Thefile name is either managed-schema or schema.xml based on the schema factory used.

3. Add afield that determines which roles have access to a particular document. In this example we name thisfield
ranger_auth.

Add the following to the list of fields in your schema, making sure the value of the type property is string; the
values of the indexed, stored, and multiValued properties are true:

<field nane="ranger_auth" type="string" indexed="true" stored="true" re
quired="fal se" nulti Val ued="true"/>

4. Open the solrconfig.xml file for editing

5. Locate the section which contains the list of search components. In the default configuration it starts with a
comment block similar to this:

<l -- Search Conponents
Search conponents are registered to Sol rCore and used by
i nstances of SearchHandl er (which can access them by nane)

-->

6. Add anew SearchComponent:

<sear chConponent nane="quer yDocAut hori zati on" cl ass="org. apache.ranger. a
ut hori zati on. sol r. aut hori zer . Ranger Sol r Aut hori zer" >

<str name="enabl ed">true</str>

<I-- The field which contains the role or list of roles which are all
owed to query a particular docunent -->

<str nanme="ranger Aut hFi el d">r anger _aut h</str>

<I-- If the rangerAut hField contains this value, all roles will be all
owed to query that particular docunent -->

<str nanme="al | Rol esToken">*</str>
</ sear chConponent >

7. Add queryDocAuthorization to the first-components array of the /query, /get, /browse, /tvrh, /terms, and /elevate
reguest handlers aswell, in case they are present in your solrconfig.xml.

L ocate the request handler /select section:

<r equest Handl er nane="/sel ect" cl ass="sol r. Sear chHandl| er" >

<l-- default values for query paraneters can be specified, these
wi |l be overridden by paraneters in the request
-->

<l st nanme="defaul ts">
<str name="echoParans" >explicit</str>
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<i nt name="rows">10</i nt >
To the end of this section, before the closing tag, insert queryDocAuthorization to the first-components array:

<arr nanme="first-conponents">
<str>quer yDocAut hori zati on</str>
</arr>
</ request Handl er >

Note: /get (real-time get request handler) isimplicitly defined even if it does not appear in solrconfig.xml.

IE In case of using document level security, Cloudera recommends to also protect the /get handler. To do
that, you need to explicitly add it to the solrconfig.xml and define queryDocAuthorization as afirst-co
mponent:

<r equest Handl er name="/get" cl ass="sol r. Real Ti neCGet Handl er" >
<l st nane="defaul ts">
<str nane="om t Header ">t rue</str>
<str nane="w">json</str>
<str nane="indent">true</str>
</lst>
<arr nane="first-conponents">
<st r>quer yDocAut hori zati on</str>
</arr>
</ request Handl er >

8. Locate the requestParsers section:

<request Par sers enabl eRenot eStreani ng="true"
mul ti part Upl oadLi m t | nKB="2048000"

/>
Ensure that this section has a boolean attribute called addHttpRequest ToContext with a value of true;

<r equest Par sers enabl eRenot eSt r ean ng="true"
mul ti part Upl oadLi m t | nKB="2048000"
f or ndat aUpl oadLi mi t | nKB="2048"
addHt t pRequest ToCont ext ="t rue"/ >

1. Upload the configuration metadata to ZooK eeper.

Populate the ranger_auth field for each document with roles you have defined in Ranger.

3. Create anew collection using the the updated configuration metadata, or update the configuration of an existing
collection.

4. Enable Ranger authorization.

N

Enable Ranger document-level authorization for a Solr collection

Y ou can copy thisxml file for editing by clicking the Copy to clipboard icon.

<?xm versi on="1.0" encodi ng="UTF-8" ?>
<l --
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Li censed to the Apache Software Foundation (ASF) under one or nore
contributor license agreements. See the NOTICE file distributed with
this work for additional information regarding copyright ownership.

The ASF licenses this file to You under the Apache License, Version 2.0
(the "License"); you may not use this file except in conpliance with
the License. You may obtain a copy of the License at

http://ww. apache. org/ i censes/ LI CENSE-2. 0
Unl ess required by applicable |law or agreed to in witing, software
di stributed under the License is distributed on an "AS | S" BASI S,
W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KI ND, either express or inplied.
See the License for the specific | anguage governing perm ssions and
limtations under the License.
-->
<I--
For nore details about configurations options that may appear in
this file, see http://w ki.apache. org/solr/Sol rConfigXm .
- >
<confi g>
<I-- In all configuration below, a prefix of "solr." for class nanes
is an alias that causes solr to search appropriate packages
i ncl udi ng org. apache. sol r. (sear ch| updat e| r equest | cor e| anal ysi s)

You may al so specify a fully qualified Java classnane if you
have your own custom pl ugi ns.
s>

<l-- Controls what version of Lucene various conponents of Solr
adhere to. Generally, you want to use the |atest version to
get all bug fixes and inprovenents. It is highly recomended
that you fully re-index after changing this setting as it can
af fect both how text is indexed and queri ed.

s>

<l uceneMat chVer si on>8. 4. 1</ | uceneMat chVer si on>

<l-- <lib/> directives can be used to instruct Solr to | oad any Jars
identified and use themto resolve any "plugins" specified in
your solrconfig.xm or schema.xm (ie: Analyzers, Request
Handl ers, etc...).

Al'l directories and paths are resolved relative to the
i nstanceDir.

Pl ease note that <lib/> directives are processed in the order
that they appear in your solrconfig.xm file, and are "stacked"
on top of each other when building a CassLoader - so if you have
plugin jars with dependencies on other jars, the "l ower |evel"
dependency jars should be | oaded first.

If a "./lib" directory exists in your instanceDir, all files
found in it are included as if you had used the follow ng
synt ax. . .
<lib dir="./lib" />
-->
<I-- A'dir" option by itself adds any files found in the directory

to the classpath, this is useful for including all jars in a
directory.

When a 'regex' is specified in addition to a 'dir', only the
files in that directory which conpletely nmatch the regex
(anchored on both ends) will be included

If a "dir'" option (with or without a regex) is used and not hi ng
is found that matches, a warning will be | ogged.
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The exanpl e bel ow can be used to load a solr-contrib al ong
with their external dependencies.
-
<l-- <lib dir="${solr.install.dir:../../../..}/dist/" regex="solr-ltr-
\d.*\.jar" /> -->

<I-- an exact 'path' can be used instead of a 'dir' to specify a
specific jar file. This will cause a serious error to be |ogged
if it can't be | oaded.

-->
<l--

<lib path="../a-jar-that-does-not-exist.jar" />
-->

<I-- Data Directory

Used to specify an alternate directory to hold all index data
other than the default ./data under the Solr honme. |If
replication is in use, this should match the replication
configuration.
-
<dat aDi r>${solr.data.dir:}</databDir>

<I-- The DirectoryFactory to use for indexes.
sol r. StandardDi rectoryFactory is fil esystem
based and tries to pick the best inplenentation for the current
JVM and platform solr.NRTCachi ngDi rectoryFactory, the default,
wr aps sol r. StandardDi rect oryFactory and caches small files in nmenory
for better NRT performance.

One can force a particular inplenentation via solr. MapDi rect oryFa
ctory,
solr. NI OFSDi rectoryFactory, or solr.Si npl eFSDirectoryFactory.
solr. RAMDIi rectoryFactory is menory based and not persistent.
- >

<directoryFactory nane="DirectoryFactory" class="${solr.directoryFactory

:org. apache. solr. core. Hdf sDi rect oryFact ory}" >

<str name="sol r. hdfs. home" >${sol r. hdf s. hone: }</str>

<str name="sol r. hdfs. confdir">%${solr.hdfs.confdir:}</str>

<str nanme="sol r. hdfs. security. kerberos. enabl ed">%${sol r. hdf s. security. ker
ber os. enabl ed: fal se}</str>

<str name="solr. hdfs. security. kerberos. keytabfil e">${sol r. hdfs. securi
ty. kerberos. keytabfile:}</str>

<str name="sol r. hdfs. security. kerberos. princi pal ">${sol r. hdfs. securit
y. kerberos. principal :}</str>

<bool name="sol r. hdfs. bl ockcache. enabl ed">${sol r. hdf s. bl ockcache. enabl e
d: true} </ bool >

<I'-- Enabl e/ Di sabl e using one gl obal cache for all SolrCores

The settings used will be fromthe first HdfsDirectoryFactory created.
-->

<str nanme="sol r. hdf s. bl ockcache. gl obal ">${sol r. hdf s. bl ockcache. gl obal : tr
ue}</str>

<int nane="sol r. hdf s. bl ockcache. sl ab. count ">${sol r. hdf s. bl ockcache. sl a
b. count: 1} </int>

<bool nane="sol r. hdfs. bl ockcache. direct. nenory. al |l ocati on">${sol r. hdfs.
bl ockcache. direct. nenory. al | ocati on: true} </ bool >

<int name="sol r. hdfs. bl ockcache. bl ocksper bank" >${sol r. hdf s. bl ockcache. b
| ocksper bank: 16384} </i nt >

<bool name="sol r. hdfs. bl ockcache. r ead. enabl ed">${sol r. hdf s. bl ockcache.
read. enabl ed: t rue} </ bool >

<bool nane="sol r. hdfs. bl ockcache. write. enabl ed">%${sol r. hdfs. bl ockcache
.write.enabl ed: fal se}</bool >
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<I-- the buffercount is actually the total size in bytes to used for bu
ffer caching -->

<int nanme="sol r. hdfs. bl ockcache. buf f er st or e. buf f er count " >${ sol r. hdf s. bl
ockcache. buf f erstore. buffercount: 0}</int>

<bool nanme="sol r. hdfs. nrtcachi ngdirectory. enabl e">${sol r. hdfs. nrtcach
ngdi rect ory. enabl e: true} </ bool >

<int name="sol r. hdfs. nrtcachi ngdi rectory. maxmer gesi zenb" >${sol r. hdfs. nrt
cachi ngdi rect ory. maxmner gesi zenb: 16} </ i nt >

<int nane="sol r. hdfs.nrtcachi ngdi rectory. maxcachednb" >${sol r. hdfs.nrtc
achi ngdi rect ory. maxcachednb: 192} </ i nt >

<I-- HDFS Bl ock Locality Reporter can be toggled on and off -->

<bool name="solr.hdfs.locality.netrics.enabl ed">${solr.hdfs.locality.
nmetri cs. enabl ed: f al se} </ bool >

</ directoryFactory>

<l-- The CodecFactory for defining the format of the inverted index.
The default inplementation is SchemaCodecFactory, which is the offici
al Lucene
i ndex format, but hooks into the schema to provide per-field custom
i zation of

the postings lists and per-docunent values in the fieldType el enent
(posti ngsFormat / docVal uesFornat). Note that nost of the alternative
i mpl enent ati ons
are experimental, so if you choose to custom ze the index format, it
's a good
idea to convert back to the official format e.g. via IndexWiter.ad
dl ndexes(| ndexReader)
bef ore upgrading to a newer version to avoi d unnecessary rei ndexi ng.
A "conpressi onMbde" string el ement can be added to <codecFactory> to
choose
bet ween the existing conpression nodes in the default codec: "BEST_S
PEED' (default)
or "BEST_COWPRESSI ON'
-
<codecFactory cl ass="sol r. SchenaCodecFactory"/>

<l--
I ndex Config - These settings control |owlevel behavior of indexing
Most exanpl e settings here show the default value, but are commented
out, to nore easily see where custom zati ons have been nade
Not e: This repl aces <indexDefaults> and <mai nl ndex> from ol der vers
ons
coD
<i ndexConfi g>
<I-- maxFi el dLength was renoved in 4.0. To get simlar behavior, include
a
Li m t TokenCount Fi l terFactory in your fieldType definition. E.g.
<filter class="solr.LimtTokenCountFilterFactory" maxTokenCount="10000
II/>
s>
<I-- Maximumtinme to wait for a wite lock (ns) for an I ndexWiter. Defa
ult: 1000 -->
<I-- <witelLockTi neout >1000</witeLockTi neout> -->
<I-- Expert: Enabling conmpound file will use less files for the index,
using fewer file descriptors on the expense of perfornmance decrea
se.
Default in Lucene is "true". Default in Solr is "false" (since 3.6)
-->
<l -- <useConpoundFi | e>f al se</ useConpoundFi |l e> -->
<I-- ranBufferSi zeMB sets the anount of RAMthat may be used by Lucene
i ndexi ng for buffering added docunents and del eti ons before they
are
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flushed to the Directory.

maxBuf f eredDocs sets a limt on the nunber of docunents buffered
bef ore fl ushing.

I f both ranBufferSi zeMB and maxBufferedDocs is set, then

Lucene will flush based on whichever Iimt is hit first. -->
<ranBuf f er Si zeMB>128</r anBuf f er Si zeMB>
<! -- <maxBuf f er edDocs>1000</ maxBuf f er edDocs> -->

<l-- Expert: ranPerThreadHardLinmtMB sets the naxi mrum anount of RAM t hat
can be consuned
per thread before they are flushed. Wien limt is exceeded, this
triggers a forced
flush even if ranBufferSi zeMB has not been exceeded.
This is a safety linit to prevent Lucene's DocunmentsWiterPer Thread
from address space
exhaustion due to its internal 32 bit signed integer based nenory
addr essi ng.
The specified val ue should be greater than 0 and | ess than 2048MB
When not specified,
Solr uses Lucene's default value 1945. -->
<I'-- <ranPer Thr eadHar dLi m t MB>1945</ r anPer Thr eadHar dLi mi t MB> -->

<l-- Expert: Merge Policy
The Merge Policy in Lucene controls how nerging of segnents is done

The default since Solr/Lucene 3.3 is TieredMergePolicy.
The default since Lucene 2.3 was the LogByteSi zeMergePol i cy,
Even ol der versions of Lucene used LogDocMergePolicy.
-->
<l--
<ner gePol i cyFactory cl ass="org. apache. sol r. i ndex. Ti er edMer gePol i ¢
yFactory" >
<i nt name="maxMer geAt Once" >10</i nt >
<i nt name="segnent sPer Ti er">10</i nt >
<doubl e name="noCFSRati 0" >0. 1</ doubl e>
</ mer gePol i cyFact ory>
-->

<l-- Expert: Merge Schedul er
The Merge Schedul er in Lucene controls how nerges are
performed. The Concurrent MergeSchedul er (Lucene 2.3 default)
can perform nerges in the background using separate threads.
The Seri al MergeSchedul er (Lucene 2.2 default) does not.

-->
<I--
<nmer geSchedul er cl ass="org. apache. | ucene. i ndex. Concurr ent Mer geSched
uler"/>
- >
<I'-- LockFactory

This option specifies which Lucene LockFactory inplenentation
to use.

singl e = Singl el nstanceLockFactory - suggested for a
read-only index or when there is no possibility of
anot her process trying to nodify the index.

native = NativeFSLockFactory - uses OS native file |ocking.
Do not use when nultiple solr webapps in the sane
JVM are attenpting to share a single index.

simpl e = Si npl eFSLockFactory - uses a plain file for | ocking

Defaults: 'native' is default for Solr3.6 and | ater, otherw se
"sinple' is the default
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More details on the nuances of each LockFactory...
http://wi ki.apache. org/ | ucene-javal/ Avai | abl eLockFact ori es
-->
<l ockType>${sol r. | ock. type: hdf s} </| ockType>

<l-- Commit Deletion Policy
Cust om del eti on policies can be specified here. The cl ass nust
i mpl ement or g. apache. | ucene. i ndex. | ndexDel eti onPol i cy.

The default Solr |ndexDel etionPolicy inplenentation supports
deleting index conmt points on nunber of commits, age of
conmit point and optinized stat us.

The | atest comit point should always be preserved regardl ess
of the criteria.

-->
<l--
<del etionPolicy class="solr. SolrDel eti onPolicy">
-->
<l-- The nunber of commit points to be kept -->
<l-- <str nane="maxComm t sToKeep">1</str> -->
<I-- The nunber of optimzed commt points to be kept -->
<I-- <str nanme="maxOpti m zedConmi t sToKeep" >0</str> -->
<l--
Delete all commit points once they have reached the given age.
Supports Dat eMat hParser syntax e.g.

-->
ST

<str name="maxConmi t Age" >30M NUTES</ str >

<str nanme="nmaxConmi t Age" >1DAY</str >
-->
<=
</ del eti onPol i cy>
-->
<I'-- Lucene | nfostream

To aid in advanced debuggi ng, Lucene provides an "InfoStreant
of detailed information when i ndexi ng.

Setting The value to true will instruct the underlying Lucene
IndexWiter to wite its debugging info the specified file
-->
<I-- <infoStream fil e="1NFOSTREAM t xt " >f al se</i nfoStreanr -->
</i ndexConfi g>

<l-- JMX
This exanple enables JMX if and only if an existing MBeanServer
is found, use this if you want to configure JMX t hrough JVM
paraneters. Renove this to disable exposing Solr configuration
and statistics to JMX

For nore details see http://wi ki.apache. org/sol r/ Sol rJnx

-->
<jnmx />
<I-- If you want to connect to a particul ar server, specify the

agent |l d

-->
<I-- <jnx agentld="myAgent" /> -->
<I-- |If you want to start a new MBeanServer, specify the serviceUl -->
<I-- <jnx serviceUrl="service:jmx:rm:///jndi/rm://|ocal host:9999/solr"/>
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-->

<I-- The default high-performance update handler -->
<updat eHandl er cl ass="sol r. Di rect Updat eHandl| er 2" >

<l-- Enables a transaction |og, used for real-tine get, durability, and
and solr cloud replica recovery. The log can grow as big as
uncommi tted changes to the index, so use of a hard autoConmit
i s reconmmended (see bel ow).

"dir" - the target directory for transaction |ogs, defaults to the
solr data directory
"numVer si onBucket s" - sets the nunber of buckets used to keep

track of max version val ues when checking for re-ordered
updates; increase this value to reduce the cost of
synchroni zi ng access to version buckets during high-vol une
i ndexi ng, this requires 8 bytes (long) * nunVersionBuckets
of heap space per Solr core.
- >
<updat eLog>
<str nanme="dir">${solr.ulog.dir:}</str>
<int name="t| ogDf sReplication">${sol r.ul og.tl ogDf sReplication:3}</int>
<i nt nanme="nunVer si onBucket s">${sol r. ul og. nunVer si onBucket s: 65536} </
i nt>
</ updat eLog>

<l-- Aut oComni t
Performa hard commt autonatically under certain conditions.
I nst ead of enabling autoConmit, consider using "conmitWthin"
when addi ng docunents.

http://w ki .apache. org/ sol r/ Updat eXm Messages

maxDocs - Maxi mum nunber of docunments to add since the | ast
commit before automatically triggering a new conmit

maxTi me - Maxi num anount of time in ns that is allowed to pass
since a docunment was added before automatically
triggering a new conmit.
openSearcher - if false, the commt causes recent index changes
to be flushed to stable storage, but does not cause a new
searcher to be opened to nake those changes visible.

If the updatelLog is enabled, then it's highly reconmmended to
have sone sort of hard autoConmit to limt the |og size.
-
<aut oConmi t >
<maxTi me>${sol r. aut oConmi t . maxTi me: 60000} </ maxTi me>
<openSear cher >f al se</ openSear cher >
</ aut oConmi t >
<I-- softAutoConmmit is |ike autoCommit except it causes a
"soft' conmmit which only ensures that changes are visible
but does not ensure that data is synced to disk. This is
faster and nore near-realtine friendly than a hard comm t
- >

<aut oSof t Conmi t >

<mexTi me>${sol r. aut oSof t Comi t . maxTi me: 15000} </ maxTi me>
</ aut oSof t Commi t >
<I-- Update Rel ated Event Listeners

Various IndexWiter related events can trigger Listeners to
take acti ons.
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postCommit - fired after every commit or optinize comrand
postOptinize - fired after every optinize comrand
-->
<!-- The RunExecutabl eLi st ener executes an external command from a
hook such as postCommit or postOptim ze.

exe - the name of the executable to run
dir - dir to use as the current working directory. (default=".")
wait - the calling thread waits until the executabl e returns.
(defaul t="true")

args - the argunents to pass to the program (default is none)
env - environnment variables to set. (default is none)

-->

<!-- Thi s exanpl e shows how RunExecut abl eLi stener could be used

with the script based replication..
http://wi ki.apache.org/solr/Col |l ectionDistribution

-->

<l--

<listener event="postConmit" class="solr.RunExecut abl eLi stener">
<str name="exe">sol r/bin/snapshooter</str>
<str name="dir">. </str>
<bool nanme="wait">true</bool >
<arr name="args"> <str>argl</str> <str>arg2</str> </arr>
<arr nanme="env"> <str>MYVAR=val 1</str> </arr>

</listener>

-->

</ updat eHandl| er >

<l -- | ndexReader Fact ory

Use the following format to specify a custom | ndexReader Fact ory,
whi ch allows for alternate |IndexReader inplenentations.

** Experinmental Feature **

Pl ease note - Using a custom | ndexReader Factory nmay prevent
certain other features fromworking. The APl to

| ndexReader Fact ory may change w thout warning or nay even be
renoved fromfuture releases if the problens cannot be

resol ved.

** Features that may not work with custom | ndexReader Factory **
The ReplicationHandl er assunmes a di sk-resident index. Using a
custom | ndexReader inplenentation nmay cause inconpatibility
with ReplicationHandl er and nay cause replication to not work
correctly. See SOLR-1366 for details.

-->

<l--

<i ndexReader Fact ory nane="| ndexReader Fact ory" cl ass="package. cl ass">
<str nane="soneArg">Sone Val ue</str>
</ i ndexReader Factory >

ng.

- >
<l--
Query section - these settings control query tine things |ike caches
-->
<query>
<l-- Maxi mum nunber of cl auses all owed when parsing a bool ean query stri
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This linmt only inpacts bool ean queries specified by a user as part
of a query string,

and provi des per-collection controls on how conpl ex user specified
bool ean queries can

be. Query strings that specify nore clauses then this will result
in an error.

If this per-collection linmt is greater then the global "~ nmaxBool ea
nCl auses™ lint
specified in “solr.xm ", it will have no effect, as that setting a
so limts the size
of user specified bool ean queri es.
-->
<maxBool eand auses>${sol r. max. bool eand auses: 1024} </ maxBool eand auses>
<I-- Solr Internal Query Caches

There are two inpl enentati ons of cache avail able for Solr,
LRUCache, based on a synchroni zed Li nkedHashMap, and
Fast LRUCache, based on a Concurrent HashMap

Fast LRUCache has faster gets and slower puts in single

t hreaded operation and thus is generally faster than LRUCache
when the hit ratio of the cache is high (> 75%, and may be
faster under other scenarios on nulti-cpu systens.

<!-- Filter Cache

Cache used by Sol rl ndexSearcher for filters (DocSets),
unordered sets of *all* docunents that match a query. Wen a
new searcher is opened, its caches may be prepopul ated or
"aut owar red" using data from caches in the old searcher
aut owar nCount is the nunber of itens to prepopul ate. For
LRUCache, the autowarned itenms will be the nbst recently
accessed itens.
Par anet er s:
class - the Sol rCache inpl enentati on LRUCache or
(LRUCache or Fast LRUCache)
size - the maxi mum nunber of entries in the cache
initialSize - the initial capacity (nunber of entries) of
the cache. (see java.util.HashMap)
aut owar nCount - the nunber of entries to prepopul ate from
and ol d cache.
maxRanvB - the nmaxi mum anount of RAM (in MB) that this cache is a

Il owed
to occupy. Note that when this option is specified,
the size
and initial Size paraneters are ignored
s>
<filterCache class="solr. Fast LRUCache"

si ze="512"
initial Size="512"
aut owar mCount =" 0"/ >

<I-- Query Result Cache

Caches results of searches - ordered lists of docunent ids
(DocLi st) based on a query, a sort, and the range of docunents r
equest ed.
Addi tional supported parameter by LRUCache:
maxRamMVB - the maxi num anount of RAM (in MB) that this cache is
al | oned

to occupy
>
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<queryResul t Cache cl ass="sol r. LRUCache"
si ze="512"
initial Size="512"
aut owar nCount =" 0"/ >

<I-- Docunent Cache
Caches Lucene Docunent objects (the stored fields for each

docunent). Since Lucene internal docunent ids are transient,
this cache will not be autowarned.

-->
<docunent Cache cl ass="sol r. LRUCache"
si ze="512"
initial Si ze="512"
aut owar nCount =" 0"/ >
<l-- custom cache currently used by block join -->

<cache nane="per SegFilter"
cl ass="sol r. sear ch. LRUCache"
size="10"
initial Size="0"
aut owar nCount =" 10"
regener at or ="sol r. NoOpRegenerator” />

<l-- Field Value Cache

Cache used to hold field values that are quickly accessible
by docunent id. The fieldValueCache is created by default
even if not configured here.
- >
<l--
<fi el dval ueCache cl ass="sol r. Fast LRUCache"
size="512"
aut owar nCount =" 128"
show t enms="32" />
- >

<I'-- Custom Cache
Exanpl e of a generic cache. These caches nay be accessed by
nane t hrough Sol rl ndexSear cher. get Cache(), cacheLookup(), and
cachelnsert(). The purpose is to enable easy cachi ng of
user/application | evel data. The regenerator argunment shoul d
be specified as an inplenentation of solr.CacheRegenerat or
if autowarning is desired.
-
<I--
<cache name="myUser Cache"
cl ass="sol r. LRUCache"
si ze="4096"
initial Size="1024"
aut owar nCount =" 1024"
regener at or =" com nyconpany. MyRegener at or "
/>
-->

<I-- Lazy Field Loading

If true, stored fields that are not requested will be | oaded
lazily. This can result in a significant speed inprovenent
if the usual case is to not load all stored fields,
especially if the skipped fields are | arge conpressed text
fields.

-

<enabl eLazyFi el dLoadi ng>t r ue</ enabl eLazyFi el dLoadi ng>
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<l-- Use Filter For Sorted Query

A possible optimzation that attenpts to use a filter to
satisfy a search. |[If the requested sort does not include
score, then the filterCache will be checked for a filter

mat chi ng the query. If found, the filter will be used as the
source of docunent ids, and then the sort will be applied to
t hat .

For nost situations, this will not be useful unless you
frequently get the same search repeatedly with different sort
options, and none of them ever use "score"

-->
<I--
<useFi | t er For Sor t edQuer y>t r ue</ useFi | t er For Sor t edQuer y>
-->
<I-- Result Wndow Size
An optinization for use with the queryResult Cache. When a search
is requested, a superset of the requested nunber of docunent ids
are collected. For exanple, if a search for a particular query
requests matchi ng docunents 10 t hrough 19, and queryW ndowSi ze is
50,
then docunents O through 49 will be collected and cached. Any fu
rther

requests in that range can be satisfied via the cache.
-->
<quer yResul t W ndowSi ze>20</ quer yResul t W ndowSi ze>

<I-- Maxi mum nunber of docunents to cache for any entry in the
quer yResul t Cache.
-
<quer yResul t MaxDocsCached>200</ quer yResul t MaxDocsCached>
<l-- Query Rel ated Event Listeners

Various | ndexSearcher related events can trigger Listeners to
take acti ons.

newSear cher - fired whenever a new searcher is being prepared
and there is a current searcher handling requests (aka
registered). It can be used to prinme certain caches to
prevent |ong request tines for certain requests.

firstSearcher - fired whenever a new searcher is being
prepared but there is no current registered searcher to handl e
requests or to gain autowarm ng data from

-->
<I-- QuerySenderListener takes an array of NanedLi st and executes a
| ocal query request for each NanedLi st in sequence.
-->
<l i st ener event="newSear cher" class="sol r. QuerySenderLi stener">
<arr nanme="queries">

<l--
<| st ><str name="qg">sol r</str><str name="sort">price asc</str></
| st>
<| st ><str nane="q">rocks</str><str name="sort">wei ght asc</str></
| st>
-->
</arr>

</listener>
<li stener event="firstSearcher" class="solr.QerySenderListener">
<arr nanme="queries">
ST
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<| st>
<str name="q">static firstSearcher warm ng in solrconfig.xm </str>
</[lst>
-->
</arr>
</listener>

<!-- Use Cold Searcher

If a search request cones in and there is no current
regi stered searcher, then imediately register the still
war mi ng searcher and use it. |If "false" then all requests
will block until the first searcher is done warm ng.
s>
<useCol dSear cher >f al se</ useCol dSear cher >
<I-- Slow Query Request Loggi ng

Any queries that take | onger than the specified threshold
will be |ogged as "slow' queries.
To di sabl e sl ow request |logging for this Solr config,
set the value to -1
-->
<sl owQuer yThreshol dM | | i s>5000</ sl owQuer yThreshol dM | | i s>

</ query>

<l -- Request Di spatcher

This section contains instructions for how the Sol rDi spatchFilter
shoul d behave when processing requests for this SolrCore.

-
<r equest Di spat cher >

<I-- Request Parsing
These settings indicate how Solr Requests may be parsed, and
what restrictions may be placed on the ContentStreans from
t hose requests
enabl eRenot eStream ng - enabl es use of the streamfile
and streamurl paraneters for specifying renpte streans.
mul ti part Upl oadLi nmitlnKB - specifies the max size (in KiB) of
Multipart File Uploads that Solr will allow in a Request.
f orndat aUpl oadLi mi tI nKB - specifies the nax size (in KiB) of
form data (application/x-ww-formurlencoded) sent via
POST. You can use POST to pass request paraneters not
fitting into the URL.
addHt t pRequest ToContext - if set to true, it will instruct
the requestParsers to include the original HttpServletRequest
object in the context map of the Sol r QueryRequest under the
key "httpRequest”. It will not be used by any of the existing
Solr conponents, but may be useful when devel opi ng custom
pl ugi ns.
* % % V\ARN' NG * % %
Bef ore enabling renote stream ng, you should nake sure your
system has aut henti cati on enabl ed.

-->

<request Par sers enabl eRenot eStreani ng="true"
mul ti part Upl oadLi m t | nKB="2048000"
f or ndat aUpl oadLi m t | nKB="2048"
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addHt t pRequest ToCont ext ="t rue"/ >
<l-- HTTP Cachi ng
Set HITP caching rel ated paraneters (for proxy caches and clients).

The options below instruct Solr not to output any HTTP Caching
rel ated headers
-

<ht t pCachi ng never 304="true" />

<l-- If you include a <cacheControl > directive, it will be used to
generate a Cache-Control header (as well as an Expires header
if the val ue contains "nax-age=")
By default, no Cache-Control header is generated.
You can use the <cacheControl > option even if you have set
never 304="true"

-->
<l--
<htt pCachi ng never 304="true" >
<cacheCont r ol >max- age=30, public</cacheControl >
</ htt pCachi ng>
-->
<I-- To enable Solr to respond with automatically generated HITP
Cachi ng headers, and to response to Cache Validation requests
correctly, set the value of never304="fal se"
This will cause Solr to generate Last-Mdified and ETag
headers based on the properties of the |ndex.
The follow ng options can al so be specified to affect the
val ues of these headers..
| ast ModFrom - the default value is "openTi ne" which nmeans the
Last - Mbdi fi ed val ue (and validati on against |f-Mdified-Since
requests) will all be relative to when the current Searcher
was opened. You can change it to | ast ModFron="dirLast Mod" if
you want the value to exactly correspond to when the physica
i ndex was | ast nodified.
etagSeed="..." is an option you can change to force the ETag
header (and validation against |f-None-Match requests) to be
different even if the index has not changed (ie: when naking
significant changes to your config file)
(1 ast Modi fi edFrom and et agSeed are both ignored if you use
t he never304="true" option)
-->
<l--

<ht t pCachi ng | ast Mbdi fi edFr om="openTi ne"
et agSeed="Sol r" >
<cacheCont r ol >max- age=30, public</cacheControl >
</ htt pCachi ng>
-->
</ request D spat cher >

<I'-- Request Handl ers
http://wi ki .apache. org/ sol r/ Sol r Request Handl er

Incom ng queries will be dispatched to a specific handl er by nane
based on the path specified in the request.

If a Request Handler is declared with startup="lazy", then it wll
not be initialized until the first request that uses it.
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-->
<l -- SearchHandl er
http://w ki .apache. org/ sol r/ Sear chHandl er

For processing Search Queries, the prinmary Request Handl er
provided with Solr is "SearchHandl er" It del egates to a sequent
of SearchConponents (see bel ow) and supports distributed
queries across nultiple shards

<r equest Handl er name="/get" cl ass="sol r. Real Ti nreGet Handl er" >
<l st name="defaul ts">
<str name="onit Header">true</str>
<str name="wt">j son</str>
<str name="indent">true</str>
</lst>
<arr nanme="first-conmponents">
<str>quer yDocAut hori zati on</str>
</arr>
</ request Handl er >

<r equest Handl er name="/sel ect" cl ass="sol r. Sear chHandl er" >

<I-- default values for query paraneters can be specified, these
will be overridden by paraneters in the request
-->
<l st name="defaul ts">

<str name="echoParans">explicit</str>
<int name="rows">10</int >
<l-- Default search field
<str name="df">text</str>
-->
<l-- Change fromJSON to XML format (the default prior to Solr 7.0)
<str name="wt">xm </str>
-->
</lst>
<lI-- In addition to defaults, "appends" parans can be specified
to identify val ues which should be appended to the |ist of
mul ti-val paranms fromthe query (or the existing "defaults").
- >
<I-- In this exanple, the param "fq=i nstock:true" would be appended to
any query tinme fq parans the user may specify, as a mechani sm for
partitioning the index, independent of any user selected filtering
that may al so be desired (perhaps as a result of faceted searching

NOTE: there is *absolutely* nothing a client can do to prevent thes

"appends" val ues from bei ng used, so don't use this nmechani sm
unl ess you are sure you al ways want it.

-->
<l--
<l st nanme="appends" >
<str name="fq">i nStock: true</str>
</I|st>
-->
<l-- "invariants” are a way of letting the Solr maintainer |ock down

the options available to Solr clients. Any parans val ues
specified here are used regardl ess of what val ues may be specified
in either the query, the "defaults", or the "appends" parans.

In this exanple, the facet.field and facet.query parans woul d
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be fixed, linmting the facets clients can use. Faceting is
not turned on by default - but if the client does specify
facet=true in the request, these are the only facets they
will be able to see counts for; regardl ess of what other
facet.field or facet.query parans they may specify.

NOTE: there is *absolutely* nothing a client can do to prevent th

ese

"invariants" val ues from being used, so don't use this nmechani sm
unl ess you are sure you al ways want it.

-->
<l--
<l st nane="invariants">
<str name="facet.field">cat</str>
<str nanme="facet.field">mnu_exact </str>
<str name="facet.query">price:[* TO 500] </str>
<str name="facet.query">price:[500 TO *]</str>
</lst>
-->
<l-- If the default |ist of SearchConponents is not desired, that
list can either be overridden conpletely, or conponents can be
prepended or appended to the default list. (see bel ow)
-->
<l--

<arr name="conponents">
<st r >nanmeCf Cust omConponent 1</ st r >
<st r >nanmeCf Cust omConponent 2</ st r >

</arr>

-->

<arr nanme="first-conmponents">
<str>quer yDocAut hori zati on</str>

</arr>

</ request Handl er >

<I-- A request handler that returns indented JSON by default -->
<r equest Handl er nanme="/query" cl ass="sol r. SearchHandl er">
<l st name="defaul ts">
<str name="echoParans">explicit</str>
<str name="wt">j son</str>
<str name="indent">true</str>
</I|st>
<arr nanme="first-conmponents">
<str>quer yDocAut hori zati on</str>
</arr>
</ request Handl er >

<i nit Parans path="/update/**,/query,/select,/spell">
<l st name="defaul ts">
<str name="df"> text_</str>
</lst>
</initParans>

<I-- Search Conponents

Search conponents are registered to Sol rCore and used by
i nstances of SearchHandl er (which can access them by nane)

By default, the foll owi ng conponents are avail abl e:

<sear chConponent nane="query" cl ass="sol r. Quer yConmponent" />
<sear chConponent nane="facet" cl ass="sol r. Facet Conponent" />
<sear chConponent name="mnit" cl ass="sol r. MoreLi keThi sConponen

/>
<sear chConponent nane="hi ghlight" cl ass="sol r.Hi ghli ght Conponent" />
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<sear chConponent nane="stats" cl ass="sol r. St at sConponent" />
<sear chConponent nane="debug" cl ass="sol r. DebugConponent " />

Default configuration in a requestHandl er woul d | ook Iike:

<arr name="conponents">
<str>query</str>
<str>facet</str>
<str>mt</str>
<str>hi ghlight</str>
<str>stats</str>
<st r>debug</str>

</arr>

If you register a searchConponent to one of the standard nanes,
that will be used instead of the default.

To insert components before or after the 'standard' conponents, use:

<arr nanme="first-conponents">
<str>nyFi r st Conponent Nane</ str>

</arr>

<arr nanme="| ast - conponent s" >
<str>mylLast Conponent Nane</ st r >

</arr>

NOTE: The conponent registered with the nanme "debug" wll
al ways be executed after the "l ast-conponents”

-->

<sear chConponent name="queryDocAut hori zati on" cl ass="org. apache. ranger. a
ut hori zation. sol r. aut hori zer. Ranger Sol r Aut hori zer" >
<str name="enabl ed">true</str>
<I-- The field which contains the role or list of roles which are all ow
ed to query a particul ar docunent -->
<str name="ranger Aut hFi el d">r anger _aut h</str>
<I-- If the rangerAuthField contains this value, all roles will be allo
wed to query that particul ar docunent -->
<str name="al | Rol esToken">*</str>
</ sear chConmponent >

<I'-- Spell Check

The spell check conmponent can return a list of alternative spelling
suggest i ons.

http://w ki .apache. org/ sol r/ Spel | CheckConponent
-->
<sear chConponent nane="spel | check" class="sol r. Spel | CheckConponent ">
<str nanme="queryAnal yzerFi el dType" >t ext general </str>

<I-- Multiple "Spell Checkers" can be declared and used by this
conmponent
-->

<l-- a spellchecker built froma field of the main index -->
<l st name="spel | checker" >
<str name="nane" >defaul t</str>
<str name="field"> text </str>
<str nanme="cl assnane">sol r. Di rect Sol r Spel | Checker </ str>
<I-- the spellcheck distance nmeasure used, the default is the interna
| evenshtein -->
<str name="di stanceMeasure">i nternal </str>
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<I'-- mni mum accuracy needed to be considered a valid spellcheck su
ggestion -->
<fl oat nane="accuracy">0.5</fl oat >

<l-- the maxi num #edits we consi der when enunerating terns: can be 1
or 2 -->

<i nt name="maxEdi ts">2</int >

<I'-- the mnimum shared prefix when enunerating terms -->

<int name="m nPrefix">1</int>

<l-- maxi mum nunber of inspections per result. -->

<i nt name="nmaxl| nspecti ons">5</int>

<I-- mninumlength of a query termto be considered for correction --

<i nt name="ni nQueryLengt h">4</i nt >

<I-- maxi mum t hreshol d of docunents a query term can appear to be co
nsi dered for correction -->

<f | oat nanme="nmaxQuer yFrequency">0. 01</fl oat >

<l-- unconment this to require suggestions to occur in 1% of the do
cunment s
<fl oat name="t hr eshol dTokenFr equency">. 01</ f| oat >
-->
</[lst>
<I-- a spellchecker that can break or conbine words. See "/spell"” hand
er bel ow for usage -->

<I--

<l st name="spel | checker">
<str nanme="nane" >wor dbr eak</str>
<str nanme="cl assnane" >sol r. Wor dBr eakSol r Spel | Checker </ str>
<str name="fi el d">nane</str>
<str nanme="conbi neWbrds" >true</str>
<str nanme="breakWrds">true</str>
<i nt name="nmaxChanges">10</i nt >

</I|st>

-->

</ sear chConponent >

<I-- A request handler for denonstrating the spellcheck conponent.

NOTE: This is purely as an exanple. The whol e purpose of the
Spel | CheckConponent is to hook it into the request handl er that
handl es your normal user queries so that a separate request is
not needed to get suggestions.

I N OTHER WORDS, THERE | S REALLY GOOD CHANCE THE SETUP BELOW I S
NOT VWHAT YOU WANT FOR YOUR PRODUCTI ON SYSTEM

See http://w ki.apache. org/ sol r/ Spel | CheckConponent for details
on the request paraneters.

-->
<r equest Handl er name="/spell|l" class="solr. SearchHandl er" startup="I|azy">
<l st name="defaul ts">
<I-- Solr will use suggestions fromboth the 'default' spellchecker

and fromthe 'wordbreak' spellchecker and conbi ne them
collations (re-witten queries) can include a conbination of
corrections from both spellcheckers -->

<str name="spel | check. di cti onary">defaul t</str>

<str nanme="spel | check">on</str>

<str nane="spel | check. ext endedResul t s" >t rue</str>

<str nanme="spel | check. count">10</str>

<str nanme="spel | check. al t ernati veTer nCount " >5</ st r >

<str name="spel | check. maxResul t sFor Suggest " >5</ st r >

<str nanme="spel | check. col | ate">true</str>

<str nanme="spel | check. col | at eExt endedResul t s" >t rue</str>

<str nanme="spel | check. maxCol | ati onTri es" >10</str>

<str nanme="spel | check. naxCol | ati ons" >5</str>

</lst>
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<arr nane="| ast - conponent s" >
<str>spel | check</str>
</arr>
</ request Handl er >
<l-- Terns Conponent
http://w ki .apache. org/ sol r/ Ter nsConponent

A component to return ternms and docunent frequency of those
terms
-->
<sear chConponent nane="terns" class="solr. Ter nsConponent"/>

<I-- A request handl er for denonstrating the terns conponent -->

<r equest Handl er name="/terns" class="solr. SearchHandl er" startup='

<I st nane="defaul ts">
<bool nane="terns">true</ bool >
<bool nanme="di strib">fal se</ bool >

</lst>

<arr name="conponents">
<str>terns</str>

<larr>

</ request Handl er >

<l-- Highlighting Conponent
http://wi ki .apache. org/sol r/ Hi ghlighti ngParaneters
-->

<sear chConponent cl ass="sol r. Hi ghl i ght Conponent"” nane="hi ghlight">

<hi ghl i ghti ng>
<l-- Configure the standard fragnmenter -->
<I-- This could nost likely be conmented out in the "defaul t"
<fragment er nane="gap"
def aul t ="true"
cl ass="sol r. hi ghl i ght. GapFragnenter">
<l st name="defaul ts">
<int name="hl.fragsize">100</int>
</lst>
</ fragnenter>
<I-- A regul ar - expr essi on- based fragnenter
(for sentence extraction)
-->
<f ragnent er nane="regex"
cl ass="sol r. hi ghl i ght. RegexFragnmenter">
<l st name="defaul ts">

] I azyu >

case -->

<I-- slightly smaller fragsizes work better because of slop -->

<int name="hl.fragsize">70</int>

<l-- allow 50% sl op on fragnent sizes -->
<fl oat nane="hl.regex. sl op">0.5</fl oat >
<l-- a basic sentence pattern -->

<str nanme="hl.regex.pattern">[-\w ,/\n\&quot; &pos;]{20, 200} </ str>

</lst>
</ fragnenter>

<l-- Configure the standard formatter -->
<formatter name="htm"
defaul t="true"
class="solr. highlight.H m Formatter">
<l st name="defaul ts">
<str nanme="hl. si npl e. pre"><! [ CDATA[ <enp] ]| ></str>
<str name="hl. si npl e. post " ><![ CDATA[ </ enp] | ></str>
</lst>
</formatter>

<l-- Configure the standard encoder -->
<encoder name="htm "
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cl ass="sol r. highlight.H m Encoder” />

<l-- Configure the standard fragLi stBuil der -->
<fragLi st Bui | der nane="si npl e"
cl ass="sol r. hi ghli ght. Si npl eFragLi st Bui | der"/ >

<I-- Configure the single fragListBuilder -->
<fragLi st Bui | der nanme="singl e"
cl ass="sol r. hi ghli ght. Si ngl eFragLi st Bui | der"/ >

<l-- Configure the weighted fragLi stBuil der -->
<fragLi st Bui | der nanme="wei ght ed"
def aul t ="true"
cl ass="sol r. hi ghlight. Wi ght edFragLi st Bui | der"/>

<l-- default tag FragnentsBuil der -->
<f ragnent sBui | der nane="defaul t"
default="true"
cl ass="sol r. hi ghli ght. Scor eOr der Fr agnent sBui | der" >
<l--
<l st name="defaul ts">
<str name="hl.nul ti Val uedSepar at or Char" >/ </ str>
</Ist>
- >
</ fragnent sBui | der >

<I-- multi-colored tag FragnentsBuil der -->
<f ragnent sBui | der nane="col or ed"
class="sol r. hi ghli ght. ScoreO der Fragnment sBui | der ">
<l st name="defaul ts">
<str name="hl.tag. pre"><![ CDATA]
<b styl e="background: yel | ow'>, <b styl e="background: | awgr een"

<b styl e="background: aquanari ne" >, <b styl e="backgr ound: nag
enta" >,
<b styl e="background: pal egreen">, <b styl e="background: coral ">

<b styl e="background: wheat ">, <b styl e="backgr ound: khaki " >,
<b styl e="background:|inme">, <b styl e="background: deepskybl ue"
>]]></str>
<str name="hl.tag. post"><![ CDATA[ </ b>]]></str>
</lst>
</ fragnent sBui | der >

<boundar yScanner nane="defaul t"
def aul t ="true"
cl ass="sol r. hi ghl i ght. Si npl eBoundar yScanner " >
<l st name="defaul ts">
<str nanme="hl.bs. maxScan" >10</str>
<str nanme="hl.bs.chars">.,!? &#9; &*#10; &#13; </ str>
</I|st>
</ boundar yScanner >

<boundar yScanner nane="breaklterator"
cl ass="sol r. hi ghlight.Breaklterat or BoundaryScanner" >
<l st name="defaul ts">
<l-- type should be one of CHARACTER, WORD(default), LINE and SEN

TENCE - - >

<str name="hl.bs. type">WORD</ st r >

<I-- language and country are used when constructing Local e obje
ct. -->

<I-- And the Locale object will be used when getting instance of

Breaklterator -->
<str nanme="hl. bs. | anguage" >en</str>
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<str name="hl.bs. country">US</str>
</lst>
</ boundar yScanner >
</ hi ghl i ghti ng>
</ sear chConmponent >

<I-- Update Processors
Chai ns of Update Processor Factories for dealing with Update
Requests can be declared, and then used by nanme in Update
Request Processors
http://w ki . apache. or g/ sol r/ Updat eRequest Pr ocessor

-->
<l -- Add unknown fields to the schema

Fi el d type guessing update processors that wll

attenpt to parse string-typed field val ues as Bool eans, Longs,
Doubl es, or Dates, and then add schema fields with the guessed
field types. Text content will be indexed as "text_general" as
well as a copy to a plain string version in *_str.

These require that the schena is both managed and nutabl e, by
decl ari ng schemaFactory as Managedl ndexSchemaFactory, with
mut abl e specified as true.

See http://w ki.apache. org/sol r/ Guessi ngFi el dTypes
-
<updat eProcessor cl ass="sol r. UU DUpdat ePr ocessor Fact ory" nane="uui d"/ >
<updat ePr ocessor cl ass="sol r. RenoveBl ankFi el dUpdat ePr ocessor Fact ory" na
me="r enove- bl ank"/ >
<updat eProcessor cl ass="solr. Fi el dNameMit ati ngUpdat ePr ocessor Fact ory" nane
="fi el d- name- nut ati ng" >
<str name="pattern">[Mw\.]</str>
<str name="repl acenent"> </str>
</ updat ePr ocessor >
<updat ePr ocessor cl ass="sol r. ParseBool eanFi el dUpdat ePr ocessor Fact ory" nane
=" par se- bool ean"/ >
<updat eProcessor class="solr. ParseLongFi el dUpdat eProcessor Fact ory" nane
="parse-1long"/>
<updat ePr ocessor cl ass="sol r. ParseDoubl eFi el dUpdat ePr ocessor Fact ory" nanme=
" par se-doubl e"/ >
<updat ePr ocessor cl ass="sol r. ParseDat eFi el dUpdat ePr ocessor Fact ory" nane="
par se-dat e" >
<arr nane="fornmat">
<str>yyyy-Mdd[' T' [ HH: ] : ss[ . SSS] | [ z</ str>
<str>yyyy-Mvdd[' T' [ HH: ] : ss[, SSS] ] [ z</ str>
<str>yyyy-Mvtdd HH nmi:ss[.SSS]][z</str>
<str>yyyy-Mvtdd HH m:ss[, SSS] ][ z</str>
<str>[ EEE, ]dd MW yyyy HH: mmi:ss] z</str>
<str>EEEE, dd- MW yy HH. nm ss z</str>
<str>EEE MW ppd HH. mm ss [z ]yyyy</str>
</arr>
</ updat ePr ocessor >
<updat ePr ocessor cl ass="solr. AddSchemaFi el dsUpdat ePr ocessor Fact ory" name=
"add- schema-fiel ds">
<l st nanme="typeMappi ng" >
<str nanme="val ued ass">j ava.l ang. Stri ng</str>
<str nanme="fiel dType">text general </str>
<l st nanme="copyFi el d">
<str name="dest">* str</str>
<i nt name="maxChar s" >256</i nt >
</lst>
<I-- Use as default mapping instead of defaultFiel dType -->
<bool nane="def aul t">true</bool >
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</lst>

<l st nanme="typeMappi ng" >
<str nanme="val ued ass">j ava. | ang. Bool ean</ str >
<str nanme="fiel dType" >bool eans</str>

</lst>

<l st name="t ypeMappi ng" >
<str nanme="val ueC ass">java. util.Date</str>
<str nanme="fiel dType" >pdat es</str>

</[lst>

<l st name="t ypeMappi ng" >
<str nanme="val ued ass">j ava. | ang. Long</str>
<str name="val ued ass">j ava. |l ang. I nteger</str>
<str name="fiel dType">pl ongs</str>

</lst>

<l st name="t ypeMappi ng" >
<str nanme="val ued ass">j ava. | ang. Nunber </ str >
<str nanme="fiel dType" >pdoubl es</str>

</lst>

</ updat ePr ocessor >

<l-- The update. aut oCreat eFi el ds property can be turned to false to dis
abl e schenal ess node -->
<updat eRequest Pr ocessor Chai n name="add- unknown-fi el ds-t o-t he-schena" defa
ul t =" ${updat e. aut oCr eat eFi el ds: true}"
processor ="uui d, renove- bl ank, fi el d- nanme- nmut at i ng, par se- bool ean
par se-1 ong, par se- doubl e, par se- dat e, add- scherma-fi el ds" >
<processor class="solr.LogUpdat eProcessor Factory"/>
<processor class="solr.D stributedUpdat eProcessorFactory"/>
<processor class="sol r. RunUpdat eProcessor Factory"/>
</ updat eRequest Pr ocessor Chai n>
<l-- Deduplication

An exanpl e dedup update processor that creates the "id" field
on the fly based on the hash code of sone other fields. This
exanpl e has overwiteDupes set to false since we are using the
id field as the signatureField and Solr will rmaintain
uni queness based on that anyway.
-->
<I--
<updat eRequest Processor Chai n name="dedupe" >
<processor class="solr.processor.Si gnat ureUpdat eProcessor Fact ory" >
<bool nane="enabl ed" >t rue</bool >
<str nanme="signatureFi el d">id</str>
<bool nane="overwiteDupes">fal se</bool >
<str name="fiel ds">nane, f eatures, cat</str>
<str name="si gnat ureCl ass">sol r. processor. Lookup3Si gnat ur e</ str >
</ processor >
<processor class="solr.LogUpdat eProcessor Factory" />
<processor class="sol r. RunUpdat eProcessor Factory" />
</ updat eRequest Pr ocessor Chai n>
-

<I-- Response Witers
http://w ki .apache. org/ sol r/ Quer yResponseWiter

Request responses will be witten using the witer specified by
the 'wt' request paraneter nmatching the nane of a registered
witer.

The "default" witer is the default and will be used if "W' is
not specified in the request.
-
<l-- The followi ng response witers are inplicitly configured unless
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overri dden..
-->
<I--
<quer yResponseWiter name="xmn"
defaul t="true"
cl ass="sol r. XM_ResponseWiter" />
<quer yResponseWiter name="json" class="solr.JSONResponseWiter"/>
<quer yResponseW i ter name="python" class="sol r. Pyt honResponseWiter"/>
<quer yResponseWiter name="ruby" class="sol r. RubyResponseWiter"/>
<quer yResponseW it er nanme="php" class="sol r. PHPResponseWiter"/>
<quer yResponseW iter name="phps" class="solr.PHPSerial i zedResponseW i
ter"/>
<quer yResponseWiter name="csv" class="sol r. CSVResponseWiter"/>
<quer yResponseWiter nanme="schema.xm " cl ass="sol r. SchemaXm ResponseW

iter"/>
-->
<quer yResponseWiter name="json" class="solr.JSONResponseWiter">
<l-- For the purposes of the tutorial, JSON responses are witten as

plain text so that they are easy to read in *any* browser.
If you expect a M ME type of "application/json" just renove this over
ride.
-->
<str nanme="content-type">text/plain; charset=UTF-8</str>
</ quer yResponseWi t er >
<l-- Query Parsers

htt ps://1 ucene. apache. or g/ sol r/ gui de/ quer y- synt ax- and- par si ng. ht ni
Mul tipl e QParserPlugins can be registered by nane, and then

used in either the "def Type" param for the QueryConponent (used
by SearchHandl er) or in Local Parans

-->
<l-- exanple of registering a query parser -->
<I--
<queryParser name="nyparser" class="com nyconpany. MyQPar ser Pl ugi n"/>
5o
<I-- Function Parsers
http://wi ki .apache. org/ sol r/ Functi onQuery
Mul ti pl e Val ueSour ceParsers can be regi stered by name, and then
used as function nanmes when using the "func" QParser.
-->
<l-- exanple of registering a customfunction parser -->
<I--
<val ueSour cePar ser nane="nyf unc"
cl ass="com nyconpany. MyVal ueSour cePar ser" />
5o
<l -- Docunent Transforners
http://wi ki.apache. org/ sol r/ DocTr ansf orners
-->
<l--
Coul d be sonething |ike:
<transforner name="db" cl ass="com myconpany. LoadFr onDat abaseTr ansf or m
er" >

<i nt name="connection">jdbc://....</int>
</ transforner>

To add a constant value to all docs, use:
<transforner name="nytrans2" cl ass="org. apache. sol r.response. transfor
m Val ueAugnent er Fact ory" >
<i nt name="val ue">5</int >
</transformer>
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If you want the user to still be able to change it with _val ue: sonet hi
ng_ use this:
<transforner name="nytrans3" cl ass="org. apache. sol r.response. transfor
m Val ueAugnent er Fact ory" >
<doubl e name="def aul t Val ue" >5</ doubl e>
</transformer>

If you are using the QueryEl evati onConponent, you nmay wish to mark d
ocunents that get boosted. The
Edi tori al Marker Factory will do exactly that:
<transforner name="qecBooster" cl ass="org. apache. solr.response.trans
form Edi tori al Marker Factory" />
-->
</ confi g>
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