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An overview of Key Trustee Server and its architecture.

Key Trustee Server is an enterprise-grade virtual safe-deposit box that stores and manages cryptographic keys and
other security artifacts. With Key Trustee Server, encryption keys are separated from the encrypted data, ensuring that
sensitive datais still protected if unauthorized users gain access to the storage media.

Key Trustee Server protects these keys and other critical security objects from unauthorized access while enabling
compliance with strict data security regulations. For added security, Key Trustee Server can integrate with a hardware
security module (HSM).

In conjunction with the Ranger KM S, Key Trustee Server can serve as a backing key store for HDFS transparent
encryption, providing enhanced security and scalability over the file-based Java KeyStore used by the default Hadoop
Key Management Server.

Cloudera Navigator Encrypt also uses Key Trustee Server for key storage and management.

Key Trustee Server is a secure object store. Clients register with Key Trustee Server, and are then able to store and
retrieve objects with Key Trustee Server. The most common use case for Key Trustee Server is storing encryption
keysto simplify key management and enable compliance with various data security regulations, but Key Trustee
Server is agnostic about the actual objects being stored.

All interactions with Key Trustee Server occur over a TLS-encrypted HTTPS connection.

Key Trustee Server does not generate encryption keys for clients. Clients generate encryption keys, encrypt them with
their private key, and send them over a TL S-encrypted connection to the Key Trustee Server. When a client needs

to decrypt data, it retrieves the appropriate encryption key from Key Trustee Server and cachesit locally to improve
performance. This process is demonstrated in the following diagram:
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The most common Key Trustee Server clients are Navigator Encrypt and Key Trustee KMS.

When aKey Trustee client registers with Key Trustee Server, it generates a unique fingerprint. All client interactions
with the Key Trustee Server are authenticated with this fingerprint. Y ou must ensure that the file containing this
fingerprint is secured with appropriate Linux file permissions. The file containing the fingerprint is /etc/navencrypt/
keytrustee/ztrustee.conf for Navigator Encrypt clients, and /var/lib/kms-keytrustee/keytrustee/ .keytrustee/keytruste
e.conf for Key Trustee KMS.

Many clients can use the same Key Trustee Server to manage security objects. For example, you can have severa
Navigator Encrypt clients using a Key Trustee Server, and also use the same Key Trustee Server as the backing store
for Key Trustee KM S (used in HDFS encryption).




Cloudera Manager Key Trustee Server Overview

Key Trustee Server must be installed on a dedicated server or virtual machine (VM) that is not used for any other
purpose. The backing PostgreSQL database must be installed on the same host as the Key Trustee Server, and must
not be shared with any other services. For high availability, the active and passive Key Trustee Servers must not share
physical resources.

The recommended minimum hardware specifications are as follows:

e Processor: 1 GHz 64-bit quad core
¢« Memory: 8 GB RAM
e Storage: 20 GB on moderate- to high-performance disk drives

Installing and managing Key Trustee Server using Cloudera Manager requires Cloudera Manager 7.0.0 and higher.
Key Trustee Server does not require Cloudera Navigator Audit Server or Metadata Server.

Key Trustee Server installation requires the default umask of 0022.

For new Key Trustee Server installations (5.4.0 and higher) and migrated upgrades, Key Trustee Server requires the
following TCP ports to be opened for inbound traffic:

e 11371
Clients connect to this port over HTTPS.
e 11381 (PostgreSQL)
The passive Key Trustee Server connects to this port for database replication.
For upgrades that are not migrated to the CherryPy web server, the pre-upgrade port settings are preserved:
« 80

Clients connect to this port over HTTP to obtain the Key Trustee Server public key.
e A3 (HTTPS)

Clients connect to this port over HTTPS.
e 5432 (PostgreSQL)

The passive Key Trustee Server connects to this port for database replication.

To ensure secure network traffic, Cloudera recommends obtaining Transport Layer Security (TLS) certificates
specific to the hostname of your Key Trustee Server. To obtain the certificate, generate a Certificate Signing Request
(CSR) for the fully qualified domain name (FQDN) of the Key Trustee Server host. The CSR must be signed by
atrusted Certificate Authority (CA). After the certificate has been verified and signed by the CA, the Key Trustee
Server TLS configuration requires:

e The CA-signed certificate
e The private key used to generate the original CSR
» Theintermediate certificate/chain file (provided by the CA)
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Cloudera recommends not using self-signed certificates. If you use self-signed certificates, you must use the --sk
ip-ssl-check parameter when registering Navigator Encrypt with the Key Trustee Server. This skips TLS hostname
validation, which safeguards against certain network-level attacks.

In case of failure, you should regularly back up Key Trustee Server databases and configuration files. Y ou must also
back up client configuration files and keys for Key Trustee Server clients, such as Navigator Encrypt.

Key Trustee Server high availability appliesto read operations only. If either Key Trustee Server fails, the client
automatically retries fetching keys from the functioning server. New write operations (for example, creating new
encryption keys) are not allowed unless both Key Trustee Servers are operational.

Cloudera strongly recommends regularly backing up Key Trustee Server databases and configuration files. Because
these backups contain encryption keys and encrypted deposits, you must ensure that your backup repository is as
secure as the Key Trustee Server.

Y ou must also back up client configuration files and keys for Key Trustee Server clients, such as Navigator Encrypt.

Back up Key Trustee Server using Cloudera M anager
Back up Key Trustee Server using the ktbackup.sh script
Back up Key Trustee Server manually

Back up Key Trustee Server clients

Cloudera Manager versions 5.8 and higher, when used with Key Trustee Server versions 5.7 and higher, alow for
backups of the KT Server.

The actions executed in this procedure are equivalent to running the ktbackup.sh script on the node in question (see
“Back up Key Trustee Server using the ktbackup.sh script” for additional details).

In addition, when using the HDFS Encryption Wizard in Cloudera Manager 5.8 or higher to install and configure Key
Trustee Server versions 5.7 and higher, a cron job is automatically set up to back up the Key Trustee Server on an
ongoing basis. See “Initializing Standalone Key Trustee Server ” for more detail.

To back up the KT Server service configuration using Cloudera Manager:

1. Select the KT Server service configuration that you want to back up.

2. For aKT Server backup, select Create Backup on Active Server (or Create Backup on Passive Server) from the
Actions menu.

A successfully completed backup of the KT Server isindicated by the message “Command Create Backup on Active
Server finished successfully on service keytrustee server”.

Key Trustee Server releases 5.7 and higher include a script, ktbackup.sh, to ssmplify and automate backing up Key
Trustee Server.
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When run on aKey Trustee Server host, the script creates atarball containing the Key Trustee Server private GPG
keys and the PostgreSQL database.

To preserve the security of the backup, you must specify a GPG recipient. Because this recipient is the only entity that
can decrypt the backup, the recipient must be someone authorized to access the Key Trustee Server database, such as
akey administrator.

If the key administrator responsible for backing up and restoring Key Trustee Server does not already have a GPG
key pair, they can create one using thegpg  --gen-key command. The following example demonstrates this
procedure:

Note: By default, gpg --gen-key fails at the password prompt if you have logged in to your user account with
B the su command. Y ou must log in to the SSH session with the user account for which you want to generate
the GPG key pair.

[j ohn. doe@ackup-host ~]$ gpg --gen-key

gpg (GwuPG 2.0.14; Copyright (C) 2009 Free Software Foundation, Inc.
This is free software: you are free to change and redistribute it.
There is NO WARRANTY, to the extent pernmitted by |aw

Pl ease sel ect what kind of key you want:
(1) RSA and RSA (default)
(2) DSA and El ganal
(3) DSA (sign only)
(4) RSA (sign only)
Your selection? 1
RSA keys may be between 1024 and 4096 bits | ong.
What keysi ze do you want? (2048)
Request ed keysize is 2048 bits
Pl ease specify how | ong the key shoul d be valid.
key does not expire

<n> = key expires in n days

<n>w = key expires in n weeks
<n>m = key expires in n nonths
<n>y = key expires in n years

Key is valid for? (0)
Key does not expire at all
Is this correct? (y/N vy

GnhuPG needs to construct a user IDto identify your key.
Real nane: John Doe
Emai | address: john. doe@xanpl e. com
Conment : Key Trustee Backup
You sel ected this USER-ID:
"John Doe (Key Trustee Backup) <john.doe@xanpl e.conp"

Change (N)ame, (CQoment, (E)ymail or (Okay/(Quit? O

You need a Passphrase to protect your secret key.

can't connect to “/hone/john. doe/.gnupg/S. gpg-agent’': No such file or direc
tory

gpg- agent [ 10638]: directory "/ hone/john. doe/. gnupg/ private-keys-vl.d creat
ed

We need to generate a lot of randombytes. It is a good idea to perform
some ot her action (type on the keyboard, nove the nouse, utilize the

di sks) during the prinme generation; this gives the random nunber
generator a better chance to gai n enough entropy.

W need to generate a lot of randombytes. It is a good idea to perform
sonme ot her action (type on the keyboard, nove the nouse, utilize the

di sks) during the prinme generation; this gives the random nunber

8
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generator a better chance to gai n enough entropy.
gpg: /hone/john. doe/. gnupg/trustdb. gpg: trustdb created
gpg: key 0936CB67 nmarked as ultimately trusted
public and secret key created and si gned.
gpg: checking the trustdb
gpg: 3 marginal (s) needed, 1 conplete(s) needed, PGP trust nodel
gpg: depth: 0 wvalid: 1 signed: O trust: 0-, 0g, On, Om Of, 1u
pub  2048R/ 0936CB67 2016-02-10
Key fingerprint = CE57 FDED 3AFE E67D 2041 9EBF E64B 7D00 0936 CB67
uid John Doe (Key Trustee Backup) <john.doe@xanple.conp
sub  2048R/ 52A6FC5C 2016- 02- 10

After the GPG key pair is generated, you can export the public key:

[j ohn. doe@ackup-host ~]$ gpg --arnmor --output /path/to/johndoe. pub --export
' John Doe'

Copy the public key (johndoe.pub in this example€) to the Key Trustee Server host or Ranger KM S host, and import it
into the service account keyring (keytrustee for Key Trustee Server and kms for Ranger KMS):

e OntheKey Trustee Server host:

sudo -u keytrustee gpg --inport /path/to/johndoe. pub
e Onthe Ranger KMS host:

sudo -u kms gpg --inport /path/to/johndoe. pub

Running the ktbackup.sh Script

Y ou must run ktbackup.sh as the service account. The location of the script depends on the service and installation
method. See the following table for the script location and default service account for package- and parcel-based
installations for Key Trustee Server.

Table 1: Backup Script Locations

Service Service Account Parcel-Based | nstallation Package-Based | nstallation

Key Trustee Server keytrustee /opt/cloudera/parcel Y KEY TRU Jusr/bin/ktbackup.sh
STEE_SERVER/bin/ktbackup.sh

The following table lists the command options for ktbackup.sh.

Table 2: Command Options for ktbackup.sh

Command Option Description

-c, --confdir=CONFDIR Specifies the Key Trustee configuration directory. Defaults to /var/
lib/keytrustee/.keytrustee for parcel-based Key Trustee Server. For
package-based Key Trustee Server, you must specify this option.

--database-port=PORT Specifies the Key Trustee Server database port. Defaults to 11381
for parcel-based installations. For package-based Key Trustee Server
installations, you must specify this option.

--gpg-recipient=GPG_RECIPIENT Specifies the GPG recipient. The backup is encrypted with the public
key of the specified recipient. The GPG recipient public key must be
imported into the service account keyring before running the script.

--Cleartext Outputs an unencrypted tarball. To preserve the security of the
cryptographic keys, do not use this option in production environments.
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--output=DIR Specifies the output directory for the tarball. Defaults to /var/lib/key
trustee for parcel-based Key Trustee Server. For package-based Key
Trustee Server, you must specify this option.

--roll=n Deletes backups older than the last n backups from the directory
specified by the --output parameter. For example, if you have 10
backups, specifying --roll1=10 creates a new backup (11 backups total)
and then delete the oldest backup. Specifying --roll=1 creates a new
backup and then deletes all other backups.

-q, --quiet Suppresses console log messages and, if successful, returns only the
backup tarball file path. Thisis useful for automating backups.

--verbose Outputs additional 1og messages to the console for debugging.

The following examples demonstrate the command usage for different scenarios:

e To back up aparcel-based Key Trustee Server, specifying the GPG recipient by name:

$ sudo -u keytrustee /opt/clouderal parcel s/ KEYTRUSTEE_SERVER bi n/ kt backu
p. sh --gpg-recipi ent="John Doe'

» To back up a package-based Key Trustee Server with the database running on a non-default port (12345 in this
example):

$ sudo -u keytrustee ktbackup.sh --database-port=12345 --gpg-reci pi ent 5j
ohn. doe@xanpl e. com

Y ou can schedule automatic backups of Key Trustee Server using the cron scheduling utility.
Create a crontab entry using the following commands:

1. Edit the crontab by running the following command:

sudo -u keytrustee crontab -e

2. Add the following entry to run the backup script every 30 minutes. This exampleisfor a parcel-based installation
of Key Trustee Server. See the “Backup Script Locations” table for the package-based script location.

*/30 * * * * [opt/clouderal parcel s/ KEYTRUSTEE SERVER bi n/ kt backup. sh --g
pg-reci pi ent =" John Doe' --quiet --output=/tnp/backups --roll =10

Run man 5 crontab to see the crontab man page for details on using cron to schedule backups at different intervals.

If you do not wish to back up KTS using Cloudera Manager or the backup script, you can use this procedure for both
parcel-based and package-based installations.

The following procedure references the default database port and location; if you modified these settings during
installation, replace the database and port with your values.

10
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1. Back up the Key Trustee Server database:
* For Key Trustee Server 3.8:

su - postgres
pg_dunp -c -p 5432 keytrustee | zip --encrypt keytrustee-db.zip -

» For Key Trustee Server 5.4 and higher:

su - keytrustee
pg_dunp -c -p 11381 keytrustee | zip --encrypt keytrustee-db.zip -

The --encrypt option prompts you to create a password used to encrypt the zip file. This password is required to
decrypt thefile.

For parcel-based installations, you must set environment variables after switching to the keytrustee user:

su - keytrustee

export PATH=$PATH: / opt/ cl ouder a/ par cel s/ KEYTRUSTEE SERVER/ PG DB/ opt / post
gres/ 14. 2/ bin

export LD LI BRARY_PATH=/ opt/cl ouder a/ par cel s/ KEYTRUSTEE SERVER/ PG DB/ opt/ p
ostgres/14.2/1ib

pg_dunp -c -p 11381 keytrustee | zip --encrypt keytrustee-db.zip -

2. Back up the Key Trustee Server configuration directory (/var/lib/keytrustee/.keytrustee): zip -r --encrypt
keytrustee-conf.zip  /var/lib/keytrustee/ .keytrustee

The --encrypt option prompts you to create a password used to encrypt the zip file. This password is required to
decrypt thefile.

3. Move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to a secure location.

Cryptographic keys stored in Key Trustee Server are encrypted by clients before they are sent to Key Trustee Server.
The primary client for Key Trustee Server is Navigator Encrypt. Cloudera strongly recommends backing up regularly
the configuration files and GPG keys for Key Trustee Server clients.

Warning: Failureto back up these files can result in irretrievable data loss. For example, encryption zone
keys used for HDFS Transparent Encryption are encrypted by the KM S before being stored in Key Trustee
Server. A catastrophic failure of the KM S with no backup causes all HDFS data stored in encryption zones to
become permanently irretrievable.

To prevent permanent data loss, regularly back up the following directories on each client that stores objectsin Key
Trustee Server:

Navigator Encrypt /etc/navencrypt

11
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If aKey Trustee Server fails catastrophically, you must restore it from backup to a new host with the same hostname
and IP address as the failed host.

When restoring the Key Trustee Server database from backup, keep in mind that any keys or deposits created after the
backup are not restored.

The procedure to restore Key Trustee Server is different for parcel-based than for package-based installations. For
more information about parcels, see “Overview of Parcels’.

Restore Key Trustee Server in parcel-based installations
Restore Key Trustee Server in package-based installations
Restore Key Trustee Server from ktbackup.sh backups

How to restore a parcel-deployed Key Trustee Server database from a backup.

These instructions apply to Key Trustee Servers deployed using parcels. For package-based deployments, see
“Restore Key Trustee Server in package-based installations” for more information.

The following procedures assume the default database port and location; if you modified these settings during
installation, replace the database and port with your custom values.

If the Key Trustee Server host has failed completely, remove the host from the cluster and add a new host using
Cloudera Manager:

1. Remove thefailed host from the cluster. See “Deleting Hosts” for instructions.
2. Add anew host with the same hostname and | P address as the failed host to the cluster. See “Adding aHost to a
Cluster” for instructions.

Important: Make sure that the replacement host uses the same operating system version as the failed
host.

3. Install Key Trustee Server on the new host. Be sure to install the same Key Trustee Server version as the failed
host.

4. After you have provisioned a new host and installed Key Trustee Server (or if you are restoring the database or
configuration on the original host), restore the database and configuration directory.

Backups created using...

ktbackup.sh script See “Restore Key Trustee Server from ktbackup.sh
backups’
pg_dump command Continue below

12
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5. If your backups were created manually using the pg_dump command, do the following:

a) Copy or move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to the Key Trustee Server host.
b) Start the PostgreSQL server:

sudo ktadmin db --start --pg-rootdir /var/lib/keytrustee/db --background
¢) Restorethe Key Trustee Server database:

su - keytrustee

export PATH=$PATH: / opt/ cl ouder a/ par cel s/ KEYTRUSTEE_SERVER/ PG _DB/ opt / post
gres/ 14. 2/ bin

export LD LI BRARY_PATH=/ opt/ cl ouder a/ par cel s/ KEYTRUSTEE SERVER/ PG DB/ o
pt/ postgres/14.2/1ib

unzip -p /path/tol/ keytrustee-db.zip | psqgl -p 11381 -d keytrustee

If the zip file is encrypted, you are prompted for the password to decrypt thefile.
d) Restorethe Key Trustee Server configuration directory:

su - keytrustee
cd /var/lib/keytrustee
unzi p /path/tol/ keytrustee-conf.zip

If the zip file is encrypted, you are prompted for the password to decrypt the file.
€) Stop the PostgreSQL server:

sudo ktadmin db --stop --pg-rootdir /var/lib/keytrustee/db

f) Start the Key Trustee Server service in Cloudera Manager ( Key Trustee Server service Actions Start ).
g) Remove the backup files (keytrustee-db.zip and keytrustee-conf.zip) from the Key Trustee Server host.

Restore Key Trustee Server in package-based installations
Deleting Hosts

Adding aHost to a Cluster

Restore Key Trustee Server from ktbackup.sh backups

How to restore a package-deployed Key Trustee Server database from a backup.

These instructions apply to Key Trustee Servers deployed using a package. For parcel-based deployments, see
“Restore Key Trustee Server in parcel-based installations’ for more information.

The following procedures assume the default database port and location; if you modified these settings during
installation, replace the database and port with your custom values.

If the Key Trustee Server host has failed completely, remove the host from the cluster and add a new host using
Cloudera Manager:

Important: Make sureto install the same operating system and Key Trustee Server versions as the failed
host.

13
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1. After you have provisioned a new host and installed Key Trustee Server (or if you are restoring the database or
configuration on the original host), restore the database and configuration directory.

Backups created using...

ktbackup.sh script See “Restore Key Trustee Server from ktbackup.sh
backups’
pg_dump command Continue below

2. If your backups were created manually using the pg_dump command, do the following:
a) Copy or move the backup files (keytrustee-db.zip and keytrustee-conf.zip) to the Key Trustee Server host.
b) Change the file ownership on the backup files to keytrustee:keytrustee:

sudo chown keytrustee: keytrustee /path/to/keytrustee*.zip

¢) Restorethe Key Trustee Server database:

su - keytrustee
unzip -p /path/to/ keytrustee-db.zip | psgl -p 11381 -d keytrustee

If the zip fileis encrypted, you are prompted for the password to decrypt the file.
d) Restorethe Key Trustee Server configuration directory:

cd /var/lib/keytrustee
unzi p /path/to/ keytrustee-conf.zip

If the zip fileis encrypted, you are prompted for the password to decrypt the file.
e) Start the Key Trustee Server service:

* RHEL 6-compatible: $ sudo service keytrusteed start
* RHEL 7-compatible: $ sudo systemctl start keytrusteed
f) Remove the backup files (keytrustee-db.zip and keytrustee-conf.zip) from the Key Trustee Server host.

Restore Key Trustee Server in parcel-based installations
Restore Key Trustee Server from ktbackup.sh backups

After installing Key Trustee Server on a new host after afailure, or if you need to restore accidentally deleted keys on
the same host, use the following procedure to restore Key Trustee Server from backups generated by the ktbackup.sh
script.

1. Decrypt the backup tarball using the private key of the GPG recipient specified in the backup command by
running the following command as the GPG recipient user account. The GPG recipient private key must be
available on the Key Trustee Server host on which you run this command.

gpg -d -o /path/to/decrypted/ backup.tar /path/to/encrypted/tarball

2. Verify the decrypted tarball using the tar tvf /path/to/decrypted/backup.tar command. For example:

$ tar tvf kts_bak _ktsOl exanple com 2016-02-10_11-14-37.tar
drwx------ keytrustee/ keytrustee 0 2016-02-09 16:43 var/li b/ keytrustee/.
keytrust ee/
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- w keytrust ee/ keytrustee
/. keytrust ee/ keyt rust ee. conf
keytrust ee/ keytrust ee
ee/ . keyt rust ee/ t rust db. gpg

- wW keytrust ee/ keytrust ee
/ . keytrust ee/ secring. gpg

- w keytrust ee/ keytrust ee
ee/ . keyt rust ee/ random seed
drwx------ keytrust ee/ keytrust ee
/. keytrustee/.ssl/

- wW keytrust ee/ keytrust ee

434 2016-02-09 16:43 var/li b/ keytrustee

/. keytrustee/.ssl/ssl-cert-keytrustee-pk. pem

=W

keytrust ee/ keytrust ee

ee/ . keytrustee/.ssl/ssl-cert-keytrustee. pem

- W keytrust ee/ keytrust ee
e/ . keytrust ee/ pubri ng. gpg
-rwr--r-- keytrusteel/keytrustee
. keytrust ee/ | oggi ng. conf

- w keytrust ee/ keytrustee
ee/ . keyt rust ee/ pubri ng. gpg~

keyt rust ee/ keytrust ee
e/ . keytrust ee/ gpg. conf
-rwr--r-- keytrusteel/keytrustee

e/ kts_bak_kts01 exanpl e_com 2016-

1280 2016-02-09 16:43 var/li b/ keytrust
4845 2016-02-09 16:43 var/li b/ keytrustee
600 2016-02-09 16:43 var/li b/ keytrust
0 2016-02-09 16:40 var/li b/ keytrustee
1708 2016-02-09 16:40 var/li b/ keytrustee
1277 2016-02-09 16:40 var/li b/ keytrust
2263 2016-02-09 16: 43 var/li b/ keytruste
457 2016-02-09 16:43 var/li b/ keytrustee/
2263 2016-02-09 16:43 var/li b/ keytrust
157 2016-02-09 16:40 var/lib/keytruste

47752 2016-02-10 11:14 var/lib/keytruste

02-10_11-14-37. sql

3. Restorethefilesto their original locations, using this command for Key Trustee Server backups:

tar xvf /path/to/decrypted/backup.tar -C/

4. Drop and re-create the keytrustee PostgreSQL database, and restore the database from the backup.

For parcel-based installations:

$ su - keytrustee

$ source /opt/clouderal parcel s/ KEYTRUSTEE_SERVER/ net a/ keyt r ust ee_env. sh
$ /opt/cl ouderal par cel s/ KEYTRUSTEE_SERVER/ PG _DB/ opt / post gr es/ 14. 2/ bi n/

psql -p 11381

psql (14.2)

Type "hel p* for help.
keytrustee=# \1li st

Narne | Owner | Encoding | Col | ate |
Access privil eges
------------ ococococococ o ococococodEocococ oo oo oo oap
keytrustee | keytrustee | UTF8 | en_US. UTF-8 |
post gres | keytrustee | UTF8 | en_US. UTF-8 |
tenplate0 | keytrustee | UTF8 | en_US. UTF-8
trustee +
I I I
ust ee=CTc/ keyt r ust ee
tenplatel | keytrustee | UTF8 | en_US. UTF-8 |
ytrustee +

rust ee=CTc/ keyt r ust ee
(4 rows)

keytrustee=# \c postgres;

Li st of databases

Ctype I
_____________ +- - - -
en_US. UTF-8 |
en_US. UTF-8 |
en_US. UTF-8 | =c/key
| keytr
en_US. UTF-8 | =c/ke
| keyt

You are now connected to database "postgres" as user "keytrustee"
post gres=# drop dat abase keytrust ee;

DROP DATABASE

post gres=# create database keytrustee;

CREATE DATABASE
postgres=# \(q
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$ sudo -u keytrustee /opt/clouderal parcel s/ KEYTRUSTEE SERVER/ PG
_DB/ opt/ post gres/ 14. 2/ bin/ psql -p 11381 -f /var/lib/keytrustee/
kts_bak _kts0l1 exanple com 2016-02-10_11-14-37. sql

» For package-based installations:

$ su - keytrustee
$ psql -p 11381
psql (14.2)
Type "hel p* for help.
keytrustee=# \li st
Li st of databases

Narme | Owner | Encoding | Col l ate | Ctype |
Access privil eges
------------ froccoococococoodimcoooncocodmococooonoocodEocococoonoooodn oo
keytrustee | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8
post gres | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8 |
tenpl ate0 | keytrustee | UTF8 | en_US. UTF-8 | en_US. UTF-8 | =c/key
trustee +
I I I | keytr
ust ee=CTc/ keyt rust ee
tenplatel | keytrustee | UTF8 | en_US.UTF-8 | en_US. UTF-8 | =c/ke
ytrustee +
I I I | keyt

rust ee=CTc/ keyt r ust ee
(4 rows)

keytrustee=# \c postgres;

You are now connected to database "postgres" as user "keytrustee".
post gres=# drop dat abase keytrust ee;

DROP DATABASE

post gres=# create database keytrustee;

CREATE DATABASE

postgres=# \(q

$ sudo -u keytrustee psqgl -p 11381 -f /var/lib/keytrustee/
kts_bak_kts01 exanpl e_com 2016-02-10_11-14- 37. sql

5. Restart Key Trustee Server.

« Using ClouderaManager: Key Trustee Server service Actions Restart
« Using the Command Line: Run the following command on the Key Trustee Server hosts:

sudo service keytrusteed restart #RHEL 6- conpati bl e
sudo systenctt!l restart keytrusteed #RHEL 7-conpati bl e

How to initialize your non-HA Key Trustee Server.

How to initialize your standalone Key Trustee Server using Cloudera Manager.

16



Cloudera Manager Configuring aMail Transfer Agent for Key Trustee Server

Important: If you are using SSH software other than OpenSSH, the initialization fails. To prevent this, pre-
create the SSH key before continuing:

sudo -u keytrustee ssh-keygen -t rsa -f /var/lib/keytrustee/.ssh/id_rsa

For new installations, use the Set up HDFS Data At Rest Encryption wizard and follow the instructionsin “Enabling
HDFS Encryption Using the Wizard”. When prompted, deselect the Enable High Availability option to proceed in
standal one mode.

Important: You must assign the Key Trustee Server and Database roles to the same host. Key Trustee
Server does hot support running the database on a different host.

For parcel-based Key Trustee Server releases 5.8 and higher, Cloudera Manager automatically backs up Key Trustee
Server (using the ktbackup.sh script) after adding the Key Trustee Server service. It also schedules automatic backups
using cron. For package-based installations, you must manually back up Key Trustee Server and configure a cron job.

Cloudera Manager configures cron to run the backup script hourly. The latest 10 backups are retained in /var/lib/key
trustee in cleartext. For information about using the backup script and configuring the cron job (including how to
encrypt backups), see “Backing up Key Trustee Server and clients’.

Backing up Key Trustee Server and clients

Depending on your cluster configuration and the security practices in your organization, you might need to restrict the
allowed versions of TLS/SSL used by Key Trustee Server. Older TLS/SSL versions might have vulnerahilities or lack
certain features.

Specify one of the following values using the Minimum TLS Support configuration setting:

e tlsvl: Allow any TLSversion of 1.0 or higher. This setting is the default when TLS/SSL is enabled.
o tlsvl.1: Allow any TLSversion of 1.1 or higher.
e tlsvl.2: Allow any TLSversion of 1.2 or higher.

Note: The pyOpenSSL version on the Key Trustee Server cluster should be updated to 16.2 before changing
B the TLSversionto 1.2. If pyOpenSSL is not updated, then the following error appears when the Key Trustee
Server service attempts to restart:

keytrustee-server: Error in setting the protocol to the value TLSv1. 2.
This usually means there is no support for the entered val ue.
Python Error: 'nodul e object has no attribute 'OP_NO TLSv1l 1"

Along with specifying the version, you can also specify the allowed set of TLS ciphers using the Supported Cipher
Configuration for SSL configuration setting. The argument to this option isalist of keywords, separated by colons,
commas, or spaces, and optionally including other notation.

AES256: CAMELLI A256- SHA

By default, the cipher list is empty, and Key Trustee Server uses the default cipher list for the underlying platform.
Seethe output of man ci pher s for the full set of keywords and notation allowed in the argument string.

The Key Trustee Server requires amail transfer agent (MTA) to send email. Cloudera recommends Postfix, but you
can use any MTA that meets your needs.
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To configure Postfix for local delivery, run the following commands:

export KEYTRUSTEE SERVER PK="/var/li b/ keytrustee/.keytrustee/.ssl/ssl-cert-k
eyt rust ee- pk. pent

export KEYTRUSTEE SERVER CERT="/var/lib/ keytrustee/.keytrustee/.ssl/ssl-ce
rt-keytrustee. pent

export KEYTRUSTEE SERVER CA="/var/li b/ keytrustee/.keytrustee/.ssl/ssl-cert-
keyt rust ee-ca. pent

export KEYTRUSTEE SERVER HOSTNAME="$(hostname -f)" # or adjust as required
postconf -e 'mail box_conmand =
postconf -e 'smtpd_sasl _|ocal _donmain =
postconf -e 'snmtpd_sasl _auth_enable = yes

postconf -e 'sntpd_sasl_security_options = noanonynous

postconf -e 'broken_sasl _auth _clients = yes

postconf -e 'smtpd_ recipient_restrictions = pernmt_sasl _authenticated, perm
t _mynet wor ks, rej ect _unaut h_desti nati on'

postconf -e 'inet_interfaces = |ocal host'
postconf -e 'smp_tls security |evel = may'
postconf -e 'smtpd_tls_security |level = may’

Start the Postfix service and ensure that it starts at boot:

service postfix restart
sudo chkconfig --1evel 235 postfix on

For information on installing Postfix or configuring arelay host, see the Postfix documentation.

Postfix Documentation

To ensure that your Key Trustee Server isworking correctly, verify its operations.

Verify that the installation was successful by running the following command on all Key Trustee Servers.
curl -k https://keytrustee. exanpl e.com 11371/ ?a=fi nger pri nt

Replace keytrustee.example.com with the fully qualified domain name (FQDN) of each Key Trustee Server you are
validating. This command outputs a fingerprint similar to the following:

4096R/ 4EDC46882386C827E20DEEA2D850ACA33BEDBOD1

Organizations allow you to configure Key Trustee for use in a multi-tenant environment. Using the keytrustee-orgtool
utility, you can create organizations and administrators for multiple organizations. Organization administrators can
then approve or deny the registration of clients, depending on the registration method.

keytrustee-orgtool is a command-line utility for administering organizations. The keytrustee-orgtool command must
be run as the root user.

The following table explains the various keytrustee-orgtool commands and parameters. Run keytrustee-orgtool --help
to view thisinformation at the command line.
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Add keytrustee-orgtool add [-h] -n  name— Adds a new organization and administrators
contacts for the organization.
List keytrustee-orgtooal list Lists current organizations, including the

authorization secret, all administrators,
the organization creation date, and the
organization expiration date.

Disable client keytrustee-orgtool disable-client [-h] - Disables aclient that has already been
ingerprint fingerprint activated by the organization administrator.
Enable client keytrustee-orgtool enable-client [-h] —fingerpr | Enables a client that has requested activation
int  fingerprint but has not yet been approved by the
organization administrator.
Set authorization Code keytrustee-orgtool set-auth [-h] -n name— | Setsthe authorization code to a new string, or
S  secret to blank to allow automatic approvals without
the code.

Each new Key Trustee tenant needs its own organization. Y ou can create new organizations using the keytrustee-
orgtool add command. For example, to create a new organization for the Disaster Recovery group and add two
administrators, Finn and Jake:

keytrustee-orgtool add -n disaster-recov -c finn@xanple.com jake@xanpl
e.com

When adding organizations:

« Do not use spaces or special characters in the organization name. Use hyphens or underscores instead.

» Do not use spaces between email addresses (when adding multiple administrators to an organization). Use a
commato separate email addresses, without any space (as shown in the example above).

Each contact email address added when creating the organi zation receives a notification email, as detailed below.

Once an organi zation exists, use the keytrustee-orgtool  add command to add new administrators to the organization.
For example, to add an administrator to the disaster-recov organization:;

keytrustee-orgtool add -n disaster-recov -c marcel i ne@xanpl e. com

E Note: Y ou cannot remove contacts from an organization with the keytrustee-orgtool utility.

After creating an organization, verify its existence with the keytrustee-orgtool list command. This command lists
detailsfor al existing organizations. The following is the entry for the disaster-recov organization created in the
example:

"di saster-recov": {
"aut h_secret": "/qgFil CsyYgM.hdTznNY3Nw==",
"contacts": |
"fi nn@xanpl e. cont',
"j ake@xanpl e. cont’

"creation": "2013-12-02T09: 55: 21",
"expiration": "9999-12-31T15: 59: 59",
"key info": null,

"nane": "di saster-recov",
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"state": O,
"uui d": "xY3Z8xCOWVUKZM TYJaOnzGdhwdxhy CUCc6vSNc9l 8X"

When an organization is created, an authorization code is automatically generated. When you run the keytrustee-orgto
ol list command, the code is displayed in the auth_secret field. To register with a Key Trustee Server, the client must
have the authorization code along with the organization name. To set a new auth_secret, run the following command:

keytrustee-orgtool set-auth -n disaster-recov -s Thi sl SAs3cr 3t!
Run the keytrustee-orgtool list command again, and confirm the updated auth_secret field:

"di saster-recov": {
"auth_secret": "Thisl SAs3cr3t!",
"contacts": |
"fi nn@xanpl e. cont',
"j ake@xanpl e. cont’

"creation": "2013-12-02T09: 55: 21",

"expiration": "9999-12-31T15: 59: 59",

"key info": null,

"nanme": "disaster-recov",

"state": O,

"uui d": "xY3Z8xCOWVUKZM TYJaOnzGdhwdxhy CUCc6v SNc9l 8X"
}

If you do not want to use an authorization code, set the auth_secret field to an empty string:
keytrustee-orgtool set-auth -n disaster-recov -s ""

Cloudera recommends requiring an authorization code.

Whenever an administrator is added to an organization, the Key Trustee Server sends an automated email message
(subject: “KeyTrustee Contact Registration”) to the newly added administrator:

Hello, this is an autonmated nessage from your C oudera keytrustee Server.

Wl come to O oudera keytrustee! You have been listed as an adm ni strator con
tact

for keytrustee services at your organization [test-org]. As an administrato
r!
you may be contacted to authorize the activation of new keytrustee clients.

We recommend that you register a GPG public key for secure adm nistration of
your clients. To do so, visit the link below and follow the instructions.

https://keytrusteeOl. exanpl e. com 11371/ ?g=CnRV6uOnbn¥7zB07BQEpXCXsNOQIFBz684u
COl cHVbWL

This link will expire in 12 hours, at Thu Sep 3 00:08:25 2015 UTC.

Cloudera recommends that an organization's administrators:
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* Register the GPG public key by following the link contained in the notification email. Registering the GPG public
key isoptional, but if you choose to register your public key:

» Complete the process within 12 hours, before the link expires.
« Upload the entire key, including the BEGIN and END strings, as shown here:

————— BEG N PGP PUBLI C KEY BLOCK- - - - -
Version: GiuPG vl1. 2.1 (GNU Li nux)
Conment: For info see http://ww. gnupg. org

NG BDkHP3URBACKWGs Yh43pk XU9w / X1G67K8/ DSr | 85r 7dNt HNf LL/ ewi | 10k2
g8saWn26QzPs DVgdUJ MOdHf J6k QTAt 9Nz Qbgce Vr XxLYNF geBsvkHF/ PGt nYcZRgL
t Z6syBBW8JB4xt 5V09i JSGAMPUQE8J pdn2aRXPApdoDwl79LMBRg6r +gWwCg5ZZa

.- END PGP PUBLI C KEY BLOCK- - - --
» Import the Key Trustee Server’s public GPG key to verify that the server isthe sender.

The organization's administrators are notified by email when new clients are registered to the Key Trustee Server
using the mail transfer agent (as discussed in “Configuring a Mail Transfer Agent for Key Trustee Server”). However,
if the server does not have access to email, you can use alocal system mail address, such as username@hostname,
where hostname is the system hostname and username is avalid system user. If you use alocal system email address,
be sure to regularly monitor the email box.

Configuring aMail Transfer Agent for Key Trustee Server

Transport Layer Security (TLS) certificates are used to secure communication with Key Trustee Server. By defaullt,
Key Trustee Server generates self-signed certificates when it isfirst initialized. Cloudera strongly recommends using
certificates signed by atrusted Certificate Authority (CA).

Generating a new certificate for Key Trustee Server.

1. Generate anew certificate signing request (CSR):
openssl req -new -key keytrustee private_ key.pem -out new. csr

Replace keytrustee private key.pem with the filename of the private key. Y ou can reuse the existing private key
or generate a new private key in accordance with your company policies. For existing auto-generated self-signed
certificates, the private key fileislocated at /var/lib/keytrustee/ .keytrustee/.sdl/ssl-cert-keytrustee-pk.pem.

2. Generate anew certificate from the CSR:

» For aCA-signed certificate, submit the CSR to the CA, and they will provide a signed certificate.
« To generate anew self-signed certificate, run the following command:

$ openssl x509 -req -days 365 -in new csr -signke
y keytrustee private_ key.pem\
-out new keytrustee certificate. pem
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Replacing Key Trustee Server Certificates

Use the following procedure if you need to replace an existing certificate for the Key Trustee Server. For example,
you can use this procedure to replace the auto-generated self-signed certificate with a CA-signed certificate, or to
replace an expired certificate.

E Note: Key Trustee Server supports password-protected private keys, but not password-protected certificates.

1. After “Generating a New Certificate”, back up the original certificate and key files:

sudo cp -r /var/lib/keytrustee/.keytrustee/.ssl /var/lib/keytrustee/.key
trustee/. ssl. bak

2. (CA-Signed Certificates Only) Provide either the root or intermediate CA certificate:

Important: If you have separate root CA and intermediate CA certificate files, then you must
concatenate them into asinglefile. If you need to convert from a JKS with combined certificate and
private key fileto a PEM file and separate private key file, refer to “How to Convert File Encodings
(DER, XS, PEM) for TLS/SSL Certificatesand Keys’.

sudo nv /path/to/rootca. pem/var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-
keyt rust ee-ca. pem

3. Make sure that the certificate and key files are owned by the keytrustee user and group, with file permissions set
to 600:

sudo chown keytrustee: keytrustee /path/to/new certificate. pem/path/to/
new private_key. pem
sudo chnod 600 /path/to/ new certificate. pem/path/to/ new private_key. pem
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4. Update the Key Trustee Server configuration with the location of the new certificate and key files:
» Using Cloudera Manager:

a. GototheKey Trustee Server service.

b. Click the Configuration tab.

c. Select Category Security .

d. Edit the following properties to specify the location of the new certificate and key files. If the private keys
are not password protected, |eave the password fields empty.

« Active Key Trustee Server TLS/SSL Server Private Key File (PEM Format)
« ActiveKey Trustee Server TLS/SSL Server Certificate File (PEM Format)
* Active Key Trustee Server TLS/SSL Private Key Password
e PassiveKey Trustee Server TLS/SSL Server Private Key File (PEM Format)
e PassiveKey Trustee Server TLS/SSL Server Certificate File (PEM Format)
» PassiveKey Trustee Server TLSSSL Private Key Password

e. Enter aReason for change, and then click Save Changes to commit the changes.

e Using the command line:

a. Edit /var/lib/keytrustee/.keytrustee/keytrustee.conf on the active and passive Key Trustee Server hosts and
modify the SSL_CERTIFICATE and SSL_PRIVATE_KEY parameters as follows:

"SSL_CERTI FI CATE": "/path/to/ new certificate.pent,
"SSL_PRI VATE_KEY": "/path/to/new private_key. pent

If the private key is password protected, add the following entry:

"SSL_PRI VATE_KEY_PASSWORD SCRI PT": "/ path/to/ password_scri pt
[argunment s]"

Replace /path/to/password_script [arguments] with the path to a script (and any necessary command
arguments) that returns the password for the private key file. If you do not want to create a script, you can
use a simple command, such as echo -n password. For example:

"SSL_PRI VATE_KEY_PASSWORD SCRI PT": "/ bi n/echo -n password"

Keep in mind that this method can expose the private key password in plain text to anyone who can view
the Ivar/lib/keytrustee/ .keytrustee/keytrustee.conf file.

5. Restart Key Trustee Server:
¢ Using Cloudera Manager: Restart the Key Trustee Server service ( Key Trustee Server service Actions Restart

).
» Using the Command Line: Restart the Key Trustee Server daemon:

* RHEL 6-compatible: $ sudo service keytrusteed restart
* RHEL 7-compatible: $ sudo systemctl restart keytrusteed
6. If you are using Key HSM, update the Key Trustee Server and Key HSM configuration:
a) Run the keyhsm trust command, using the path to the new certificate:

sudo keyhsmtrust /path/to/new key trustee server/cert

b) Run the ktadmin keyhsm command, using the --client-certfile and --client-keyfile options to specify the
location of the new certificate file and private key:

sudo ktadm n keyhsm --server https://keyhsn0l. exanpl e.com 9090 --client-
certfile /path/to/new key_ trustee_server/cert --client-keyfile /path/to/
new key trustee _server/private_key
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How to Convert File Encodings (DER, JKS, PEM) for TLS/SSL Certificates and Keys

Key Trustee Server high availability appliesto read operations only. If either Key Trustee Server fails, the
KeyProvider automatically retries fetching keys from the functioning server. New write operations (for example,
creating new encryption keys) are not allowed unless both Key Trustee Servers are operational.

If aKey Trustee Server fails, the following operations are impacted:
» HDFS Encryption

* You cannot create new encryption keys for encryption zones.
* You can write to and read from existing encryption zones, but you cannot create new zones.
» ClouderaNavigator Encrypt

* You cannot register new Cloudera Navigator Encrypt clients.
« You can continue reading and writing encrypted data, including creating new mount points, using existing
clients.

Cloudera recommends monitoring both Key Trustee Servers. If aKey Trustee Server fails catastrophically, restore
it from backup to a new host with the same hostname and | P address as the failed host. Cloudera does not support
PostgreSQL promoation to convert a passive Key Trustee Server to an active Key Trustee Server.

Depending on your cluster configuration and the security practices in your organization, you might need to restrict the
allowed versions of TLS/SSL used by Key Trustee Server.

1. Pick one:

a) For new installations, use the Set up HDFS Data At Rest Encryption wizard and follow the instructionsin
“Enabling HDFS Encryption Using the Wizard”. When prompted, make sure that the Enable High Availability
option is selected.

b) If you aready have a Key Trustee Server service, and want to enable high availability, see “Adding a Role
Instance” for the Key Trustee Server service instead to add the Passive Key Trustee Server and Passive
Database roles.

Note: You must assigh the Key Trustee Server and Database roles to the same host. Assign the Active
Key Trustee Server and Active Database roles to one host, and the Passive Key Trustee Server and
Passive Database roles to a separate host.

After completing the Add Role Instances wizard, the Passive Key Trustee Server and Passive Database roles fail
to start. Complete the following manual actions to start these roles:
2. Stop the Key Trustee Server service ( Key Trustee Server service Actions Stop ).

3. Runthe Set Up Key Trustee Server Database command ( Key Trustee Server service Actions Set Up Key Trustee
Server Database).
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4. Run the following command on the Active Key Trustee Server:

sudo rsync -zcav --exclude .ssl /var/lib/keytrustee/.keytrustee
r oot @keyt rust ee02. exanpl e. com /var/li b/ keytrustee/.

Replace keytrustee02.example.com with the hostname of the Passive Key Trustee Server.
5. Run the following command on the Passive Key Trustee Server:

sudo ktadmn init

6. Start the Key Trustee Server service ( Key Trustee Server service Actions Start ).

Important: Starting or restarting the Key Trustee Server service attempts to start the Active Database
and Passive Database roles. If the Active Database is not running when the Passive Database attempts to
start, the Passive Database fails to start. If this occurs, manually restart the Passive Database role after
confirming that the Active Database role is running.

7. Enable synchronous replication ( Key Trustee Server service Actions Setup Enable Synchronous Replication in
HA mode).

8. Restart the Key Trustee Server service ( Key Trustee Server service Actions Restart ).

If aKey Trustee Server fails, restore it from backup as soon as possible. If the Key Trustee Server hosts fails
completely, make sure that you restore the Key Trustee Server to a new host with the same hostname and | P address
asthefailed host.

For more information, see “Backing up Key Trustee Server and clients’ and “ Restoring Navigator Key Trustee
Server”.

Backing up Key Trustee Server and clients
Restoring Key Trustee Server

Cloudera Navigator Key HSM allows Cloudera Navigator Key Trustee Server to seamlessly integrate with a hardware
security module (HSM). Key HSM enables Key Trustee Server to use an HSM as aroot of trust for cryptographic
keys, taking advantage of Key Trustee Server’s policy-based key and security asset management capabilities while at
the same time satisfying existing, internal security requirements regarding treatment of cryptographic materials.

For instructions on installing Key HSM, see Installing Cloudera Navigator Key HSM.

Key HSM isinitialized using a series of CLI commands and prompts. The setup information you enter is dependent
on which type of HSM you are using with Navigator Key HSM.

Beforeinitializing Navigator Key HSM, verify that the HSM is properly configured and accessible from the Key
HSM host, and that the HSM client libraries are installed on the Key HSM host:
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* SafeNet Luna

Install the SafeNet Lunaclient. No additional configuration is needed.
o SafeNet KeySecure

Extract the KeySecure client tarball in the Key HSM library directory (/usr/share/keytrustee-server-keyhsm/).
e Thales

Install the Thales client service. Copy nCipherKM jar, jcetools.jar, and rsaprivenc.jar from the installation media
(usually located in opt/nfast/javalclasses relative to the installation media mount point) to the Key HSM library
directory (/usr/share/keytrustee-server-keyhsm/).

«  AWSCloudHSM

Install the AWS CloudHSM client. No additional configuration is needed.

See your HSM product documentation for more information on installing and configuring your HSM and client
libraries.

IE Note: These steps need to be performed for Ranger KMS KTS with KeyHSM with runtime JDK 17
1. Open the keyhsm startup script.

vi m /usr/share/ keytrust ee-server-keyhsn start. sh

2. Export javahome.

export JAVA HOVE=/usr/lib/jvm jdkl. 17.0- openj dk
3. Export JAVA options mentioned below.

export _JAVA OPTI ONS="- - add- opens=j ava. base/ sun. security.rsa=ALL- UNN
AMED - - add- opens=j ava. base/ com sun. crypt 0. provi der =ALL- UNNAMED'

4. Change the java command at the end accordingly
${JAVA HOVE}/ bi n/j ava
Thisisan example of a start.sh script.

KEYHSM HOVE DI R=/ usr/ shar e/ keyt r ust ee- server - keyhsm
export JAVA HOVE=/usr/lib/jvm jdkl. 17. 0- openj dk

export _JAVA OPTI ONS="- - add- opens=j ava. base/ sun. security. rsa=ALL- UNNAM
ED - - add- opens=j ava. base/ com sun. crypt o. provi der =ALL- UNNAVED"

PROPERTI ES=${ KEYHSM HOVE_DI R}/ appl i cati on. properties

maxHeap="grep "“keyhsm jvm heap. nx. gb" ${PROPERTI ES} | awk -F= '{print
SNF}' | tr -d '[:space:]'"
if [ -z "$maxHeap" ]; then
maxHeap=2
fi

${JAVA HOME}/ bin/java -cl asspath "*:/usr/safenet/lunaclient/jsp/lib/*:/
opt/ nfast/javalcl asses/*:/opt/cloudhsm javal/*:/usr/sharel/keytrustee-s
erver - keyhsm conf/" -Djava.library. path=/usr/safenet/|unaclient/jsp/
l'ib/:/opt/cloudhsm|ib/ -D ogback.configurationFile=/usr/sharelkeytr
ust ee-server - keyhsn conf /| ogback. xm -Djdk.tls.trust NaneServi ce=true -
Xmslg - Xmx${ maxHeap}g com cl ouder a. app. run. Progr am $@
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Note: When using an HSM with Key Trustee Server and Navigator Encrypt, encrypting many block devices
may exceed the capacity of the HSM. A key is created in the HSM for each encrypted block device, so be
sure that your HSM can support your encryption requirements.

For Lunav7, the keyhsm user must be added to the hsmusers group with the following command:

sudo usernod -a -G hsnusers keyhsm

1. Toinitialize Key HSM, use the service keyhsm setup command in conjunction with the name of the target HSM
distribution:

sudo service keyhsm setup [keysecure]|thal es||una|cl oudhsni

For al HSM distributions, you are prompted for the IP address and port number that Key HSM listens on.

Important: If you have implemented Key Trustee Server high availability, initialize Key HSM on each
Key Trustee Server.

Cloudera recommends using the loopback address (127.0.0.1) for the listener | P address and 9090 as the port
number:

-- Configuring keyHsm General Setup --

Cl oudera Recommends to use 127.0.0.1 as the listener port for Key HSM
Pl ease enter Key HSM SSL listener |IP address: [127.0.0.1]127.0.0.1
WIIl attenpt to setup listener on 127.0.0.1

Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: ;[ Successful ]

2. If the setup utility successfully validates the listener | P address and port, you are prompted for additional
information specific to your HSM. For HSM-specific instructions, continue to the HSM-Specific Setup for
Cloudera Navigator Key HSM on page 27 section for your HSM.

3. The Key HSM keystore defaults to a strong, randomly-generated password. However, you can change the
keystore password in the application.propertiesfile:

keyhsm keyst or e. passwor d. set =yes

Next, runthe service  keyhsm setup command with the name of the HSM to which the keystore password
applies. You will be prompted to enter the new keystore password, which must be a minimum of six charactersin
length:

sudo service keyhsm setup [keysecure]|thal es||una|cl oudhsni

4. Afterinitial setup, the configuration is stored in the /usr/share/keytrustee-server-keyhsm/application.properties
file, which contains human-readable configuration information for the Navigator Key HSM server.

Important: Thetruststore file created during Key HSM initialization must be stored at /usr/share/keytr
ustee-server-keyhsm/. There is no way to change the default location.

For additional details about keystores and truststores, see Understanding Keystores and Trustores.

Additional HSM-specific setup information for Key HSM.
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Note: KeySecure was previously named DataSecure, but the Key HSM configuration process is the same for
both.

Prerequisites
Before setting up SafeNet KeySecure, be sure to:

e Set the protocol to NAE-XML

« Set Allow Key and Policy Configuration Operations to enabled
»  Set Password Authentication to required

» Disable Client Certificate Authentication

e Set KeySecure Crypto Operations to activated

For additional details about SafeNet KeySecure settings, see the SafeNet KeySecure product documentation.

After entering the Key HSM listener IP address and port, the HSM setup for SafeNet KeySecure prompts for login
credentials, the | P address of the KeySecure HSM, and the port number:

-- Ingrian HSM Credenti al Configuration --
Pl ease enter HSM | ogi n USERNAME: keyhsm
Pl ease enter HSM | ogi n PASSWORD: ******

Pl ease enter HSM | P Address or Hostnanme: 172.19.1.135
Pl ease enter HSM Port nunber: 9020

If the connection is successful, the following message is displayed:
Val i d address: :[ Successful ]
The KeySecure setup utility then prompts you whether to use SSL.:
Use SSL? [Y/n] Y
If you choose to use SSL, Key HSM attempts to resolve the server certificate, and prompts you to trust the certificate:

[ 0] Version: 3
Seri al Nunmber: 0
| ssuer DN C=US, ST=TX, L=Aust i n, O=ACVE, QU=Dev,
CN=172. 19. 1. 135, E=ewebadm n@xanpl e. com

Start Date: Thu Jan 29 09:55:57 EST 2015

Final Date: Sat Jan 30 09:55:57 EST 2016

Subj ect DN C=US, ST=TX, L=Aust i n, O=ACME, QU=Dev,

CN=172. 19. 1. 135, E=ewebadm n@xanpl e. com
Public Key: RSA Public Key
nodul us: abe4a8dcef 92e145984309bd466b33b35562c7f 875
1d1c406b1140e0584890272090424eb347647ba04b
34757cacc79652791427d0d8580a652c106bd26945
384b30b8107f 8e15d2deba8a4e868bf 17bb0207383
7cff ef Oef 16d5b5da5cf b4d3625c0af f bda6320daf
7c6b6d8adf cb563960f cd1207c059300f eb6513408
79dd2d929a5b986517531be93f 113¢c8db780c92ddf
30f 5¢8bf 2b0bea60359b67be306c520358cc0c3f c3
65500d8abeeac99e53cc2b369b2031174e72e6f cal
f 9a4639e09240ed6d4a73073885868e814839b09d5
6aa98abale230b46cdb4818321f 546ac15567¢c5968
33be47ef 156a73e537f d09605482790714f 4a276e5
f 126f 935
public exponent: 10001

Signature Al gorithm SHA256W t hRSAENncr ypti on
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Si gnature: 235168c68567b27a30b14ab443388039f f 12357f
99ba439c6214e4529120d6cch4a9b95ab25f 81b4
7deb9354608df 45525184e75e80eb0948eae3elb
c25c1d58c4f 86cb9616dc5c68df e35f 718a0b6b5
56f 520317eb5b96b30cd9d027a0e42f 60de6dd24
5598d1f cea262b405266f 484143a74274922884¢e
362192c4f 6417643da2df 6dd1a538d6d5921e78e
20al4e29calbb82b57¢c02000f a4907bd9f 3c890a
bdae380c0b4dc68710deeaef 41576¢c0f 767879a7
90f 30ad4b64a6af b3alaceOf 3cedl7ael42ee6f 18
5ef f 64e8b710606b28563dd99e8367a0d3cbab33
2e59c03cadce3a5f 4e0aaa9d9165e96d062018f 3
6a7e8e3075c40a95d61ebc8db43d77e7

Ext ensi ons:
critical (fal se) BasicConstraints: isCa(true)
critical (fal se) NetscapeCertType: 0xcO
Trust this server? [y/IN Y
Trusted server: :[ Successful ]

Before completing the CloudHSM setup, verify that the CloudHSM connection is properly configured by running
either the cloudhsm_mgmt_util or key_mgmt_util tool and verifying that the tool connects to the HSM successfully.
After validating this connection, you can exit the tool:

$ /opt/cl oudhsn bi n/ cl oudhsm ngnt _util /opt/cloudhsn etc/cl oudhsm mgnt _util.
cfg

Connecting to the server(s), it may take tine

dependi ng on the server(s) |oad, please wait...

Connecting to server '<hsmip>': hostnanme '<hsmip>', port 2225...
Connected to server '<hsmip>': hostnane '<hsmip>', port 2225.
aws- cl oudhsnequi t

After entering the Key HSM listener | P address and port identifier, the HSM setup for CloudHSM prompts you for:
the crypto user name and crypto user password.

Note: You can configure different user typesin the CloudHSM client (for example, the crypto user type
manages key operations). Be sure to enter the user type crypto (CU) here.

-- Configuring C oudHSM - -

Pl ease enter the crypto user nane: <usernane>

Pl ease enter the crypto user password (input suppressed):

Configuration saved in '"application.properties' file

Configuration stored in: 'application.properties'. (Note: You can al so use
keyhsm settings to quickly view your current configuration)

By default, the Thales HSM client process listens on ports 9000 and 9001. The Cloudera Manager agent also listens
on port 9000. To prevent a port conflict, you must change the Thales client ports. Cloudera recommends using ports
11500 and 11501.

To change the Thales client ports, run the following commands:

sudo /opt/nfast/bin/config-serverstartup --enable-tcp --enable-privileged-tc
p --port=11500 --privport=11501
sudo /opt/nfast/sbin/init.d-ncipher restart
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To configure Key HSM to use the modified port, edit the /usr/share/keytrustee-server-keyhsm/start.sh file and add the
-DNFAST_SERVER_PORT=11500 Java system property. For example:

java -classpath "*:/usr/safenet/lunaclient/jsp/lib/*:/opt/nfast/javalclasses
[*" -Djava.library. path=/usr/safenet/lunaclient/jsp/lib/ -DNFAST_SERVER PORT
=11500 com cl ouder a. app. run. Program $@

Before completing the Thales HSM setup, run the nfkminfo command to verify that the Thales HSM is properly
configured:

$ sudo /opt/nfast/bin/nfknnfo
Wrld generation 2
state 0x17270000 Initialised Usabl e Recovery ! Pl NRecovery ! Existing
Cient
RTC NVRAM FTO ! Al waysUseSt r ongPri nes SEEDebug

If state reports 'Usable instead of Usable, configure the Thales HSM before continuing. See the Thales product
documentation for instructions.

After entering the Key HSM listener | P address and port, the HSM setup for Thales prompts for the OCS card
password:

Pl ease enter the OCS Card Password (input suppressed):

Configuration saved in 'application.properties' file
Configuration stored in: 'application.properties'. (Note: You can al so use
servi ce keyHsm settings to quickly view your current configuration)

Important: If you have implemented Key Trustee Server high availability, ensure that the Lunaclient on
each Key Trustee Server is configured with access to the same partition. See the Luna product documentation
for instructions on configuring the Luna client.

Before completing the Luna HSM setup, run thevtl  verify command (usually located at /usr/safenet/lunaclient/bin/
vil) to verify that the LunaHSM is properly configured.

After entering the Key HSM listener IP address and port, the HSM setup for Luna prompts for the slot number and
password:

-- Configuring Saf eNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Nunmber: 1

Pl ease enter SafeNet HSM password (input suppressed):

Configuration stored in: 'application.properties'. (Note: You can also use s
ervice keyHsm settings to quickly view your current configuration)
Configuration saved in 'application.properties' file

See the Luna product documentation for instructions on configuring your Luna HSM if you do not know what values
to enter here.

After you finish setting up Navigator Key HSM, you can check the configuration settings and verify that Key HSM is
properly connected to your HSM.
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After the setup completes, the Key HSM configuration is stored in /usr/share/keytrustee-server-keyhsm/application.
properties.

Y ou can view these settings using the service keyhsm settings command:

$ sudo service keyhsm settings

# keyHsm Server Configuration information:

keyhsm managenent . address : 172.19.1.2

keyhsm server.port : 9090

keyhsm nmanagenent . port : 9899

keyhsm service. port : 19791

keyhsm har dware : nci pher

# Modul e OCS Password

t hal es. ocs_password :
G ghXDuZsj 10et 137Lb+f +t gk YVKYDm 8St ef pNgZWM B+Lf SYI B4eHd
endt YJi 08qLj j bT+e7j 2t h5xf 89t 8Fwf Vguuy FW+6wdD
UNGvsellY/it OwmgFOScM B1vnz4010xqC6yl PWrI +0Jj j kkqqvbgJdJbl 81 sQFFal GVM pY=

These settings can be manually configured by modifying the application.properties file, with the exception of any
passwords. These are encrypted by design, and can only be changed by re-running the setup utility.

1. To verify Hardware Security Module (HSM) operations using Key HSM, run the following command on the Key
Trustee Server host (which should also be the Key HSM host as described in Installing Cloudera Navigator Key
HSM):

curl -k https://keytrusteeOl. exanpl e.com 11371/test_hsm
If Key HSM operations to the HSM are successful, the command returns output similar to the following:
"Sanpl e Key TEST _HELLO DEPOSI T2016- 06- 03- 072718 has been creat ed"

Y ou must run this command from the Key Trustee Server host. If you run it from a different host, the command
returns an HTTP 403 error code.

2. If the command returns an HTTP 405 error code, restart Key Trustee Server and try again.

has successfully integrated with the Key Trustee Server, or to verify that the Key HSM is connected to
HSM, and the Key Trustee Server private key file is password-protected, then the verification may fail.
This can occur even if the integration is successful or connected.

B Note: If you are using the test_hsm script to verify that the Key Hardware Security Module (Key HSM)

If this occurs, create a key through Hadoop for the test.

Key HSM includes a command line tool for managing basic server operations. Y ou can also manage logging, audits,
and keys.
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Y ou can use the keyhsm service for basic server operations:

$ sudo service keyhsm
keyHsm servi ce usage:
setup <hsm nane>

set up a new connection to an HSM

trust <path> - add a trusted client certificate

val i dat e - validate that Key HSMis properly configured
settings - display the current server configuration
start - start the Key HSM proxy server

stat us - show the current Key HSM server status

st op| shut down - force Key HSM server to shut down

rel oad - reload the server (w thout shutdown)

The reload command causes the application to restart internal services without ending the process itself. If you want
to stop and start the process, use the restart command.

The Navigator Key HSM logs contain all log and audit information, which by default are stored in the /var/log/key
hsm directory.

Y ou can configure the maximum log size (in bytes) and maximum number of log filesto retain by adding or editing
the following entries in the /usr/share/keytrustee-server-keyhsm/conf/logback.xml file.

<appender name="FlLE" cl ass="ch. gos. | ogback.core.rolling. RollingFileAppender
s
<file>/var/l og/ keyhsni keyhsm | og</fil e>

<encoder >
<pattern>%late % evel % ogger: %rsg¥%m</pattern>
</ encoder >

<rol I i ngPolicy class="ch. qos. | ogback. core. rolling. Fi xedW ndowRol | i
ngPol i cy" >
<fil eNamePatt ern>/var/| og/ keyhsm keyhsm | og. % </ fi | eNamePat t er n>
<m nl ndex>1</ i nl ndex>
<max| ndex>10</ max| ndex>
</rollingPolicy>
<triggeringPolicy class="ch.qos. | ogback.core.rolling.SizeBasedTrigg
eringPolicy">
<maxFi | eSi ze>10MB</ maxFi | eSi ze>
</triggeringPolicy>
</ appender >

<root |evel="info">
<appender-ref ref="FILE" />
</ root >

The default log level isinfo. The filename is /var/log/keyhsm/keyhsm.log, the max file sizeis 10MB, and the last 10
rolled log fileswill be retained.
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War ning:

Modifying the settings for items such as the log file size, log level, and number of rolled logs should not
cause any issues. However, if more extensive changes are made to the logback.xml file (for example,
changing the policy classes or log message format) and these changes introduce malformed XML or incorrect
logback settings, then the Key HSM service may return an error and fail to start. Check the validity of the
logback.xml file by running the command keyhsm after any updates. If there are errors in the formatting of
logback.xml, they will appear in the command line:

$ keyhsm

06: 55: 20,208 |-ERROR in ch. qos. | ogback. core.joran.spi.Interpreter@1l: 85
- no applicable action for [rollingPolicy], current ElenentPath is
[[configuration][appender][rollingPolicy]]

06: 55: 20, 208 | -ERROR in ch. qos. | ogback. core.joran.spi.lnterpreter@?2

:30 - no applicable action for [fileNamePattern], current El ementPath
is [[configuration][appender][rollingPolicy][fileNanePattern]]

Address any errors before restarting Key HSM to pick up the logging changes. A copy of the default logback.
xml fileis provided at logback.xml.bkup. If thereis an error in the updates, you can use this file to recover the
logging configuration.

To ensure you can manage keys (for example, delete a key), you must understand the naming convention for keys.
Keys adhere to the following naming convention: handle name-uuid-date, which means if you know the key name
and date, you can make modificationsto it.

The following example shows the key nomenclature in the context of akey list query on Luna HSM:

[root @Quser 64]# crmu |i st

Pl ease enter password for token in slot 1 : ****x**xkxx
handl e=220

| abel =key1-3T17- YYdn-2015-07- 23

handl e=806

| abel =key2- CMYZ- 8Sym 2015- 07- 23

handl e=108

| abel =key3- qo62- X(¥ x- 2015- 07- 23

handl e=908

| abel =key2- CMYZ- 8Sym 2015- 07- 23--cert 0
handl e=614

| abel =key3- qo62- RW0- 2015- 07- 23--cert 0
handl e=825

| abel =key1- 3T11- YYdz- 2015-07-23--certO

Using a hardware security module with Navigator Key Trustee Server requires Key HSM. This service functions as
adriver to support interactions between Navigator Key Trustee Server and the hardware security module, and it must
be installed on the same host system as Key Trustee Server.
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* Prepare Existing Keys for Migration

In this procedure, you are prompted to migrate any existing keys from the Key Trustee Server to the HSM.
Successful migration depends on the existing keys conforming to the following constraints:

f Warning: Migration failsif any existing keys do not adhere to these constraints.

« Key names can begin with a pha-numeric characters only
« Key names can include only these special characters:

e Hyphen -
e Period .
e Underscore _

To prepare for migration, check your key names and do the following if any of them are non-conforming:

« Decrypt any data using the non-conforming key.
e Createanew key, named as desribed above.
* Re-encrypt the data using the new key.

Important: Keys are not available during migration, so you should perform these tasks during a
mai ntenance window.

e Both Key HSM and Key Trustee Server must be set up and running. See Installing Cloudera Navigator Key HSM
for details.

1. Establish Trust from Key HSM to Key Trustee Server.

This step assumes that Key Trustee Server has a certificate for TLS (wire) encryption as detailed in Managing Key
Trustee Server Certificates. Key HSM service must explicitly trust the Key Trustee Server certificate (presented
during TLS handshake). To establish this trust, run the following command:

sudo keyhsmtrust /path/to/key trustee server/cert

The /path/to/key _trustee server/cert in this command (and in the commands below) depends on whether the Key
Trustee Server uses the default certificate (created by default during install), or uses a custom certificate (obtained
from acommercia or internal CA). The two alternate paths are shown in the table below. The custom pathisa
common example but may differ from that shown.

Ivar/lib/keytrustee/.keytrustee/.ssl/sdl-cert-keytrustee.pem [etc/pki/cloudera/certs/cert-file.crt
Ivarllib/keytrustee/ keytrustee/.sdl/ssl-cert-keytrustee-pk.pem [etc/pki/clouderalprivate/private-key.key

Note: The system requires TL S and K erberos authentication throughout the system for security reasons.

B Connections attempted over SSL (1 through 3) and connections from untrusted clients are immediately
terminated to prevent POODLE (Padding Oracle On Downgraded Legacy Encyryption) exploits. See the
Cloudera Security Bulletin for more information.
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2. Integrate Key HSM and Key Trustee Server.

The following steps assume that both Key HSM and the Key Trustee Server are on the same host system, as
detailed in Installing Cloudera Navigator Key HSM. These steps invoke commands on the Key HSM service and
the Key Trustee Server, and they must be run on the host—they cannot be run remotely from another host.

a. Ensurethe Key HSM serviceisrunning:

sudo service keyhsm start

b. Establish trust from Key Trustee Server to Key HSM specifying the path to the private key and certificate
(Key Trustee Server isaclient to Key HSM). This example shows how to use the --client-certfile and --client-
keyfile optionsto specify the path to non-default certificate and key:

$ sudo ktadm n keyhsm --server https://keyhsnDl. exanpl e. com 9090 \
--client-certfile /[etc/pki/clouderal/certs/nycert.crt \
--client-keyfile /etc/pki/clouderal/certs/nykey. key --trust

For a password-protected Key Trustee Server private key, add the --passphrase argument to the command and
enter the password when prompted:

$ sudo ktadm n keyhsm - - passphrase \

--server https://keyhsnDl1. exanpl e. com 9090 \
--client-certfile /[etc/pki/clouderal/certs/nycert.crt \
--client-keyfile /etc/pki/clouderal/certs/nykey. key --trust

Note: The preceding commands also create a certificate file for the Key HSM that is used by the Key
Trustee Server. This certificate fileis stored in /var/lib/keytrustee/ keytrustee/.ssl/sdl-cert-keyhsm.pem.

c. Any keysthat exist on the Key Trustee Server are automatically migrated when you run the ktadmin keyhsm
command. To complete the migration, enter y or yes at the command prompt:

Some deposits were found that will need to be noved to the HSM
Note that although this operation can be interrupted, once conp

|l ete,
itens stored in the HSM nust remain therel!

Do you want to performthis mgration now? [y/N: vy
M grating hsm deposits...

M gration Conpl et e!
d. Restart the Key Trustee Server:

e Using Cloudera Manager: Restart the Key Trustee Server service ( Key Trustee Server service Actions
Restart ).
« Using the Command Line: Restart the Key Trustee Server daemon;

* RHEL 6-compatible: $ sudo service keytrusteed restart
* RHEL 7-compatible: $ sudo systemctl restart  keytrusteed
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e. Verify connectivity between the Key HSM service and the HSM:
curl -k https://keytrusteeOl. exanpl e.com 11371/test_hsm

Important: You must perform the connection verification between Key HSM and the HSM for al
Key Trustee Server hosts.

Successful connection and test of operations returns output like the following:
"Sanpl e Key TEST _HELLO DEPOSI T2016- 06- 03-072718 has been creat ed"

Note: If you are using the test_hsm script to verify that the Key Hardware Security Module (Key
E HSM) has successfully integrated with the Key Trustee Server, or to verify that the Key HSM is

connected to HSM, and the Key Trustee Server private key file is password-protected, then the

verification may fail. This can occur even if the integration is successful or connected.

If this occurs, then create a key through Hadoop for the test.
See Verifying Key HSM Connectivity to HSM for more information about the validation process.

Caution: Thereisno path for migrating keys from Key HSM back to the Key Trustee Server. Once Key
Trustee Server isintegrated with Key HSM, you cannot get the keys from HSM and remove Key HSM. This
is because the underlying key metadata is changed on the HSM.

Y ou can achieve this only by performing the following steps, which help you in removing all the keys and
setting up the KM S from scratch:

1. Backup the data present in the encryption zone:

a. Create anew non-encrypted directory in HDFS.

b. Using di st cp, copy the data from the encryption zone to the new HDFS directory.
2. Delete the keys created previoudly.
3. Disable encryption:

a. Stop Key HSM.

b. Stopthe Key Trustee Server service.

c. Take backup of the Key Trustee Server.

d. Deletethe Key Trustee Server servicein Cloudera Manager (to completely eraseits DB).

1. Delete contents from /var/lib/keytrustee/db and /var/lib/keytrustee/ .keytrustee directories.
2. Keep thedirectory structures.
e. Delete KMSservicein Cloudera Manager.

1. Delete contents from /var/lib/kms-keytrustee/keytrustee/.keytrustee directory.
2. Keepthedirectory structure.

Reinstall Key Trustee Server.

Reinstall KMS.

Create new keys and encryption zone.

Restore the content of encryption.

N o g ks

Learn how to integrate the custom certificate with Key HSM. This task mainly includes stopping the keyhsm service,
backing up and deleting the existing certificate, add an application property, running the keyhsm setup, copying back
the custom certificate, and start the keyhsm service
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1. Stop the keyhsm service.

servi ce keyhsm stop

2. Backup and delete the existing certificate which is the keystorefile.

cp keystore /root/backup
rm-rf keystore

3. Open the application.properties file and add the keyhsm.keystore.password.set= yes property.

vi m appl i cation. properties
And property keyhsm keystore. password. set = yes

4. Run the keyhsm setup again.

[ root @sknmskt scu-4 keytrustee-server-keyhsni# keyhsm setup | una

-- Configuring keyHsm General Setup --

Cl oudera Recommends to use 127.0.0.1 as the listener port for Key HSM

Pl ease enter Key HSM SSL |istener |IP address: [127.0.0.1]<fqdn>

e.g. Please enter Key HSM SSL |istener |P address: [127.0.0.1]dsknsktscu-
4. dsknskt scu. root. hwx. site

WIl attenpt to setup |listener on dsknsktscu-4. dsknsktscu.root. hw.site

Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: :[ Successful ]
Enter the KeyStore Password:

<Enter the custom password set for customcertificate>

This pronpt will cone because of step #3

-- Configuring SafeNet Luna HSM - -
Pl ease enter SafeNet HSM Sl ot Nunber: O
Pl ease enter SafeNet HSM password (input suppressed):
Configuration stored in: 'application.properties'. (Note: You can al so
use keyhsm settings to quickly view your current configuration)
Configuration saved in 'application.properties' file

5. Copy the custom certificate at the base location of keyhsm which is cd /usr/share/keytrustee-server-keyhsm.

For example,
cp /root/keystore.jks keystore

File name of the custom certificate should be keystore. Y ou can provide custom password.
6. Start the keyhsm service.

service keyhsm start

7. Configure KTSto trust the Key HSM server.

[ root @sknmskt scu-4 keytrustee-server-keyhsn# keyhsmtrust /path/to/key_
trustee_server/cert

[ root @sknmskt scu-4 keytrustee-server-keyhsni# ktadm n keyhsm --server h

ttps://<fqgdn>: 9090 --trust

e.g. ktadm n keyhsm --server https://dsknsktscu-4. dsknskt scu. root. hwx. si
te: 9090 --trust

8. Restart keyhsm.

service keyhsmrestart
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9. Restart the KTS from Cloudera Manager Ul.

How to integrate Cloudera Data Encryption components to provide enterprise data encryption solutions.

Consists of Ranger KMS providing enterprise-grade key management and the Key Trustee Server key store that
stores and manages cryptographic keys and other security artifacts.

1. Install Ranger KM S backed by KTS using CM Administration Security HDFS Encryption Wizard .

Consists of Ranger KMS, KTS and Key HSM which provides seamlessintegration of all Cloudera encryption
components with aHSM added.

1. Install Ranger KM S backed by KTSusing CM Administration Security HDFS Encryption Wizard .
2. Obtain and Integrate one of the following hardware security modules (HSM) supplied by avendor.

e Luna6or?
e CipherTrust
e GCP Cloud HSM
e AzureKey Vault

How to integrate Ranger KM S and KTS with with the Luna 6 HSM appliance supplied by SafeNet.

This task describes how to set up the Luna 7 hardware security moudule (HSM) supplied by SafeNet. The process
inlcudes setting up Luna6 HSM on aclient (host), intalling KeyHSM and using Luna 7 HSM to validate keys.

Y ou must:

e Acquirethe Luna6 HSM from SafeNet.
» Have both Ranger Key Management System and Key Trustee Server installed in your environment.
e Get KeyHSM software.

See related topics for more information about installing Ranger KM S and KTS to store keys.

Set Up the Luna 6 Client
IE Note: Perform the following steps on both active and passive KTS nodes.

1. SSH to (active or passive) KTS node.

alternatives --install /usr/bin/java java /usr/javal/jdkl.8.0 232-cl oudera/
bin/java 1
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2. Untar the Luna 7 client.
tar -xvf safenet-|inux-64bit-client-6.2.2.tar

the LunaClient_6.2.2-x_Linux/ folder gets created.
3. Navigate to the Lunaclient folder.

cd Lunadient _6.2.2-x_Linux/ 64/

4. Inthe Lunaclent folder, install Luna products and components.

Ij Note: Beforetheinstall begins, you must select network HSM and JSP as shown in the example.

yes | ./linux/64/install.sh -p sa

Example:
a) Atthe (y/n) prompt, choosey.

If you select no or n, this product will not be installed.
b) At the Products prompt, choose Luna products to be installed:

e [1]: LunaNetwork HSM
* [2]: LunaPCleHSM
e [3]: LunaUSB HSM
e [4]: LunaBackup HSM
e [N|n]: Next
* [Qla]: Quit
Enter selection: 1, then enter selection n.
¢) At the Components prompt, choose Luna Components to be installed

e [1]: LunaSDK

e [2]: LunaJSP (Java)

e [3]: LunaJCProv (Java)

* [BJb]: Back to Products selection

o [li]: Install

* [Qld]: Quit

Enter selection: i, then enter selection Q.
Enter selection: 1,2,and 3 then typei.
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5. Register the HSM on this client.
a) Retrievethe HSM's public key.

$ scp adm n@ una- 2. at x. cl ouder a. com server. pem .

b) Register the HSM on the client machine.

$ /usr/safenet/| unaclient/bin/vtl addServer -n |una-2. atx.cl oudera. com -
C server.pem

¢) Confirm the HSM has been added.

$ /usr/safenet/| unaclient/bin/vtl 1ist

you should see the following:
Is

new server <luna.server.name> successfully added to server list
6. Createclient certificate.

$ /usr/safenet/lunaclient/bin/vtl createCert -n $(hostnanme -f)
where $(hostnane -f) is the ip address if running on a virtual machine.

E Note: The Luna appliance must be able to connect to the hosthame across your network.
7. Send the client's public key created in the step above to the HSM.
$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem

$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem adm n@ una-
2. at x. cl oudera. com
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8. Register the client on the HSM.
a) SSH tothe HSM.

$ ssh adm n@ una- 2. at x. cl ouder a. com

b) Register the client with afriendly name on the HSM.

lunaclient> client register -client <friendly.name> -h <hostnane.from st
ep 5.a>

[luna-2] lunash:> client register -client
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm root . hwx. site -h
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm r oot . hwx. site

¢) Assign apartition to the client.

lunaclient> client assignpartition -client <friendly nane> -partition pa
ri

E Note: This example assumes only acceess to partitions 1 and 2.

[luna-2] lunash:>client assignpartition -client dsranktknsl unahsm 4. dsra
nkt kmsl unahsm root . hwx. site -partition parl

[lTuna-2] lunash:> client register -client dsranktknsl unahsm 4. dsranktkns
| unahsm root. hwx. site -h dsranktknsl unahsm 4. dsr ankt knsl unahsm r oot . hwx.
site

"client register successful.

Command result : O (Success)

| una-2] lunash: >client assignpartition -client dsranktknsl unahsm 4. dsrank
t knsl unahsm root. hwx.site -partition parl

‘client assignPartition successful.

Command result : O (Success)

9. Verify registration on the client.

$ /usr/safenet/lunaclient/bin/vtl verify

r oot @sr ankt knsl unahsm 4 /usr/safenet/| unaclient/bin/vtl verify

The followi ng Luna SA Slots/Partitions were found:
Sl ot Serial # Label

0 462309014 parl

Install and Configure HSM
E Note: Perform the following steps on both active and passive KTS nodes.

10. SSH to active/passive KTS node.
11. Obtain Key HSM software.
12. Install Key HSM software.

# rpm-ivh keytrustee-keyhsm*.rpm
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13. Move the Key Trustee Server and Key HSM installation directory.

cd /usr/share/ keytrustee-server-keyhsm

14. Configure Key HSM to use SafeNet Lunaclient.
a) Run # keyhsm setup luna.

# keyhsm setup | una

b) Use the hosthame and any port above 1024.
The recommended port is 9090.
¢) Provide data about the HSM dlot.

# service keyhsm setup | una

-- Configuring keyHsm General Setup --

Pl ease enter keyHsm SSL |istener |P address: oks-hsm vpc. cl oudera.com
Pl ease enter keyHsm SSL |istener PORT nunber: 9090

val i date Port: ;[ Successful ]

-- Configuring Saf eNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Number: O

Pl ease enter SafeNet HSM password (i nput suppressed):

Configuration stored in: "application.properties'. (Note: You can al so
use service keyHsm settings to quickly view your current configuration)
Configuration saved in '"application.properties' file

15. Validate the Key HSM service.

$ service keyhsm val i date

Check Key HSMis stopped ;[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e ;[ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai |l abi lity ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

16. Start the Key HSM service.

$ service keyhsm start

17. Configure Key HSM to trust KTS.
B Note: Must bethe full path to thefile.

$ keyhsmtrust /var/lib/keytrusteel/.keytrustee/.ssl/ssl-cert-keytrustee.
pem

18. Configure KTS to trust the Key HSM server.

$ ktadm n keyhsm --server http://$(hostnane -f):<port configured in step
14.b> --trust

$kt admi n keyhsm --server http://127.0.0.21:9090 --trust
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19. Restart Key HSM.

$ service keyhsmrestart
20. Restart the KTS from Cloudera Manager Ul.
21. Test the HSM.
curl -k https://$(hostnane -f): 11371/ test _hsm

22. Login Ranger Ul using keyadmin user role for creating an encryption zone key.
Validating Keysin LunaHSM
23.Login to LunaHSM machine.

ssh adm n@ una- 2. at x. cl ouder a. com

24.[luna-2] lunash:>partition showContents -par parl
25. Enter the password for the partition and the Keys will be visible as partition objects.

Ranger KMSis successfully started.

We can now create Encryption zone keys using hadoop command or from Ranger Ul using credentials of keyadmin
user.

How to integrate Ranger KM S, KTS, and KeyHSM with with the Luna 7 HSM appliance supplied by SafeNet.

The task described in this procdural section guides you through setting up the Luna 7 hardware security moudule
(HSM) supplied by SafeNet, for use with Ranger components supplied by Cloudera. The process inlcudes setting up
Luna7 HSM on aclient (host), intalling KeyHSM and using Luna 7 HSM to validate keys.

Y ou must:

e Acquirethe Luna7 HSM from SafeNet.
* Have both Ranger Key Management System and Key Trustee Server installed in your environment.
e Get KeyHSM software.

See related topics for more information about installing Ranger KM S and KTS to store keys.

Set Up the Luna 7 Client
IE Note: Perform the following steps on both active and passive KTS nodes.

1. SSH to (active or passive) KTS node.

alternatives --install /usr/bin/java java /usr/javal/jdkl.8.0 232-cl oudera/
bin/java 1
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2. Untar the Luna 7 client.

tar

-xvf safenet-linux-64bit-client-7.3.2.tar

the LunaClient_7.3.0-x_Linux/ folder gets created.
3. Navigate to the Lunaclient folder.

cd Lunadient _7.3.0-x_Linux/64/

4. Inthe Lunaclent folder, install Luna products and components.

Ij Note: Beforetheinstall begins, you must select network HSM and JSP as shown in the example.

<LunaHome>/ 64/install. sh

Example:
a) Atthe (y/n) prompt, choosey.

b)

If you select no or n, this product will not be installed.
At the Products prompt, choose Luna products to be installed:

[1]: Luna Network HSM
[2]: LunaPCle HSM
[3]: LunaUSB HSM
[4]: Luna Backup HSM
[N]n]: Next

[Qla]: Quit

Enter selection: 1, then enter selection n.
At the Components prompt, choose L una Components to be installed

[1]: Luna SDK

[2]: Luna JSP (Java)

[3]: Luna JCProv (Java)

[B|b]: Back to Products selection
[Hi]: Install

[Qla]: Quit

Enter selection: i, then enter selection Q.
Enter selection: 1,2,and 3 then typei.
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5. Register the HSM on this client.
a) Retrievethe HSM's public key:

$ scp adm n@ una- 2. at x. cl ouder a. com server. pem .

b) Register the HSM on the client machine.

$ /usr/safenet/| unaclient/bin/vtl addServer -n |una-2. atx.cl oudera. com -
C server.pem

¢) Confirm the HSM has been added.

$ /usr/safenet/| unaclient/bin/vtl 1ist

you should see the following:
Is

new server <luna.server.name> successfully added to server list
6. Createclient certificate.

$ /usr/safenet/lunaclient/bin/vtl createCert -n $(hostnanme -f)
where $(hostnane -f) is the ip address if running on a virtual machine.

E Note: The Luna appliance must be able to connect to the hosthame across your network.
7. Send the client's public key created in the previous step to the HSM.
$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem

$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem adm n@ una-
2. at x. cl oudera. com
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8. Register the client on the HSM.
a) SSH tothe HSM.

$ ssh adm n@ una- 2. at x. cl ouder a. com

b) Register the client with afriendly name on the HSM.

lunaclient> client register -client <friendly.name> -h <hostnane.from st
ep 5.a>

[luna-2] lunash:> client register -client
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm root . hwx. site -h
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm r oot . hwx. site

¢) Assign apartition to the client.

lunaclient> client assignpartition -client <friendly nane> -partition pa
ri

E Note: This example assumes only acceess to partitions 1 and 2.

[luna-2] lunash:>client assignpartition -client dsranktknsl unahsm 4. dsra
nkt kmsl unahsm root . hwx. site -partition parl

[lTuna-2] lunash:> client register -client dsranktknsl unahsm 4. dsranktkns
| unahsm root. hwx. site -h dsranktknsl unahsm 4. dsr ankt knsl unahsm r oot . hwx.
site

"client register successful.

Command result : O (Success)

| una-2] lunash: >client assignpartition -client dsranktknsl unahsm 4. dsrank
t knsl unahsm root. hwx.site -partition parl

‘client assignPartition successful.

Command result : O (Success)

9. Verify registration on the client.

$ /usr/safenet/lunaclient/bin/vtl verify

r oot @sr ankt knsl unahsm 4 /usr/safenet/| unaclient/bin/vtl verify

The followi ng Luna SA Slots/Partitions were found:
Sl ot Serial # Label

0 462309014 parl

Install and Configure HSM
E Note: Perform the following steps on both active and passive KTS node.

10. SSH to active/passive KTS node.
11. Obtain Key HSM software.
12. Install Key HSM software.

# rpm-ivh keytrustee-keyhsm*.rpm
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13. Move the Key Trustee Server and Key HSM installation directory.
cd /usr/share/ keytrustee-server-keyhsm

Note: For Luna 7, you must add the keyhsm user to the hsmgroup group to provide that user accessto
B certificates used by the Luna client software.

usernod -G keytrustee, hsmusers keyhsm

14. Configure Key HSM to use SafeNet Lunaclient.
a) Run# keyhsm setup luna

# keyhsm setup | una

b) Use the hostname and any port above 1024 )
The recommended port is 9090.
¢) Provide data about the HSM dlot.

# service keyhsm setup | una

-- Configuring keyHsm General Setup --

Pl ease enter keyHsm SSL |istener |P address: oks-hsm vpc.cl oudera.com
Pl ease enter keyHsm SSL |istener PORT nunber: 9090

val i date Port: :[ Successful ]

-- Configuring Saf eNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Number: O

Pl ease enter SafeNet HSM password (i nput suppressed):

Configuration stored in: "application.properties'. (Note: You can al so
use service keyHsm settings to quickly view your current configuration)
Configuration saved in "application.properties' file

15. Validate the Key HSM service.

$ service keyhsm val i date

Check Key HSMis stopped ;[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e . [ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai l abi lity ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

16. Start the Key HSM service.

$ service keyhsm start

17. Configure Key HSM to trust KTS.
E Note: Must bethe full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem
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18. Configure KTS to trust the Key HSM server.

$ ktadnmin keyhsm --server http://$(hostname -f):<port configured in step
14. b> --trust
$kt admi n keyhsm --server http://127.0.0.21:9090 --trust
19. Restart Key HSM.

$ service keyhsmrestart

20. Restart the KTS from Cloudera Manager Ul.
21, Test the HSM.

curl -k https://$(hostnane -f): 11371/ test _hsm

22. Login Ranger Ul using keyadmin user role for creating an encryption zone key.
Validating Keysin LunaHSM
23.Login to LunaHSM machine.

ssh adm n@ una- 2. at x. cl ouder a. com

24.[luna-2] lunash:>partition showContents -par parl
25. Enter the password for the partition and the Keys will be visible as partition objects.

Ranger KMSis successfully started.

Y ou can now create Encryption zone keys using hadoop command or from Ranger Ul using credentials of keyadmin
user. Optionally, you can change the default encryption algoritm for KeyHSM and Luna 7.

How to change the default encryption algorithm for KeyHSM and Luna 7.7.

KeyHSM supports configuring the specific encryption algorithm used by the Luna 7.7 HSM. This section describes
how to configure which specific encryption algorithm Luna 7 uses, by replacing the KeyHSM default algorithm with
one of the optional supported algorithms.

Note: Do not change the agorithm value after creating encryption zone keys and encryption keys. Changing
IE the algorithm value will impact the key retrieval and encryption zone operations.

Stop the KeyHSM service.

Navigate to the KeyHSM root directory.

In the KeyHSM raoot dir, open the application.propertiesfile.

Find the hsm.luna.encryption.algorithm property, with default value=RSA/ECB/PK CS1Padding.

> w DN
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5. Edit the application properties file to replace the default value with one of the following ones:
Encryption agorithms supported by KeyHSM/Luna 7.7 HSM:

« RSA/ECB/PK CS1Padding (default)
« RSA

« RSA_ECB_OAEPSHA_224ANDMGF1Padding

+ AES RSA_NONE_OAEPSHA_512ANDMGF1Padding
.« AES CBC_PKCS5Padding

« RSA_NONE_OAEP WITH_SHA224AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA256AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA384AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA1AndMGF1Padding

Upgrade Scenario:

Note: When upgrading KeyHSM from any version < 7.1.7.1 to 7.1.7.1, zone keys and hdfs encryption
E zone(s) will exist. Do not change the encryption algorithms without first creating new encryption keys,
using the following steps:
Unlock the encryption zones with existing keys.
Backup the zone data.
Stop the KeyHSM.
Change the algorithm value as described previously.
Start the KeyHSM.
Create new keys using the new agorithm value.
Lock the encryption zone with new keys.

Q@ o0 T

How to integrate Ranger KM'S and KTS with with the Google Cloud Platform (GCP) HSM service.

This task describes how to set up the Google Cloud Platform (GCP) hardware security moudule (HSM) service
provided by Google. The process inlcudes setting up the GCP HSM service on aclient (host), setting up KeyHSM
and using the GCP HSM to validate keys.

Y ou must:

« Log in to the Google cloud console using your accout. (Reguires Google account access).
« Have Ranger Key Management System, Key Trustee Server and Key HSM installed in your environment.
¢ HaveJava(jdk1.8.0.232) installed.

See related topics for more information about installing Ranger KMS, KTS and KeyHSM.

Set Up Google Cloud HSM

1. Loginto Google Cloud console using Cloudera account.

2. Create ageneric service account by selecting or creating the Project.

3. Create the key for that generic service account you created in the previous step.
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4. Download and save your generic service account key in JSON format.

Note: You will use the generic service account key later in this process. Record the project 1D, Location
IE ID and JSON file.

5. In GCP Console Key Management create the key ring.

Figure 1: Creating a key ring in Google Cloud Platform

Google Cloud Platform

6 Security

Ij!  security Command Center

@  reCAPTCHA Enterprise

BeyondCorp Enterprise

%]

Identity-Aware Proxy

@

Access Context Manager

VPC Service Controls

Binary Authorization

Data Loss Prevention

Key Management
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Certificate Authority Servi...

[+ Secret Manager

& Risk Manager

& gep-eng-sdx-daily v Q  key management
Key management + CREATE KEY RING
KEY RINGS KEY INVENTORY

Cloud Key Management Service lets you create, use, rotate, and manage cryptographic
keys. A cryptographic key is a resource that is used for encrypting and decrypting data or
for producing and verifying digital signatures. To perform operations on data with a key,
use the Cloud KMS API. Learn more

= Filter Enter property name o

O nNeame @ 4 Location Keys @

D KeyHSMRing us-east] TEST_HELLO_DEPOSIT2021-11-09-111318, TEST_HELLO_DEPOSIT2

No keyrings selected

! REFRESH

SHOW INFO PANEL

Actions

This example shows a project gcp-eng-sdx-daily, service account keyhsm, and key ring KeyHSMRing.
Integrate GCP with KeyHSM

IE Note: Perform the following steps on both active and passive KTS nodes.

6. Inyour Key HSM root directory, copy the autthentication key (json file) you created in the setup process, and
provided the appropriate access.

# rpm-ivh keytrustee-keyhsm*.rpm

cd /usr/sharel/ keytrust ee-server-keyhsm
chown keyhsm keytrustee <key.fil ename>.json

7. Set up the GCPHSM.

keyhsm set up googl ecl oudhsm

keyhsm nmanagenent . addr ess=127. 0. 0. 1
keyhsm server. port =9090
googl e. cl oud. hsm key. ri ng=KeyHSMRi ng

# Google App Credential File

googl e. cl oud. hsm app. cred. fil e=<authentication file>.json

# Google HSM Project Id
googl e. cl oud. hsm proj ect . i d=<proj ect |D>

# Googl e HSM Location |d
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googl e. cl oud. hsm | ocati on. i d=<l ocati on | D>

B Note: Use the key ring, authentication file, project ID, and location ID strings you created during setup.

8. Validate the Key HSM service.

$ service keyhsm validate

Check Key HSMis stopped ;[ Successful ]
Configuration Avail able ;[ Successful ]
Port 127.0.0.1:9090 avail abl e ;[ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st . [ Successful ]
HSM avai l abi lity ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

9. Start the Key HSM service.

$ service keyhsm start

10. Configure KTS to trust the Key HSM server.

$ ktadnmin keyhsm --server http://$(hostnane -f):<port configured in setup>
--trust

$kt admi n keyhsm --server http://127.0.0.1:9090 --trust
11. Restart Key HSM.

$ service keyhsmrestart

12. Restart the KTS from Cloudera Manager UI.
13. Test the HSM.

curl -k https://$(hostnane -f): 11371/ test _hsm

14. Login to the Ranger Ul using keyadmin user role for creating an encryption zone key.

Keyswill be created in the Key ring on GCP.

Further keys for zone operation can be created using Ranger Ul with keyadmin role credentials and also using hadoop
commands.

Learn how to integrate Ranger KM S, KTS, and Key HSM with the CipherTrust HSM appliance.

This task describes how to set up the CipherTrust hardware security moudule (HSM) appliance provided by Thales.
The process describes configuring the NAE port using CipherTrust Manager, setting up and configuring Key HSM in
your cluster, and validating keys using CipherTrust Manager.
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Y ou must have installed the following in your environment:

» Thales CipherTrust Manger

» Ranger Key Management System, Key Trustee Server and Key HSM
* Java(jdk1.8.0.232)

For more information about installing Ranger KM S, KTS and Key HSM, see Configuring NAE port in Thales
CipherTrust Manager

Log in to Thales CipherTrust Manager.

In CipherTrust Manager Admin Settings , select Add Interface.
In Type, Select NAE (default).

In Network Interface, selectAll.

In Port, type avalue for the port number.
9000

6. In Mode, select one of the following options to match your environment:

o wbhpRE

 NOTLS, user must supply password.
e TLS, Ignoreclient cert. user must supply password.

7. Click Add.

8. Createauser.
a) In Access Management Users, click Create New User .
b) In Create aNew User, provide a username, password, and other required information.
¢) Click Create.

Setting up a cluster and configuring Key HSM

Ij Note: Perform the following steps on both active and passive KTS nodes.

9. Inyour Key HSM root directory, make sure that appropriate versions of Key HSM files are available with proper
permissions.

cd /usr/sharel/ keytrustee-server-keyhsm

E Note:
Cipher Trust HSM supports two Key HSM versions.
a. If using Ingrian v6.x, then copy al JAR filesinto this folder and make sure you have provided the
required permissions.
b. If using Ingrian v8.12.x, then copy all the JAR files except gson-2.1.jar into this folder and ensure that
you have provided the required permissions.

10.If SSL isenabled on CipherTrust Manager run the following command:
echo "thal es_nmachine_ip nae.keysecure.local" >> /etc/hosts

11. Setup Key HSM service.

keyhsm set up keysecure

-- Configuring keyHsm General Setup --

O oudera Recommends to use 127.0.0.1 as the listener port for Key HSM
Pl ease enter Key HSM SSL |istener |IP address: [127.0.0.1] Hit Enter
WI| attenpt to setup listener on 127.0.0.1
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Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: ;[ Successful ]

-- Ingrian HSM Credential Configuration --

Pl ease enter HSM | ogi n USERNAME: user nane

Pl ease enter HSM | ogi n PASSWORD: password

Pl ease enter HSM | P Address or Hostnanme: 18.218.251.172

Pl ease enter HSM Port nunber: 9000

Val i d address: :[ Successful ]
Use SSL? [Y/n] Y (If TSL is enabled on NAE port then press Y else type n
and hit enter and act accordingly)

org. bouncycast| e. cert. X509Certi fi cat eHol der @ 20f 09f f

org. bouncycast| e. cert. X509Certi fi cat eHol der @bb30f af

Trust this server? [y/IN vy

Trusted server: :[ Successful ]

12. Vadlidate the Key HSM service.

$ service keyhsm val i date

13. Start the Key HSM service.

$ service keyhsm start

14. Configure Key HSM to trust KTS.
B Note: You must provide the full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem

15. Configure KTS to trust the Key HSM server.
$ ktadm n keyhsm --server http://127.0.0.1:9090 --trust

16. Restart the Key HSM service.

$ service keyhsmrestart

17. Restart the KTS from Cloudera Manager Ul.
18. Test the HSM.

curl -k https://$(hostname -f):11371/test_hsm

19. Login to the Ranger Ul using keyadmin user role for creating an encryption zone key and do further validation.
Validating Keysin Cipher Trust HSM
20.1n Thales Cipher Trust Manager Left Navigation Panel , click Keys.

Keys created in the above steps should be present, as shown in the following image:
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BB Products

#f THALES CipherTrust Manager

Keys
88 Access Management v
o v Filters ® Basic
L Alarms
i= Records v !
Qo Admin Settings v

[J Latest version Only

Key Name

admin®

Size Links

256

Further keys for zone operation can be created using Ranger Ul with keyadmin role credentials and also using hadoop

commands.

How to configure the KeySecure HSM to connect to CipherTrust.

After the Thales team successfully migrates the keys from Key Secure HSM to CipherTrust Manager, you must
configure the Key HSM to connect to CipherTrust. Y ou must perform the following steps on both the Active and

Passive KTS nodes.

The Thales team must have successfully migrated the keys from Key Secure HSM to CipherTrust Manager.

1. Stopthe Key HSM service.

$ service keyhsm st op
2. Back up the existing application.propertiesfile.
3. If SSL isenabled on CipherTrust Manager, run the following command:
$ echo "thal es_nmachi ne_i p nae. keysecure. |l ocal" >> /etc/hosts

4. Set up the Key HSM service.

$ keyhsm set up keysecure

-- Configuring keyHsm Gener al
Cl oudera Recommends to use 127.0.0.1 as the listener port for
Pl ease enter Key HSM SSL |i stener
WIl attenpt to setup listener on 127.0.0.1

| P address: [127.0.0.1]

Key HSM
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Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: ;[ Successful ]

-- Ingrian HSM Credential Configuration --
Pl ease enter HSM | ogi n USERNAME: testuser (user created on CipherTrust
Manager)
Pl ease enter HSM | ogi n PASSWORD:

Pl ease enter HSM | P Address or Host name: ec2-3-144-233-194. us-east-2.com
put e. amazonaws. com

Pl ease enter HSM Port nunber: 9000

Val i d address: ;[ Successful ]

Use SSL? [Y/n] (As per the configuration done on Ci pherTrust Manager)
Configuration saved in 'application.properties' file

Configuration stored in: 'application.properties'. (Note: You can al so use
keyhsm settings to quickly view your current configuration)

5. Validate the Key HSM.

$ service keyhsm validate

Check Key HSMis stopped ;[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e ;[ Successful ]
Unlimted-Strength JCE :[ Successful ]
Val i dat e ci pher |i st :[ Successful ]
HSM avai l ability :[ Successful ]
Al'l services avail abl e: ;[ Successful ]

6. Start the Key HSM service.

$ service keyhsm start
Starting KeyHSM please wait...

7. Configure Key HSM to trust KTS by providing the full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem

8. Configure KTSto trust the Key HSM server.

$ ktadmi n keyhsm --server http://127.0.0.1: 9090 --trust

Note: Perform the next two steps after the above steps are successfully completed on both Active and
Passive KTS nodes.

9. Restart KTS from Cloudera Manager.
10. Restart Ranger KM S KTS service from Cloudera Manager.
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