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Cloudera Runtime Audit Overview

Apache Ranger provides a centralized framework for collecting access audit history and reporting data, including
filtering on various parameters. Ranger enhances audit information obtained from Hadoop components and provides
insights through this centralized reporting capability.

Ranger plugins support storing audit data to multiple audit destinations.

Solr
The Solr audit destination is a short term audit destination (with a default TTL of 90 days) managed
by Solr which can be configured by a Ranger Admin user. The Ranger Admin Web Ul displaysthe
access audit data from the audit data stored in Solr.

HDFS

The HDFS audit destination is along term audit destination for archival/compliance purposes. The
HDFS audit destination has no default retention/purge period. A customer must manage the storage/
retention/purge/archival of audit data stored in HDFS manually.

Configuring Ranger audit properties for Solr
Configuring Ranger audit properties for HDFS

Y ou can manage auditing using the Audit page in the Ranger Admin Web UI.

To explore options for auditing policies, click Audits
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Cloudera Runtime Managing Auditing with Ranger

in the left menu of the Ranger Admin Web UlI,
then, choose one of the following options:

e Access

e Admin

* Login sessions
e Plugins

e Plugin Status

e Usear Sync

e Metrics
Audits
Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
Q START DATE : 09/18/2023 [i)
Exclude Service Users: (] Last Uj S ” . ~
pdated Time: (QIAETEIZELRVECIITY | Entries: ERIPIERI(CTY & Columns ¥
Policy ID Policy Version Event Time ¥V Application User Service (Name / Type)  Resource (Name / Type) Access Type Permission Result Access Enforce
27 1 09/18/2023 2:09:10PM  kafka streamsrepmgr  om_kafka srm-service_v2 describe ranger-acl
kafka consumergroup
28 1 09/18/2023 2:09:09 PM kafka streamsrepmgr cm_kafka srm-service.service-dis... publish m ranger-acl
kafka topic
28 1 09/18/2023 2:09:07 PM kafka streamsrepmgr cm_kafka srm-service_v2-connec... describe ranger-acl
kafka topic

See related topics for more information about using the Audits pages to manage auditing.

How to view policy and audit log details in Ranger audits.

To view policy details for a specific audit log, click Access Policy ID .
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Audit > Access: hbasemaster

Access Admin Login Sessions Plugins Plugin Status
@ © appLICATION: hbasemaster

Exclude Service Users: ()
Policy ID  Policy Version Event Time ™ Application  User
5 1 11/16/2022 04:47:20 PM
5 2022 04:47:20 PM  hbaseMaster ~hbase

1 11/16/2022 04:46:20 PM  hbaseMaster hbase

5 1 11/16/2022 04:46:20 PM  hbaseMaster hbase
5 1 11/16/2022 04:45:15 PM  hbaseMaster ~hbase
5 1 11/16/2022 04:45:15 PM  hbaseMaster ~hbase
5 1 11/16/2022 04:44:15PM  hbaseMaster ~hbase
5 1 11/16/2022 04:44:15 PM  hbaseMaster hbase
5 1 11/16/2022 04:43:15 PM  hbaseMaster ~hbase

User Sync

Service

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

cm_hbase
hbase

Metrics

Resource (Namq

OMID_COMMIT]

table

OMID_TIMESTA|

table

OMID_COMMIT}

table

OMID_TIMESTA|

table

OMID_COMMIT]

table

OMID_TIMESTA|

table

OMID_COMMIT]

table

OMID_TIMESTA|

table

OMID_COMMIT}

table

Policy Details
Sarice Narme :cr hosse
Service Type : hbase

Policy Details :

X

Policy Type

Policy ID

Version

Policy Name

Policy Labels

HBase Table

HBase Column-family

HBase Column

all - table, column-family, column

Columns v

Name
-]
e
e

p16.root.h...

Description Policy for al - table, column-family, column
Audt Logging [ ves ] pi6.rooth...
Allow Condition :
SelectRole  SelectGroup  Select User Pormissions. Delegate Admin
p16.rooth...
Exclude from Allow Conditions : p16.root.h...
Select Role Select Group Select User Permissions Delegate Admin
y items of "Exclude from Allow Conditions" are present
p16.root.h...
Deny AllOther Accesses : (T
Deny Condition :
p16.root.h...
Solect Role. Select Group Solect User Permissions Delegate Admin
No policy items of “Deny Condition are prasen
Exclude from Deny Conditions :
Select Role. Select Group Permissions Delegate Admin

Updated By : Admin.
Updated O 11/14/2022 08:71 AM

‘getTableDescriptors

p16.root.h...

Created By : Admin
Created On - 11/14/2022 08:11 AW

Version 1
mjh7216-1.mjh7216.root.

create Allowed

ranger-acl

Audit > Access: HadoopSQL

Note: The Hive plugin audit handler now logs UPDATE operations as INSERT, UPDATE, DELETE, and

TRUNCATE specificaly.

Resource (Name / Type)

test db_dixawiftest_table.

table

test db_dixawftest_table.

atable

test_db_dixawd/test_tablo.

atable

test_db_dixaw/test_table.

@table

test db_dixaw/test table.

@column

dixawxitest table.

@column

test db_dixawdftest_table.

table

test_db_dixawtest_table,

table

test_db_dixawftest_table,

atable

test_db_dixaw/test_table,

atable

Access  Admin  LoginSessions  Plugins  PluginStatus  UserSync  Metrcs
@ service Nave: Hadoop SQL
Exclude Servics Users:
PoicylD  Policy Version  Event Time Aoplication.  User  Service (Name / Type)
oBu2z0z2 124802 PM  hveSenerz bt oSOt
- - : ivesen "1 HadoopsaL.
Hadoop SQL.
9 1 08022022 124732PM  hiweServer2 i aa
Hadoop SQL.
e L
- - 08022022 12470 PM hiveServerz b1 oooP SO
Hadoop SQL.
9 1 08022022 124630 PN hveServerz  hrtaa  ooP SOt
Hadoop SQL.
Hadoop SQL
. - 08022022 1246:12PM  hieSorverz .1
Hadoop SQL
Hadoop SQL
s ' 0810272022 124546 PM  hiveServer2  hr_aa
Hadoop SQL
Hadoop SQL.
9 1 081022022 124546 PM  hiveServer2 it aa
Hadoop SQL.
- - 08022022 124516 PM hiveSenverz hrt 1 ooooP AL
Hadoop SQL.
s 1 OBO22022 124446 P hveServerz  hraa  ooob SOt
Hadoop SQL.
Hadoop SQL
s 1 08/02/2022 124446 PM  hieSorverz  it_aa
Hadoop SQL
OB022022 124416 P hveSeverz bt oo SOt
e “" HadoopsaL
9 1 0810272022 124335 PM  hiveServer2 Hodoop SQL
i ivesens "9 Hadoop saL.

test_db_dixaw/test_table.

table

test db, dixawsi/test table.

table

. Pomisson  Reaut  Access Enforoer
B INSERT [ update ] CED rengeract
B INSERT [ upaate | CEE)  rangeract
B TRUNCATE [ upaate | ED  rngeract
® toncwe O 00 CEED  rengerac
= ueowte D B e
o upowte D ) e
B seLecT [ solect ] D  rongeract
@ DELETE [ upaato | ED  ngeract
@ oeete D ) e
@ seect [ccioct TN riove: JRER ]
& INseRT CZD B egera
®  INSERT [ update | ) rangeracl

(]

Last Upcatea Time: | enes: (EECERD) ©  Coturme~

Agent Host Name Client IP Cluster Name  Zone Name EventCount  Tags
Quesariowyo-1.quasariowydr... 172273969 Cluster 1 1
Quasariowy-2.quasariowydr... 172273969 Cluster 1 .
‘quasar-iiowyd-1.quasar-iiowyd.r. 172.27.33.69 Cluster 1 1
cuasariowyd2 quasariiowydr.. | 172273369 Clustor1 .
Quasariowy-1quasariowydr... 172273369 ustor 1 0
auasariowy-2.quasarowydr... 172273369 Gustor 1 0
Quasariowy-2.quasariowydr... 172273369 Cluster 1 0
‘quasar-iiowyd-1.quasar-iiowyd.r. 172.27.33.69 Cluster 1 1
cuasariowyd2 quasariiowydr.. | 172273369 Clustor1 0
Quasariowy-2 quasariowydr... 172273369 Gustor 1 0
Quasariowyo-1quasariowydr... 172273969 Custer 1 1
Quasariowyo-2.quasariowydr... 172273969 Chuster 1 '
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Audit > Admin: Create

Access Admin Login Sessions Plugins

Q Search for your access logs...

Operation
Service updated cm_kms

User updated om

User created scm

User updated rangertagsync

User profile updated rangertagsync

User created recon

Plugin Status User Sync Metrics
Audit Type User

Ranger Service

Ranger User rangerusersync
Ranger User rangerusersync
Ranger User rangerusersync
User Profile rangerusersync
Ranger User rangerusersync

Date ( Pacific Standard Time )

11/14/2022 09:24:26 AM

11/14/2022 09:22:57 AM

11/14/2022 09:22:57 AM

11/14/2022 09:22:57 AM

11/14/2022 09:22:57 AM

11/14/2022 09:22:57 AM

User created dn

User created rangeradmin

User created s3g
Name: recon

Operation : create

Date: 11/14/2022 09:22:57 AM Pacific Standard Time

Session ID

Actions

Policy created all - schema-group, schema-nf [ create ] 52
Created By: rangerusersync
Policy created all - registry-service User Details: [ Create | 52
Policy created all - schema-group, schema-nf  Fioigs R— [ Create | 52
Policy created all - schema-group, schema-n{  Login ID recon Create 52
Policy created all - serde User Role User = 52
Other Attributes *sync_source":*Unix","full_name":"recon* "original_name":"recon”
Policy created all - export-import e 9 b == 52
Sync Source Unix
Senvice created cm_schema-registry = 52
Policy created grant-1668446165876 [ Create | 39
Policy created grant-1668446165565 = 38
Policy created all - database Ranger Policy admin 11/14/2022 09:11:43 AM = 18
Policy created all - database, table, column Ranger Policy admin 11/14/2022 09:11:43 AM 18
Audit > User Sync: Sync details
Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
QO START DATE: 11/16/2022
PPN 20220217 o TR 02501052 RS
Number Of New Number Of Modified
User Name Sync Source Users Groups Groups Event Time ~ Sync Details
rangerusersync [ unix | 0 0 0 11/16/2022 05:31:49 PM
rangerusersync { unix | 0 0 0 11/16/2022 05:30:49 PM
rangerusersync [ unix |
Sync Details x
rangerusersync [ unix |
rangerusersync [ unix | — e
rangerusersync [ unix | Unix nss
rangerusersync [ unix | File Name Jetc/passwd
Sync time 11/17/2022 01:30:49 AM
rangerusersync [ unix |
Last modified time 01/01/1970 12:00:00 AM
rangerusersync [ unix |
Minimum user id 500
rangerusersync [ unix |
Minimum group id 0
rangerusersync m Total number of users synced 65
rangerusersync [ unix | Total number of groups synced 96
rangerusersync [ nix | Total number of users marked for delete 0
Total number of groups marked for delete 0
rangerusersync [ unix | groue
rangerusersync [ unix |
rangerusersync m 0 0 0 11/16/2022 05:15:49 PM
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Viewing audit metrics

How to view audit metrics information using the Ranger Admin Web Ul.

About this task

Metrics provides a high-level view of audit logs as they generate and update in Ranger. Ranger captures audit metrics
throughput from the following Ranger services:

 Atlas

e HBase
e Hdfs
* Hive

* Impaa

» Kafka

¢  Knox

e Kudu

« NiF

e Schemaregistry

e Salr

e Streams Messaging Manager
e Yarn

Procedure

1. Toview audit metrics, in the Ranger Admin Web Ul, click Audits Metrics.

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
Q Search for your user sync audits...
Last Updated Time: | entries: (IRIEALD ©

Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph
cm_hdfs hdfs hdfs Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
cm_hdfs hfs hdfs Cluster 1 172.27.206.70 Metrics Metrics Graph
cm_hdfs hdfs hdfs Cluster 1 172.27.15.128 Metrics Metrics Graph
cm_hbase hbase hbaseMaster Cluster 1 172.27.13.135 Metrics Metrics Graph
cm_hbase hbase hbaseRegional Cluster 1 172.27.206.70 Enabled Metrics Metrics Graph
cm_hbase hbase hbaseRegional Cluster 1 172.27.15.128 Metrics Metrics Graph
cm_hbase hbase hbaseRegional Cluster 1 172.27.13.135 Metrics Metrics Graph
cm_yarn yarn yarn Cluster 1 172.27.13.135 Metrics Metrics Graph
cm_hive hive hiveServer2 Cluster 1 172.27.13.135 Enabled Metrics Metrics Graph
cm_kafka kafka kafka Cluster 1 172.27.13.135 Metrics Metrics Graph
cm_kafka kafka kafka Cluster 1 172.27.15.128 = Metrics Metrics Graph

Licensed under the Apache License, Version 2.0
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2. Toview metrics details for a specific service, click Metrics.

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics

Q Search for your user sync audits...

Last Updated Time: ([P e | Enties: (IEAD <
Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph

cm_hdfs hdfs hdfs. Cluster 1 172.27.13.135

cm_hdfs [ Metrics Metrics Graph
X

Metrics Graph

Metrics Text
cm_hdfs Metrics Metrics Graph
cm_hbase Name Value Metrics Metrics Graph
metrics {"PER MINUTE":"3"}
cm_hbase Metrics Metrics Graph
cm_hbase m Metrics Metrics Graph
cm_hbase Metrics Metrics Graph
cm_yarn yarn yarn Cluster 1 172.27.13.135 Enabled Metrics Metrics Graph
cm_hive hive hiveServer2 Cluster 1 172.27.13.135 Enabled Metrics Metrics Graph
cm_kafka kafka kafka Cluster 1 172.27.13.135 Metrics Metrics Graph
cm_kafka kafka kafka Cluster 1 172.27.15.128 Enabled Metrics Metrics Graph

Licensed under the Apache License, Version 2.0

3. Toview hourly or daily metrics as a graphic for a specific service, click Metrics Graph.

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics

Q Search for your user sync audits...

Last Updated Time: (R R nredad | Entres: EIEICED) <

Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph

om_hdfs hdfs hdfs Cluster 1 172.27.13.135 [ Enabled | Metrics I Metrics Graph I

com_hdfs hdfs hdfs . . x[ Metrics Graph
Metric Details
cm_hdfs hdfs hdfs Metrics Graph
Hours

cm_hbase hbase hbas: Metrics Graph

cm_hbase hbase hbas: 1000 I Audit Metrics By Day Metrics Graph

cm_hbase hbase hbas 3500 Metrics Graph
3000

cm_hbase hbase hbas: Metrics Graph
2500

om_yarn yarn yarn Metrics Graph
2000

om_hive hive hived] 1500 Metrics Graph

om_kafka kafka kafk] 1000 Metrics Graph
500

om_kafka kafka kafk] _ Metrics Graph
o

2022-11-14 2022-11-15 2022-11-16 2022-11-17
Licensed under the Apache License, Version 2.0 m

Creating aread-only Admin user (Auditor)

Creating aread-only Admin user (Auditor) enables compliance activities because this user can monitor policies and
audit events, but cannot make changes.

10
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When a user with the Auditor rolelogsin, they see aread-only view of Ranger policies and audit events. An Auditor
can search and filter on access audit events, and access and view al tabs under Audit to understand access events.
They cannot edit users or groups, export/import policies, or make changes of any kind.

1. InRanger Admin Web Ul, select Settings > Users.
2. Click Add New User.
3. Complete the User Detail section, selecting Auditor asthe role:

Last Response Time

User Detail 09/18/2023 02:45:14 PM

Users/Groups/Roles > User Create

User Name * auditori o
New Password * cesesene o
Password Confirm * cesssase o
First Name * Audrey o
Last Name Last Name i
Email Address Email Address o

Select Role * Auditor v

Group Select...
Sync Details :
Name Value

Save Cancel

4, Click Save.

How to change the default time settings that control how long Ranger keeps audit data collected by Solr.

11
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About this task

The Solr audit destination isintended to store short term audit records .Y ou can configure parameters that control how
much data collected by Solr that Ranger will store for auditing purposes.

Table 1: Ranger Audit Configuration Parameters for Solr

Parameter Name Description Default Units
Setting

ranger.audit.solr.config.ttl Time To Live for Solr Collection of Ranger Audits | 90

of Ranger Audits' is also known as the

E Note: "TimeTo Livefor Solr Collection
Max Retention Days éttribute.

Ranger Audits for expired documents

ranger.audit.solr.config.delete.triggTrAuto Delete Period in seconds for Solr Collectionof | 1 days (configurable)

Procedure

1. From Cloudera Manager choose Ranger Configuration .

2. In Search, type ranger.audit.solr.config, then press Return.

3. Inranger.audit.solr.config.ttl, set the the number of daysto keep audit data.
4

. In ranger.audit.solr.config.delete.trigger set the number and units (days, minutes, hours, or seconds) to keep data
for expired documents

5. Refresh the configuration:

a) Click Refresh Configuration, as prompted.
b) InActions, click Update Solr config-set for Ranger, then confirm.

Limiting solr spool directory growth
To limit stored audit logs, you may set a maximum limit on the solr spool directory size for each service.

Procedure

1. Manualy delete the logs under the archive path for the service.
2. Set the log retention value of the archive path from default 100to 2 .
a) In Cloudera Manager <service_name> Configuration <service_name> Service Advanced Configuration
Snippet (Safety Valve) for <service_name>.xml
b) Click +
¢) Add the following parameter:
xasecur e.audit.destination.solr .batch.filespool.ar chive.max.files
2

3. Restart the service.

Configuring Ranger audit properties for HDFS

How to change the settings that control how Ranger writes audit records to HDFS.

About this task
The HDFS audit destination isintended to store long-term audit records.
Y ou can configure whether Ranger stores audit recordsin HDFS and at which location.

Y ou must purge long term audit records stored in HDFS manually.

12



Cloudera Runtime Managing Auditing with Ranger

Table 2: Ranger Audit Configuration Parameters for HDFS

ranger_plugin_hdfs_audit_enabled | controls whether Ranger writes audit records to true TIF
HDFS

ranger_plugin_hdfs_audit_url location at which you can access audit records <hdfs.host_name>string
written to HDFS ranger/audit

Note: You can aso disable storing ranger audit data to hdfsin each service specifically by setting
IE xasecure.audit.destination.hdfs=false in that service.

Procedure

1. From Cloudera Manager choose Ranger Configuration .

In Search, type ranger_plugin, then press Return.

Inranger_plugin_hdfs_audit_enabled, check/uncheck RANGER-1 (Service Wide)
Inranger_plugin_hdfs audit_url type avalid directory on the hdfs host.

Refresh the configuration, using one of the following two options:

a) Click Refresh Configuration, as prompted or, if Refresh Configuration does not appear,
b) InActions, click Update Solr config-set for Ranger, then confirm.

ISAE I S N

What to do next
(Optional)

Y ou may want to delete older logs from HDFS. Cloudera provides no feature to do this. Y ou may accomplish this
task manually, using a script.

IE Note:
The following example script is not supported by Cloudera. It is shown for reference only. Y ou must test this
successfully in atest environment before implementing it in a production cluster.

Y ou must specify the audit log directory by replacing the 2nd line hdfs dfs -Is /<path_to>/<audit_logs> in the
example script.

Y ou may also include the -skipTrash option, if you choose, on 7th line in the script.

HHHHIHHHHBHBHBH B

today="date +' %'~

hdfs dfs -lIs /<path_to>/<audit_logs> | grep "~d" | while read line ; do

di r_date=$(echo ${line} | awk '{print $6}")

difference=$(( ( ${today} - $(date -d ${dir_date} +%) ) / ( 24*60*60 ) ))
filePath=$(echo ${line} | awk '{print $8}')

if [ ${difference} -gt 30 ]; then
hdfs dfs -rm-r $filePath

fi

done

HHHHHH R

Related Information
How to do a cleanup of hdfs files older than a certain date using a bash script

Triggering HDFS audit files rollover

How to configure when HDFS audit files close for each service.

13
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By default, the Ranger Audit framework closes audit files created in HDFS or other cloud storage inline with audit
event triggers. In other words, when an audit event occurs, Ranger checks the configured rollout time and then closes
thefileif the threshold has reached. Default audit rollout timeis 24 hours. If no audit event occursin a 24 hour
period, files remain open beyond the 24 hour period. In some environments, audit log analysis that encounter an audit
file open beyond the current date can cause system exceptions. If you want the files to be closed every day, so that
the audit log file will have only that day's log and the next day’slog will be in the next day's file, you can configure
the audit framework to close files every day. To do this, you must add several configuration parameters to the ranger-
<service_name>-audit.xml (safety valve) file for each service, using Cloudera Manager.

1. From Cloudera Manager choose <service name> Configuration .
2. In <service_name> Configuration Search , type ranger-<service_name>, then press Return.
3. In<service name> Server Advanced Configuration Snippet (Safety Valve) for ranger-<service_name>-audit.xml,
do the following steps:
a) Click + (Add).
b) In Name, type xasecure.audit.destination.hdfs.file.rollover.enable.periodic.rollover
¢) InValue, typetrue.
When thisis enabled Ranger Audit Framework will spawn a Scheduler thread which monitors the occurrence
of closing threshold and closes the file. By default every night the file gets closed.
d) Click + (Add another).
€) In Name, type xasecure.audit.destination.hdfs.file.rollover.sec
f) InValue, type aninteger value in seconds.

Thisisthe time in seconds when the file has to be closed. The default value is 86400 sec (1 day) which triggers
thefile to be closed at midnight and opens a new audit log for the next day. Y ou can override the default value

14
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can be overridden by setting this parameter. For example, if you set the value 3600 (1 hr), the file gets closed
every hour.

g) Click + (Add another).

h) In Name, type xasecure.audit.destination.hdfs.file.rollover.periodic.rollover.check.sec

i) InVaue, type an integer value in seconds.

Thisisthe time frequency of the check to be done whether the threshold time for rollover has occurred. By
default the check is done every 60 secs. Y ou can configure this parameter to delay the check time.

iﬁf H|VE_‘| Actions ~ Jul 14, 3:28 PM UTC
Status  Instances  Configuration ~ Commands  Charts Library ~ Compactions ~ Audits  Quick Links «
Q ranger-hive @ Filters  Role Groups History & Rollback
Filters
Show All Descriptions
scopE Hive Service Advanced Configuration Snippet HIVE-1 (Service-Wide) 'O Undo ®
(Safety Valve) for ranger-hive-audit.xml View as XML
HIVE-1 (Service-Wid 3 2 valy
(Service-Wide) e ranger_audit_safety_valve Name xasecure.audit.destination.hdfs file.rollover.enable.periodic.rollover we®
Value true
CATEGORY Description
Advanced 3 ([JFinal
Name xasecure.audit.destination.hdfs file.rollover.sec mwe
Value 3600
Description
(J Final
Name xasecure.audit.destination.hdfs file.rollover.periodic.rollover.check.sec JuNC]
STATUS
° Value 3600
A
(& Edited 1
% Non-Default 1 Description
([ Final
1 Edited Value Reason for change: = Modified Hive Service Advanced Configuration Snippet (Safety Valve) for ranger-hive-audit.xml ‘ Save Changes(CTRL+s) |

j) Click Save Changes (CTRL+S).
4. Repeat steps 1-3 for each service.
5. Restart the service.

Y ou can use Ranger audit filters to control the amount of audit log data collected and stored on your cluster.

Ranger audit filters allow you to control the amount of audit log data for each Ranger service. Audit filters are defined
using a JSON string that is added to each service configuration. The audit filter JSON string is a simplified form of
the Ranger policy JSON. Audit filters appear as rowsin the Audit Filter section of the Edit Service view for each
service. The set of audit filter rows defines the audit log policy for the service. For example, the default audit log
policy for the Hadoop SQL service appearsin Ranger Admin web Ul Service Manager Edit Service when you

scroll down to Audit Filter. Audit Filter is checked (enabled) by default. In this example, the top row defines an audit
filter that causes all instances of "access denied" to appear in audit logs. The lower row defines afilter that causes no
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metadata operations to appear in audit logs. These two filters comprise the default audit filter policy for Hadoop SQL

service.

Figure 3: Default audit filter policy for the Hadoop SQL service

‘?‘ admin ~

U Access Manager O Audit Security Zone #+ Settings

%) Ranger

Audit Filter :

Last Response Time : 05/26/2021 02:07:31 PM

Groups Roles

Is Audited Access Result Resources Operations Permissions Users
- ‘Add Permissions
Yes v DENIED x Type Action Name | T o Select User Select Group
=2
Add
No v Select Value % METADATA OPERATION |~ ~-rrmmrmmmmmooees Select User Select Group

Select Role

Select Role

(-] | *
Test Connection

.- JE==

Licensed under the Apache License, Version 2.0

Default Ranger audit filters

Default audit filters for the following Ranger service appear in Edit Services and may be modified as necessary by

Ranger Admin users.

HDFS
Figure 4: Default audit filters for HDFS service

Audit Filter :/
1s Ao Aecoss Resut Resources Operatons Users o o
o v e x| - E—— p——— o a
[+ ] ]
o v PR -  dot] (s rename p——— o a
[+ ] ]
v v " - T o a
om
 monirean
olESiLeg) (e
pati/userfoadelsharoi =
No v sooctvae v scapomisons [+ | (oo e o [ ]
(-] ]
[ ——— [Focrene
No v . B e - [ ]
pathuseriue [scursvs
No v " T Acton = . o [ ]
pathmbase =
N v " 5 = ; - [ ]
(-] ]
pathuseristory =
No v " ! " — ot Group a
(-] ]
[+ [ ]

Figure 5: Default audit filters for the Hbase service
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Audit Filter :

—— T S o o
an
No v oy Type Acton N ons[ + | |[atie) (snmese) ct o a
an
No v Select Value . am [ belance | hbase sl p 1 Roi B
Hadoop SQL
Figure 6: Default audit filters for the Hadoop SQL service
o v oeNED on Ty—— S—" B
Mo v ssoctvave | . [ METADATA OPERATION | tUser ot Group [ -]
Knox
Figure 7: Default audit filters for the Knox service
Yes v DENED x[v as Type Acton Name 1 Use B8
No v Select Val am Type Acton N Group [ |
Solr
Figure 8: Default audit filters for the Solr service

s Audited Access Result Resources Operations Pormissions

Yes v DENIED x|+ Type Action Name

Kafka

Figure 9: Default audit filters for the Kafka service
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Is Audited Access Result Resources Operations Permissions Users Groups Roles
_ Add
Yes v DENIED Type Action Name _Permissions | select User Select Group Select Role n
(+] | +
topic:ATLAS_ENTITIES,
ATLAS_HOOK, % describe | | % publish | Add —_—
No v Select Value ATLAS_SPARK_HOOK R _Permissions ' (% atlas Select Group Select Role n
* consume + —
(-] |
topic:ATLAS_HOOK Add [ hive | [% hbase | [ impala |
No v Select Value % publish | [ describe | _Permissions | = = e Select Group Select Role n
. + x nifi |
topic:ATLAS_ENTITIES — A.dd
No v Select Value % consume | | % describe Permissions [ Select Group Select Role n
(-] ] *
consumergroup:* Add
No v Select Value * consume Permissions || (x atlas | (% Select Group Select Role n
(-] | *
. Add
No v Select Value Type Action Name _Permissions [ yafka Select Group Select Role n
+
Ranger KMS
Figure 10: Default audit filters for the Ranger KMS service
e p— p—— p—— = p— ==
Yes v DENIED M - Ype Action Name s + Select User Select Group Select Role
[+ ] ] a
No v Select Value -. = Add Permissions| + | [« keyadmin| | Select Group Select Role B
Atlas
Figure 11: Default audit filters for the Atlas service
Is Audited Access Result Resources Operations Permissions Users Groups Roles
- ‘Add Permissions
Yes v DENIED Type Action Name || T + """" Select User Select Group Select Role n
[+ ] |
- /Add Permissions
No v Select Value Type Action Name || TTTTTT ; """" * atlas Select Group Select Role n
(+] ]
Figure 12: Default audit filters for the ADLS service
Is Audited Access Result Users Groups Roles
. Add
Yes v DENIED Type Action Name _Permissions | Select User Select Group Select Role n
(+] | +
— x -status | | % read I! ’I: ! I -
No v Select Value x ettata] x reac] =[x hive| [ hbase  [x hdfs Select Group Select Role n
n. [ = list] 4 —_—
Ozone
Figure 13: Default audit filters for the Ozone service
T e ) o = = =
[-T ]
[-T ]
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v i — e = = P
- v [
o v T = (<]
(-] ]
..... = P — 5 =
v e - a

Note:
E Default audit filter policies do not exist for Yarn, NiFi, NiFi Registry, Kudu, or schemaregistry services.

Y ou can configure an audit filter as you add or edit aresource- or tag-based service.

1. In Ranger Admin web Ul Service Manager clcik Add or Edit for either aresource-, or tag-based service.
Scroll down to Audit Filter.
3. Click Audit Filter flag.

Y ou configure a Ranger audit filter policy by adding (+), deleting (X), or modifying each audit filter row for the
service.

N
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4. Usethe controlsin the filter row to edit filter properties. For example, you can configure:

Is Audited: choose Yesor No

Resources; Add or Delete aresourceitem

Operations: Add or Remove an action hame

(click x to remove an existing operation)

Permissions: Add or Remove permissions

Users: click Select User to seealist of defined users

to include one or multiple usersin the audit log filter
Groups: click Select Group to see a list of defined groups

to include one or multiple groupsin the audit log filter
Roles: click Select Roleto see alist of defined roles

to include one or multiple rolesin the audit log filter

to include or not include afilter in the audit logs for a service
Access Result: choose DENIED, ALLOWED, or NOT_DETERMINED

to include that access result in the audit log filter

to include or remove the resource from the audit log filter

to include the action/operation in the audit log filter

a. Click +in Permissions to open the Add dialog.
b. Select/Unselect required permissions.

For example, in HDFS service select read, write, execute, or All permissions.

When you save the Ul selections described in the preceding list, audit filters are defined as a JSON list. Each
service references a unique list.

For example, ranger.plugin.audit.filters for the HDFS service includes:

[

{
"accessResul t": " DEN ED",

"i sAudi ted":true

},

"users":|
"unaudi t ed- user 1"

]

: roups": [
"unaudi t ed- gr oup1"
] il
"roles":|
"unaudi t ed-rol el"

| sAudi ted": f al se
}1
{

"actions": [
"listStatus",
"getfileinfo"
] L]
"accessTypes": [
"execut e"

1.
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"i sAudited": fal se
}1

{

"resources": {
"pat h": {

"val ues": [

"/ audited"

] il

"i sRecursive":true

i sAudi ted": true

P R W )

"resources": {
"pat h": {

"val ues": [

"/ unaudi t ed"

1,

"i sRecursive":true

i sAudi ted": f al se

—_——— s

e Eachvaueinthelist isan audit filter, which takes the format of a simplified Ranger policy, along with access
resultsfields.
e Audit filters are defined with rules on Ranger policy attributes and access result attributes.

« Policy attributes: resources, users, groups, roles, accessTypes
» Access result attributes: isAudited, actions, accessResult
* Thefollowing audit filter specifies that accessResult=DENIED will be audited.

TheisAudited flag specifies whether or not to audit.

{"accessResul t":"DEN ED', "i sAudi t ed": t rue}
« Thefollowing audit filter specifiesthat “resource => /unaudited” will not be audited.

{"resources":{"path":{"val ues":["/
unaudi ted"], "i sRecursive":true}}, "i sAudited": fal se}

« Thefollowing audit filter specifies that access to resource database=> sys table=> dump by user “use2” will not
be audited.

{"resources": {"dat abase": {"val ues":["sys"]}, "table":{"val ues":
["dunp"]}},"users":["user2"],"isAudited": fal se}

« Thefollowing audit filter specifies that access result in actions => listStatus, getfilelnfo and accessType =>
execute will not be audited.

{"actions":["listStatus","getfileinfo"],"accessTypes":
["execute"],"isAudited":fal se}
« Thefollowing audit filter specifies that access by user "superuser1" and group "supergroupl” will not be audited.

{"users":["superuser1"], "groups":["supergroupl”],"isAudited":fal se}
« Thefollowing audit filter specifies that access to any resource tagged as NO_AUDIT will not be audited.

{"resources":{"tag": {"values":["NO AUDI T"]}}, "i sAudi ted": fal se}
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Y ou can set specific audit filter conditions for each service, using Create/Edit Service.

Creating audit filters for a service using the Ranger Admin Web Ul can prevent audit logs from being sent to
destinations like SOLR and HDFS.

1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Audit Filters.
a) Verify that Audit Filter is checked.

Optionally, define any of the following to include in the filter definition:
Is Audited

Defines whether audit logs are stored or not.

Is Audited=Y es: stores audit recordsin the defined audit destination.

Is Audited=No: do not store audit records.
Access Results

Denied, Allowed, or Not Determined

select to filter access=denied, access=allowed or all by selecting access=Not determined.
Resource

use Resource Details to include or exclude specific resources such as databases, tables, or columns.
Operations

select specific operations to filter
Permissions

select specific permissions
Users, Groups, Roles

select specific users, groups, and roles
b) Click Save.

Audit Filter :

Is Audited Access Result O i Permissi Users Groups Roles

Yes v ALLOWED n Type Action Name systest X Select... Select... n
4

3. Testyour filtersto verify that defined audit filters perform as expected.

Defining specific filtering properties can prevent access logs for service users from being stored in the configured
audit destination, if Is Audited = No.
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You can limit display of system access/audit log records generated by service usersin each service.

This topic describes how to limit the display of access log records on the Access tab in the Ranger Admin Web UI.

1. Goto Ranger Admin Web Ul Audit Access.
2. Check the Exclude Service Users box, as shown in:

@ Ranger U Access Manager [ Audit Security Zone %+ Settings

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
o
Q Search for your access audits...
i(clude Service Users: Last Updated Time: [{EIPZ7P Xl PEP2r AT | Entries: n <2 Columns~
V|
Policy ID Policy Version Event Time V¥ Application User Service (Name / Type)  Resource (Name / Type) Access Type

5

Licensed under the Apache License, Version 2.0
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3. Define specific component services and users for access logs to filter out, in ranger-admin-site.xml.
a) Goto ClouderaManager Ranger Configuration
b) In Search, type ranger-admin-site.

c) Definethefollowing properties:
Name
ranger.plugins.<service_name>.serviceuser
Value
<service_name>
Name
ranger.access ogs.exclude.users.list
Value
userl, user2

Figure 18: Filtering out service and user logs for Hive service

Ranger Admin Advanced Ranger Admin Default Group 'O Undo
Configuration Snippet (Safety View as XML
Valve) for conf/ranger-admin- ]
site.xml Name ranger.accesslogs.exclude.users.list o ®
& conf/ranger-admin-
site.xml_role_safety_valve Value test1
Description
(] Final
Name ranger.plugins.hive.serviceuser o @
Value hive
Description
(] Final

4. Click Save Changes (CTRL+S).
5. Restart the Ranger service.

Results

Setting Exclude Service Users to true and defining specific filtering properties prevents audit logs from service users
from appearing on Ranger Admin Web Ul Audit Access, but does NOT prevent access logs for service users from
being generated in Solr.
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Y ou can enable and configure alerts for Ranger plugin supported services on Cloudera Manager that notify when
audit spool files are accumul ated.

Ranger stores plugin access audit events (audit logs) in Solr and in HDFS. Typically, you store audit logsin Solr

for short-term auditing purposes and in HDFS for longer-term purposes. When the Solr server is down, Ranger
plugin audit logs are stored in the spool directory as spool files. Y ou configure the spool directory location using the
following properties:

For Solr

xasecure.audit.destination.solr.batch.filespool.dir = /var/log/<service_name>/audit/solr/spool
For HDFS

xasecure.audit.destination.hdfs.batch.filespool .dir = /var/log/<service name>/audit/hdfs/spool
If the Solr server goes down for along period of time or, if alarge number of audit events occur while the Solr server
is down; then spool files accumulate in the spool directory. Spool file accumulation consumes system memory.
Sometimes, audit records in spool files become corrupted, and may not be restored when the Solr server returns to
arunning state. Corrupted, un-restored records aso cause spool file accumulation. This requires manual cleanup of

corrupted spool files. An unnoticed large accumulation or "piling up" of spoal files may fill the local filesystem and
result in service failure.

After you enable spool directory metric usage for a service, an aert appears on the Cloudera Manager Ul which
notifies the user when spool files have piled up in the spool directory. The Cloudera Manager agent measures the disk
usage of the spool directory and registersit as ametric value. This metric value is compared against athreshold value.
The spool aert appears on the Cloudera Manager Ul if the metric value is greater than the threshold value.

Single-level metrics for collecting the disk usage of Solr and Hdfs Ranger plugin spool directories are registered in
Cloudera Manager, using the following disk usage metric names:
Solr

ranger_plugin_solr_spool_directory_size
HDFS
ranger_plugin_hdfs spool_directory size

The following table lists Ranger plugin supported service names and roles that support spool aerts.

HDFS NAMENODE

HIVE HIVEMETASTORE
HIVE_ON_TEZ HIVESERVER2

HBASE MASTER, REGIONSERVER
YARN RESOURCEMANAGER
IMPALA IMPALAD, CATALOGSERVER
ATLAS ATLAS SERVER

KAFKA KAFKA_BROKER

KNOX KNOX_GATEWAY

KUDU KUDU_MASTER
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Services Roles

RANGER KMS RANGER KMS SERVER

RANGER _KMS KTS RANGER KMS SERVER KTS

RANGER RAZ RANGER RAZ_SERVER

SCHEMAREGISTRY SCHEMA_REGISTRY_SERVER

STREAMS MESSAGING_MANAGER STREAMS MESSAGING_MANAGER_SERVER

To enable or disable spool directory aerts:

Procedure

1. Goto ClouderaManager Ranger Plugin Supported Services page Configuration .
2. In Search, type spool directory.

The following configuration properties display (this example uses the Kafka Broker role from Kafka service)

Figure 19: Audit Spool Alert Configurations for Kafka Broker

Ranger Kafka Plugin Audit Kafka Broker
Hdfs Spool Directory Path
xasecure.audit.destination.hdfs.ba

tch.filespool dir
@8 ranger_audit_hdfs_spool_dir

/var/log/kafka/audit/hdfs/spool

Ranger Kafka Plugin Audit Kafka Broker
Solr Spool Directory Path

- ‘ /var/log/kafka/audit/solr/spool
xasecure.audit.destination.solr.bat

ch.filespool.dir
& ranger_audit_solr_spool_dir

(Enable Spool Directory Metric Kafka Broker A

Usage for Kafka Broker
\Q: spool_directory_usage_enabled

J

ﬁanger Plugin Spool Directory Kafka Broker \
Usage Thresholds for Kafka 10 GiB

Broker ‘ ‘ I v‘

o

onol,direcmry,usage,threshold )

3. In Enable Spool Directory Metric Usage for <service-name>, check the box.
(un-checking the Enable box disables spool directory metric usage)
a) Refreshtherole.

For example, the Kafka service which supports Ranger Plugin in Kafka Broker role, go to Cloudera Manager
Kafka Instances Kafka Broker Actions Refresh Kafka Broker .
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4. In Ranger Plugin Spool Directory Usage Thresholds for <service-name>, type values and select units.

By default the threshold is set to 1 GB. If the disk usage of the spool directory exceeds this threshold, an alert will
be shown.

Results

These spool alert details appear on the Ranger plugin service Role status page in the Cloudera Manager Ul, as shown
for Kafka Broker rolein the following example:

Figure 20: Audit spool details for the Kafka Broker role

Configuring audit spool alert notifications

& Kafka Broker acons~  LogFiles~

Status  Configuration Processes Commands Charts Library  Audits  Quick Links ~

Health Tests CreateTrigger | Charts i editLayout

Ranger Plugin Solr Spool Directory Size Messages Received ©
The solr spool directory size 18.5 GiB is greater than the threshold value
10.0 GiB

se

=1]
=4

Process Status

messa

This role’s status is as expected. The role is started.

Unexpemed Exits KAFKA_BROKER (os-mv-test-1.0s-mv-testrooth... 43.3

This role encountered 0 unexpected exit(s) in the previous 5 minute(s).
Bytes Fetched ©
File Descriptors

na

Open file descriptors: 722. File descriptor limit: 65,536. Percentage in use: -

1.10%. &

Host Health

The health of this role's host is good

KAFKA_BROKER (os-mv-test-1.0s-mv-test.roo... 433b/s

Ranger Plugin Hdfs Spool Directory Size
The hdfs spool directory size 8.0 KiB is less than the threshold value 10.0 Leader Replicas @
GiB.

Also, an alert appears on the Cloudera Manager Home page next to the service name, as shown for Kafka service in
the following example.

Figure 21: Audit file spool notification for Kafka service plugin on Cloudera Manager home page.
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Cluster 1 : Charts mieditiayont ¢
Cloudera Runtime Cluster CPU
= 3 Hosts )
g
J ATLAS-1 g

@® @ CORE_SETTINGS-1

Cluster CPU Usage Across Hosts 17.2%

3§ CRUISE_CONTROL-1
4 HBASE-1 ; Cluster Network 10

2
@ HDFS-1 g

b

=z
& HIVE-1 :

4

£

& HIVE_ON_TEZ-1

Total Bytes Re 702K/s Total Bytes Tra... 639K/s
& HUE1

Y IMPALA Completed Impala Queries
i ALA-

[ 8 KAFKA-T s ]

Also, Cloudera Manager shows Cluster Heath Actions and Advice for the role, as shown in the following example:

second

Figure 22: Health Test For Ranger Plugin Spool Alert

Cluster 1 / KAFKA-1 / Kafka Broker / ¢3001-cloudera-host
Ranger Plugin Solr Spool Directory Size

This is a health test which monitors the Ranger plugin solr spool directory size against the threshold value.

‘ Concerning : The solr spool directory size 18.5 GiB is greater than the threshold value 10.0 GiB.

Actions

« Change Ranger Plugin Spool Directory Usage Thresholds for Kafka Broker for all roles in Kafka Broker Default Group role group
» Change Ranger Plugin Spool Directory Usage Thresholds for Kafka Broker for this role instance
= View the log for this role instance at the time of the health test

Advice

This Ranger Plugin Spool directory health test checks the usage of the solr spool directory of this Kafka Broker.

If the usage of the solr spool directory is greater than the Ranger Plugin Spool Directory Usage Thresholds for Kafka Broker then please check the Kafka Broker logs for any error from the ranger plugin
audit

What to do next
Optionally, you can create a graph for each spool alert metric.
Related Information

Charting spool aert metrics
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Cloudera Manager supports chart visualization of spool directory disk usage metrics.

Single-level metrics for collecting the disk usage of Solr and Hdfs Ranger plugin spool directories are registered in
Cloudera Manager, using the following disk usage metric names:
Solr

ranger_plugin_solr_spool_directory_size
HDFS
ranger_plugin_hdfs_spool_directory_size

Y ou can chart disk usage of Solr and HDFS spool directory size as atime-series, using Cloudera Manager Chart
Builder .

For example, to chart the disk usage for the Solr spool directory defined for Kafka Broker, use the folllowing query
syntax:

SELECT ranger_plugin_solr_spool_directory _size WHERE roleType = KAFKA_BROKER, as shownin

Chart Builder 44 30 minutes preceding Jun 16, 6:50 PMUTC bp M [au
SELECT ranger_plugin_solr_spool_directory_size WHERE roleType = KAFKA_BROKER :0GER Sl Suggestions ~  Save L]

Chart Type @) stackArea Bar  Scatter Heatmap  Histogram  Table 30m 1h 2h 6h 12h 1d 7d 30d Show Additional Options

Facets LUEEETE))  All Separate (3 entityDisp (3) 3) 1d(3) More~

Title Dimension Width 350 Height

Scale Linear v Y Range Min Max Expand range to fit all values

Untitled

KAFKA_BROKER... 18.56 mKAFKA_BROKER .. 584K

For more specific information about charting time-series data, see:

Building a Chart with Time-Series Data

Y ou can exclude audit records for specific users, groups, and roles from each service from appearing in the Ranger
ul.

Ranger default log functionality creates audit log records for access and authorization requests, specifically around
service accounts such as hbase, atlas and solr. Writing so much data to solr can limit the availability of Solr for further
usage. This topic describes how to exclude audit records for specific users, groups, and roles from each service from
appearing in the Ranger UI. Excluding specific users, groups or roles is also known as creating a blacklist for Ranger
audits.
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Procedure
1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Config Properties Add New Configurations .
3. Remove al audit filters from the existing service.
4. Click +, then type one of the following property names:
» ranger.plugin.audit.exclude.users

 ranger.plugin.audit.exclude.groups
e ranger.plugin.audit.exclude.roles

followed by one or more values.

IE Note: You can include multiple values for each exclude property using a comma-separated list.

Figure 24: Adding an exclude users property to the HadoopSQL service

\ﬁ Ranger U Access Manager [1)Audit Security Zone & Settings e admin v
Last Response Time: 05/23/2023 03:32:52 PM
Add New Configurations Name Value
tag.download.auth.users hive,hdfs,impala n
policy.download.auth.users hive,hdfs,impala n
policy.grantrevoke.auth.users hive,impala n
enable.hive.metastore.lookup true n
default.policy.users impala,hive,hue,beacon,admin,dpj n
hive.site.file.path /etc/hive/conf/hive-site.xml n
ranger.plugin.audit.exclude.user:i testuser2 n
»
b d

After adding the above configuration; if testuser2 user performs any actions for HadoopSQL service, Audit
Access logswill not appear in the Ranger Ul, but are still sent to Solr.

Similarly, you can exclude (or blacklist) users belonging to a particular group or role by adding a user-specific or
role-specific configuration.

Changing Ranger audit storage location and migrating
data

How to change the location of existing and future Ranger audit data collected by Solr from HDFSto alocal file
system or from alocal file system to HDFS.
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e Stop Atlas from Cloudera Manager.
» If using Kerberos, set the SOLR_PROCESS_DIR environment variable.

# export SOLR PROCESS DI R=$(ls -1dtr /var/run/cloudera-scm agent/ process/
*SOLR_SERVER | tail -1)

Starting with Cloudera Runtine version 7.1.4 / 7.2.2, the storage location for ranger audit data collected by Solr
changed to local file system from HDFS, as was true for previous versions. The default storage |ocation Ranger audit
data storage location for Cloudera Runtine-7.1.4+ and Cloudera Runtine-7.2.2+ installationsis local file system. After
upgrading from an earlier Cloudera platform version, follow these steps to backup and migrate your Ranger audit data
and change the location where Solr stores your future Ranger audit records.

» Thedefault value of the index storage in the local file system is /var/lib/solr-infra. Y ou can configure this, using
Cloudera Manager Solr Configuration "Solr Data Directory" .

» The default value of the index storage in HDFS is/solr-infra. Y ou can configure this, using Cloudera Manager
Solr Configuration "HDFS Data Directory"” .

1. Create HDFS Directory to store the collection backups.

As an HDFS super user, run the following commands to create the backup directory:

# hdfs dfs -nkdir /solr-backups
# hdfs dfs -chown solr:solr /solr-backups

2. Obtain valid kerberos ticket for Solr user.

# kinit -kt solr.keytab sol r/$(hostnane -f)
3. Download the configs for the collection.

# solrctl instancedir --get ranger_audits /tnp/ranger_audits
# solrctl instancedir --get atlas configs /tnp/atlas_configs

4. Modify the solrconfig.xml for each of the configs for which data needs to be stored in HDFS.
In /tmp/<config_name>/conf created during Step 3., edit properties in the solrconfig.xml file as follows:

« When migrating your data storage location from alocal file system to HDFS, replace these two lines:

<di rectoryFactory nane="DirectoryFactory"
cl ass="${sol r.directoryFactory: sol r. NRTCachi ngDi rect oryFactory}" >
<l ockType>${sol r. | ock. type: nati ve}</| ockType>

with

<di rectoryFactory nane="DirectoryFactory"
cl ass="${sol r.directoryFactory: org. apache. sol r. core. Hdf sDi rect oryFact ory}" >
<l ockType>%${sol r. | ock. type: hdf s} </ | ockType>

*  When migrating your data storage location from HDFS to alocal file system, replace these two lines:

<di rectoryFactory nane="Di rect oryFactory"
class="${sol r.directoryFactory: org. apache. sol r. core. Hdf sDi rect oryFact ory}" >
<l ockType>%${sol r. | ock. type: hdf s} </ | ockType>

with

<di rectoryFactory nane="Direct oryFactory"
cl ass="${sol r.directoryFactory: sol r. NRTCachi ngDi rect oryFactory}">
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<l ockType>${sol r. | ock. type: nati ve}</| ockType>
5. Backup the Solr collections.

« When migrating your data storage location from alocal file system to HDFS, run:

# curl -k --negotiate -u : "https://$(hostnane

-f):8995/sol r/ adm n/ col | ecti ons?acti on=BACKUP&nane=vert ex backupé&col
| ection=vertex_ index&
| ocati on=hdf s:// <Nanmenode_Host nanme>: 8020/ sol r - backups"

In the preceding command, the important points are name, collection, and location:
name

specifies the name of the backup. It should be unique per collection
collection

specifies the collection name for which the backup will be performed
location

specifies the HDFS path, where the backup will be stored

Repeat the curl command for different collections, modifying the parameters as necessary for each collection.

The expected output would be -

"responseHeader": {

"status":0,
"Qri me": 10567},
"success": {

"Sol r_Server _Host name: 8995_sol r": {
"responseHeader": {
"status":O0,

"Qrine":8959}}}}
* When migrating your data storage location from HDFS to alocal file system:

Refer to Back up a Solr collection for specific steps, and make the following adjustments:

o |If TLSisenabled for the Solr service, specify the trust store and password by using the
ZKCLI_JVM_FLAGS environment variable before you begin the procedure.

# export ZKCLI _JVM FLAGS="-Dj avax. net.ssl.trust Store=/path/to/
truststore.jks -Djavax. net.ssl.trust StorePassword="

e Create Snapshot

# solrctl --jaas $SOLR PROCESS DI R/jaas. conf collection --create-
snapshot <snapshot _nanme> -c <col | ecti on_nane>

» orusethe Solr API to take the backup:

curl -i -k --negotiate -u : "https://(hostnanme -f):8995/solr/adm n/

col l ections?

act i on=BACKUP&nane=r anger _audi ts_bkpé&col | ecti on=ranger audi t s& ocati on=/
pat h/t o/ sol r - backups"

* Export Snapshot

# solrctl --jaas $SOLR PROCESS DI R/jaas. conf collection
--export-snapshot <snapshot nane> -c <col |l ecti on_nane> -d
<destination_directory>

Note: The <destination_directory> is a HDFS path. The ownership of this directory should be
solr:solr.
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6. Update the modified configs in Zookeeper.

# solrctl --jaas $SOLR PROCESS DI R/j aas. conf instancedir --update
atlas_configs /tnp/atlas_configs

# solrctl --jaas $SOLR PROCESS DI R/j aas. conf instancedir --update
ranger _audits /tnp/ranger_audits

7. Deletethe collections from the original location.

All instances of Solr service should be up, running, and healthy before deleting the collections. Use Cloudera
Manager to check for any alerts or warnings for any of the instances. If alerts or warnings exist, fix those before
deleting the collection.

# solrctl collection --del ete edge_i ndex

# solrctl collection --delete vertex_index

# solrctl collection --delete fulltext index
# solrctl collection --delete ranger_audits

8. Verify that the collections are deleted from the original location.
# solrctl collection --1ist

Thiswill give an empty result.
9. Verify that no |leftover directories for any of the collections have been deleted.

*  When migrating your data storage location from alocal file system to HDFS:

# cd /var/lib/solr-infra
Get the value of "Solr Data Directory, using Cloudera Manager Solr Configuration .
#1s -ltr
*  When migrating your data storage location from HDFS to alocal file system, replace these two lines:
# hdfs dfs -1s /solr/<collection_nane>

Note: If any directory name which starts with the collection name deleted in Step 7. exists, delete/
move the directory to another path.

10. Restore the collection from backup to the new location.

Refer to Restore a Solr collection, for more specific steps.

# curl -k --negotiate -u : "https://$(hostnane
-f):8995/sol r/adm n/ col | ecti ons?
act i on=RESTORE&nane=<Nanme_of backup>& ocati on=hdfs:/
<<Nanenode_ Host nane>: 8020/ sol r - backups&col | ecti on=<Col | ecti on_Nane>"

# solrctl collection --restore ranger_audits
-1 hdfs://<Nanmenode_Host nanme>: 8020/ sol r - backups
-b ranger_backup -i rangerl

The request id must be unique for each restore operation, as well asfor each retry.

To check the status of restore operation:

# solrctl collection --request-status <requestl|d>

Note: If the Atlas Collections (vertex_index, fulltext_index and edge_index) restore operations fail,
E restart the solr service and rerun the restore command. Now, the restart operations should complete
successfully.
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11. Verify the Atlas & Ranger functionality.

Verify that both Atlas and Ranger audits functions properly, and that you can see the latest audits in Ranger Web
Ul and latest lineage in Atlas.

« To verify Atlas audits, create atest table in Hive, and then query the collections to see if you are able to view
the data.

e You can aso query the collections every 20-30 seconds (depending on how other services utilize Atlas/
Ranger), and verify if the "numDocs' value increases at every query.

# curl -k --negotiate -u : "https://$(hostnane -f):8995/sol r/edge_i ndex/
sel ect 2q=* ¥8A* &M =j son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnane -f):8995/solr/vertex_index/
sel ect ?2q=* ¥8A* &\ =j son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnanme -f):8995/solr/

full text _index/sel ect 2q=*%3A* & =] son& dent =t r ue&r ows=0"

# curl -k --negotiate -u : "https://$(hostnane -f):8995/solr/

ranger _audits/sel ect 2q=*%8A* &M =j son&i dent =t r ue& ows=0"

How to forward the actual client |P address to audit logs generated from a Ranger plugin.

Ranger audit logs record the P address through which Ranger policies grant/authorize access. When Ranger is set up
behind a Knox proxy server, the proxy server |P address appearsin the audit logs generated for each Ranger plugin.

Y ou can configure each plugin to forward the actua client |P address on which that service runs, so that the audit logs
for that service more specifically reflect access/authorization activity. Y ou must configure each plugin individually.
This topic uses the Hive (Hadoop SQL) service as an example.

1. From Cloudera Manager choose <service name> Configuration .
2. In <service_name> Configuration Search , type ranger-plugin, then press Return.
3. In Ranger Plugin Use X-Forwarded for 1P Address, check the box.
4. In Ranger Plugin Trusted Proxy |P Address, type the | P address of the Knox proxy server host.
_ |~ CDEP Deployment from 2023-Feb-13 13:26_|
[lof] Feoum=RA Cluster 1
_ 9 P’§"t HlVE’1 Actions ~ Feb 23, 9:40 PMUTC
= ElmEe Status  Instances  Configuration ~Commands  Charts Library ~ Audits  Quick Links ~
g8 H
Q ranger plugin @Filters Role Groups  History & Rollback
@ Audits
| Charts Filters Show All Descriptions
Ranger Plugin Use X-Forwarded for IP Address HIVE-1 (Service-Wide) O Undo (6}

SCOPE

HIVE-1 (Service-Wide) 3

{8 Administration

HIVE-1 (Service-Wide) ' Undo o]
& Data s [ New ]

KnoxServerHost.IP.address] ‘

CATEGORY HIVE-1 (Service-Wide) ®

Main 3 hdfs: file: wasb: adl |
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Hive audit logs will now show the I P address of the host on which Hive service runs.
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