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Hue server can support approximately 25 concurrent users, depending on what tasks the users are performing. Most
scaling issues occur as aresult of users performing resource-intensive operations and not from the number of users.
For example, large downloads of query results can impact resource availability for the other users who are using the
same Hue instance during the download operation. During that time, the users can experience slow performance.
Another common cause of noticeable performance changes are slow RPC calls between Hue and another service.
When this happens, queries may appear to suddenly "stop responding” after they are submitted.

Asaguide, 2 Hue servers can support up to:

* 100 unique users per week
» 50 users per hour at peak times executing up to 100 queries

A typical setup is 2 Hue servers.
General guidelines

» Deploy aload balancer in front of Hue.

« Useaproduction-quality database.

« Ensurethat other services, such as Impala, Hive, and Oozie, are healthy and not impacted by too few resources. If
these services are hanging, it adversely affects Hue performance.

» Consider moving workloads that are subject to SLAs (service-level agreements) or considered "noisy neighbors"
to their own compute cluster. Noisy neighbors are workloads that use the majority of available resources and
cause performance issues.

e Limit the number of rows that are returned for queries.

One way to limit the number of rows returned isto specify avalue for the download_row_limit configuration
property for the Hue Beeswax application. This property can be set in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini property in Cloudera Manager:

1. InCloudera Manager, click HueConfiguration , and enter Hue Service Advanced Configuration Snippet in the
search text box.

2. Inthetext box for the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini,
add the following configuration information:

[ beeswax]
downl oad_row | i mt=nunber_of rows
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3. Click Save Changes and click the restart icon at the top of the page to restart the Hue service:

C|DUdEI’E§I Manager Clusters ~ Hosts -

Cluster 1

G HUE-T Action

[ 4]

-

Status Instances Configuration Commar

Hue Service Advanced Configuration Snippet

Hue roles are configured with the following three configuration files: hue.ini, hue safety valve.ini, and
hue _safety valve server.ini.

The hue.ini fileisthefirst file that is auto-generated when you add the Hue service to your CDP cluster using
Cloudera Manager. The hue_safety valve.ini fileis used to override bugs or configure properties that are missing
from the Cloudera Manager Ul. The hue_safety valve server.ini fileis used to configure only the Hue role, and not
the full Hue service (which includes the Hue Load Balancer). The hue safety valve server.ini fileisnot used in
practice.

Cloudera recommends that you do not edit the .ini files from the command line because they are stored in dynamic
directories named by process ID and populated from the Cloudera Manager database. To add configurations that you
cannot add directly from the Cloudera Manager Ul, such as Authentication Backend for SAML, use the Hue Service
Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini field under the Hue service configurations
in Cloudera Manager.

Run the following command to view the .ini files per process ID:

I's -Itr /var/run/cl oudera-scm agent/process/ |s -valrt /var/run/cl oudera-scm
-agent/process | grep HUE SERVER | tail -1 | awk '{print $9}'"
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ra-scm-agent/process/ 1s -valrt /var/run/cloudera-scm-agent/pro

or.properties

Jini
server. ini

R R T L Y

The process directory for any given roleis mirrored in Cloudera Manager. Go to Hue Instances, select arole such as
Hue Server, and then click the Processes tab.

hue.ini

Cloudera Manager exposes properties that allow you to insert custom configuration text into XML configuration,
property, and text files, or into an environment. The configuration snippet mechanism isintended for use in cases
where there is a configuration setting that is not exposed as a configuration property in the Cloudera Manager web
interface. Configuration snippets generally override normal configuration. Y ou can configure custom properties for
Hue by specifying them in the Advanced Configuration Snippet (Safety valve) field in Cloudera Manager.
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The following table lists the safety valve parameters supported by Hue in CDP Runtime:

[[ deskt op] ]
app_bl ackl i st

[ deskt op]
[[session]]
tt 1 =[***NUVBER- OF- SECONDS* * * |

[j obbrowser]
[[query_store]]
server _ur| =[ *** QUERY- PROCESSOR- URL*

**]

[ aws

[[aws_account s] ]

[[[defaul t]]]

access_key id=[*** AW5- ACCESS- KEY* **]
secret _access_key=[ *** SECRET- ACCESS-
KEY***]

regi on=[ *** AWs- REG ON** *]

[ aws]

has_i am det ecti on=true
[[aws_account s] ]
[[[defaul t]]]

regi on=[ *** AWs- REG ON** *]

[ deskt op]
[ azure]
[[azure_accounts]]
[[[defaul t]]]

client _id=[*** AZURE- ACCOUNT- C
LI ENT- | D***]

client_secret=[*** AZURE- ACCOU
NT- CLI ENT- SECRET* * *]

t enant _i d=[ *** AZURE- ACCOUNT- T
ENANT- | D***]

[[abfs_clusters]]
[[[defaul t]]]
fs_defaul tfs=abfs://[***CONTAl NER-
NANME* **] @ * * * AZURE- STORAGE- ACCOUNT-
NAVE* **] > df s. cor e. Wi ndows. net
webhdfs_url =https://]
*** AZURE- STORAGE- ACCOUNT- NAME* **] . df

Used to add or remove applications, such as the File Browser, Impala,
Hive, Oozie, and so on from the blocked list of applications.

Used to configure the duration of a user session. The ttl property
determines the length of time that the cookie with the user's session ID
lives before expiring. After the ttl setting is reached, the user's session
expires whether it is active or not.

The default setting for ttl is 1,209,600 seconds, which equals two
weeks.

Used to display the Queriestab for Hive and Impala on the Job
Browser page. This configuration is enabled by default and is not
exposed in the Hue safety valve.

However, to hide the Queriestab, you can override the configuration
by adding the following linesin Cloudera Manager Clusters Hue
Configuration Hue Service Advanced Configuration Snippet (Safety
Valve) for hue_safety_valve.ini :

[j obbrowser]
[[query_store]]
i s_enabl ed=f al se

To enable the Queriestab, set is_enabled to true.

Used to enable the S3 File Browser for Hue without IDBroker.

Used to enable the S3 File Browser for Hue with IDBroker.

Used to enable the ABFS File Browser for Hue without IDBroker.

s.caore. wi ndows. net / g

[ deskt op]
[ azur e]

Used to enable the ABFS File Browser for Hue with IDBroker.
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valves)

Contact Cloudera Support if you are required to use a configuration snippet that is not explicitly documented.

Introduction to Hue Advanced Configuration Snippet
(Safety valves)

To customize and configure Hue properties, such as authentication or enabling S3 or ABFS browsers, and so on that
you cannot directly configure from the Cloudera Manager Ul, you can use the Advanced Configuration Snippet field
under the Hue cluster configurations in Cloudera Manager.

Advanced safety valves

Thefield for hue_safety_valve.ini is service-wide and affects all Hue roles listed on the Instances tab. The field for
hue_safety valve_server.ini only affects Hue Server role instances.

O e HUE- Actions ~ Oct 19, 8:28 AMUTC
Status  Instances  Configuration Commands  Charts Library  Audits Web Ul ~  Quick Links ~
Q. ini| | @ Filters  Role Groups History & Rollback
Filters Show All Descriptions
- SCOPE Hue Service Advanced HUE-1 (Service-Wide) @
Configuration Snippet (Safety
HUE-1 (Service-Wide) 1 Valve) for
Hue Server 1 hue_safety_valve.ini
©f hue_service_safety_valve
\L ‘
~ CATEGORY
Hue Server Advanced Hue Server Default Group @
Configuration Snippet (Safety
Advanced 2 Valve) for
hue_safety_valve_server.ini
©f hue_server_hue_safety_valve
p

1-20f2

Environment safety valves

Environment safety-valves et you configure environment variables across the service or for specific role instances.
These safety-valves lack headers.

10
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e HUE-T  scton: -

Status Instances  Configuration Commands  Charts Library  Audits Web Ul +  Quick Links ~

Q'_‘H‘-.'Iff.!l'll‘lf_'Hl

Filters

Hue Service Environment HUE-1 (Service-Wide)
Advanced Configuration
Snippet (Safety Valve)

SCOPE

& hue_service_env_safety_valve

Hue Server Environment Hue Server Default Group
CATEGORY Advanced Configuration

Snippet (Safety Valve)

o
Advanced 4 HUE_SERVER_role_env_safety_valv

Kerberos Ticket Renewer Kerberos Ticket Renewer Default Group
Environment Advanced
Configuration Snippet (Safety

Valve)
o
KT_RENEWER_role_env_safety_val

Oct 19, 8:47 AMUTC

& Filters Role Groups History & Rollback
Show All Descriptions
View Editor
View Editor
View Editor

Cloudera Manager generates standard stream logs when each Hue role instance starts and stops. The Hue service,
which is built on the Django framework, generates log4j logs when the service is running.

Cloudera Manager logs the start and stop of each supervised Hue processin standard stream logs (stdout.log,

stderr.log).

When the Hue service restarts, Cloudera Manager generates a new directory for each supervised process of a Huerole

instance:

I's -vrl /var/run/cl oudera-scnagent/process | grep HUE

&
oy O

rJd] =

Y
o O OO
i i

By
o
= &

Il
T O
& &

]
4
4
4 ¢
4
4
4

It writes to a nested logs directory for each running instance:

Jprocess | grep HUE

257 -hue-HUE_SERVER

242 -hue-HUE_LOAD_BALANCER

241 -hue-HUE_SERVER

239-hue-HUE_LOAD_BALANCER
&-hue-HUE_SERVER
=hue=HUE_LOAD_BALANCER
-hue=-HUE_SERVER

11
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e4-cdh512-1 log

a=5Cm

-rw=-r--r-- 1 root root 11148 Aug

-rw-r--r-- 1 root

root

447 Aug

Configuration errors are written here because they prevent Hue servers and load balancers from starting properly.

Tip: Testing the LDAP configuration from Cloudera Manager ( Clusters Hue service Test LDAP
Configuration ) also writes to standard stream logs which you can search using the following command: Is -
vrl /var/run/cloudera-scm-agent/process | grep |daptest

When the Hue service is running, Hue generates logs in /var/log/hue using log4j. Load balancer logs are in /var/run/

httpd. Y ou can view these logsin Hue at http://hueserver:port/logs.

access.log Filtered list of successful attempts to access Hue Web Ul.

audit.log Captures user operations, such as:

« USER LOGIN
.« USER_LOGOUT

«  EXPORT

«  DOWNLOAD

+ DELETE_USER

.+ DELETE_GROUP

+ EDIT_USER

« CREATE_USER

.+ EDIT_GROUP

. CREATE GROUP

« EDIT_PERMISSION

« ADD_LDAP USERS

+ ADD_LDAP_GROUPS

«  SYNC_LDAP_USERS GROUPS

audit/hue_server_audit_wal.log Audit log visible in Apache Atlas.
error.log Filtered list of all nontrivial errors
kt_renewer.log Kerberos ticket renews

metrics-hue_server/metrics.log Populates chartsin Cloudera Manager

migrate.log Database and table migrations + First Run of Hue server
rungunicornserver.log Hue (Gunicorn) web server information.
hue_install.log Contains the log produced during installation

DEBUG isavailable for the Hue server logsin /var/log/hue. By default, the Hue service writes INFO level messages
and keeps a small buffer of log messages at al levelsin memory. If you want detailed, debug-level information, then

you can enable this feature from Hue configuration in Cloudera Manager.

12
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In the debug mode, Hue displays a detailed traceback when an exception occurs. Debugging information may contain
sensitive data.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue Configuration and select the Enable Django Debug Mode option.

The Enable Django Debug Mode option is used to toggle between INFO and DEBUG-level logging.
3. Restart the Hue service.

Several log files, such as access logs and error logs, are produced by the Apache HTTP server. Over time, these files
can grow in size and can cause disk issues. Y ou can prevent this problem by using Apache's rotatelogs utility and
defining when to rotate logs — either based on atime interval or maximum size of the log.

Y ou can configure the Apache server to rotate the logs when a certain filesize is reached (for example, 5 Bytes or 10
KBytes) or at a set timeinterval (for example, daily or weekly), or both. If you want to specify both the time and size,
the size must be specified after the time. Log rotation occurs whenever time or size limits are reached.

Thelog files are generated as per the configurations defined in the httpd.conf file.

The rotatelogs utility must be present on your Operating System, and you must know its location so that you can use
it. Run the following command from the Hue load balancer host system to get the path of the rotatel ogs utility:

[ root @xanpl e- domai n- hue- HUE_LOAD BALANCER] # whi ch rot at el ogs
[ usr/ sbin/rotat el ogs

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue service Configuration .

3. Configure the log rotation policy based on your criteriain the Load Balancer Advanced Configuration Snippet
(Safety Valve) for httpd.conf field.

To rotate logs whenever the specific file sizeis reached, add the following lines:

CustonmLog "|/usr/sbin/rotatel ogs /var/log/ hue-httpd/ access_| og. %r- %m %d-
%1 9 %6 [***FI LE-SI ZE***] (B|KIM G " commopn

ErrorLog "|/usr/sbin/rotatel ogs /var/log/hue-httpd/error_|og. %/ %m %d- %1
9M %S [***FILE-SI ZE***] (BIKIM G "

For example:

CustomLog "|/usr/sbin/rotatel ogs /var/log/hue-httpd/ access_| og. %r- %m %d-
%1 %V %6 5B" conmon

13
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ErrorLog "|/usr/sbin/rotatel ogs /var/log/ hue-httpd/error_|og. %/ % %- %1
9M %5 5B

This configuration rotates the log file whenever it reaches asize of 5 bytes, and the suffix to the log file name will
be created with the format access log. YYYY-mm-dd-HH_MM_SSand error_log.YYYY-mm-dd-HH_MM_SS.

To rotate logs daily, add the following lines:

CustomLog "|/usr/sbin/rotatel ogs -1 /var/log/hue-httpd/access_I| og. %r- %m
%d- %1 9M %S 86400" commmon

ErrorLog "|/usr/sbin/rotatel ogs -1 /var/log/ hue-httpd/error_I| og. %y %m %d-
9% 9M %6 86400"

This creates the files /var/log/access |og.yyyy.mm.dd and /var/log/error_log.yyyy.mm.dd where yyyy is the year,
mm is the month, and dd is the day of the month. The log operation switches to a new file every day at midnight,
local time.

For more information, see rotatelogs - Piped logging programto rotate Apache logs.
4. Click Save Changes.
5. Restart the affected services.

rotatelogs - Piped logging program to rotate Apache logs

Hue works with the two most recent LTS (long term support) or ESR (extended support release) browsers. Cookies
and JavaScript must be enabled.

The lists the minimum tested versions of the most common browsers:

e Chrome: (Version history)

» Firefox: (Version history)

o Safari (Mac only): Version history
« Microsoft Edge: (Version history)

Hue can display in other browsers and in older versions of the common browsers, but you might not have accessto all
features.

Y ou can enable Hue to use HT TP headers such as Cache-Control, Pragma, and Expires to ensure that your broswer
always uses the fresh version of the resource. Y ou must set the value of the custom_cache _control property to truein
Hue's Advanced Configuration Snippet.

triesto fetch the latest resources instead of using cached data. To disable cache-control HTTP headers, set the
value of the custom_cache _control property to false.

Ij Note: Enabling the use of these cache-control HT TP headers can affect performance because your broswer

1. Loginto ClouderaManager as an Administrator.

14
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2. Goto Clusters Hue Configuration and add the following line in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

[ deskt op]

custom cache_control =true
3. Click Save Changes.
4. Restart the Hue service.

Y ou can use the Add a Service wizard in Cloudera Manager to add and configure a new Hue service instance.

1. Signinto Cloudera Manager as an Administrator.

2. Goto Clusters Actions and click Add Service.
The Add Serviceto Cluster wizard is displayed.

3. Select Hue asthe Service Type and click Continue.
The Select Dependencies page is displayed.

4. Onthe Select Dependencies page, select the optional dependencies that are required for your cluster and click
Continue.

The required dependency is selected by default.

Note:

IE In CDH 6 and earlier, the Hive service included the Hive Metastore and HiveServer2. In Cloudera
Runtime 7.0 and later, this service only includes the Hive Metastore. HiveServer2 and other components
of the Hive execution engines are part of the HIVE_ON_TEZ service.

If you need to run Hive queries, then select an optional dependency containing the HIVE_ON_TEZ
service.

If you need to run only Impala queries, then the HIVE_ON_TEZ serviceis not required.
5. Onthe Assign Roles page, you can perform one of the following actions:

* To accept the default role assignments, click Continue in the lower right corner of the page. To view the
default role assignments by host, click View By Host.

e To customize role assignments, click the field below Hue Server and L oad Balancer roles. Thislaunches a
dialog box where you can select hosts where you want to add the role. Click OK after making your selection.

The wizard evaluates host hardware configurations to determine the best hosts for each role. All worker roles
are automatically assigned to the same set of hosts asthe HDFS DataNode. Y ou can reassign if necessary.
Specify hostnames by |P address, rack name, or by range:

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4
host[1-3].company.com host1.company.com, host2.company.com, host3.company.com
host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.company.com

6. On the Setup Database page:
a) Select adatabase vendor from the Type field and specify the Database Hostname, Database Name, Username,
and Password.
b) Click Test Connection, and when the success message appears, click Continue and Cloudera Manager starts
the Hue service.
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7. Review your configurations on the Review Changes page and click Continue.

8. On the Command Details page, expand the running commands to view the details of any step, including log files
and command output. Y ou can filter the view by selecting Show All Steps, Show Only Failed Steps, or Show
Only Running Steps.

After the First Run command completes, click Continue to go to the Summary page.

9. After the serviceis started, click Continue and then click Finish.

If your cluster uses Kerberos, Cloudera Manager automatically adds a Hue Kerberos Ticket Renewer roleto
each host where you assigned the Hue Server role instance. See "Enabling Kerberos Authentication™ for more
information.

Roles are functions that comprise a service. Role instances must be assigned to one or more hosts. Y ou can assign
roles to hosts by using Cloudera Manager.

In the Cloudera Manager Home page, select the Hue service.

On the Hue service page, click the Instances tab.

On the Instances tab page, click Add Role Instances on the right side of the page.

On the Assign Roles page:

a) Click Select hosts under the role names to select hosts where you want to add the role. This launches a dialog
box where you can select hosts where you want to add the role.
The wizard evaluates host hardware configurations to determine the best hosts for each role. All worker roles
are automatically assigned to the same set of hosts asthe HDFS DataNode. Y ou can reassign if necessary.
Specify hostnames by |P address, rack name, or by range:

A w DN PR

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4
host[1-3].company.com host1.company.com, host2.company.com, host3.company.com
host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.company.com

b) Click OK to save your hostname selection for arole.
¢) When you are finished assigning rolesto hosts, click Continue in the lower right corner of the page.
5. Cloudera Manager automatically adds the roles and returns you to the Hue Instances tab.
Note: If your cluster uses Kerberos, Cloudera Manager automatically adds a Hue K erberos Ticket
Renewer role to each host where you assigned the Hue Server role instance. Cloudera Manager throws a

validation error if the new Hue Server role does not have a co-located K erberos Ticket Renewer role. See
"Enabling Kerberos for Authentication" for more information.

In Cloudera, “hue’ username is the default machine user and group name for Hue. Y ou can create a custom machine
user and group name on the Hue cluster and then specify them in the Hue configurations in Cloudera Manager.

1. SSH into the Hue server host as a user with sudo privileges

16



Cloudera Runtime Setting up a Hue service account with a custom name

2. Create anew group for your custom Hue user account by running the following command:
sudo groupadd[ *** NEW HUE- GROUP- NANVE* * * |

Replace [*** NEW-HUE-GROUP-NAME***] with the custom group name you want to use.
3. Createanew user and assign it to the newly created group by running the following command:

sudo useradd -G [***NEW HUE- GROUP- NAME***] - m [ *** NEW HUE- USER- NANVE* * * |
s /usr/sbin/ nol ogin

The new user is stored in the /etc/passwd file, and group is stored in the /etc/group file.
4. Verify that the new user exists within the newly created group by running the following command:

grep [***NEW HUE- USER- NAME***] /et c/ passwd

5. Change the ownership of the Hue directories as follows:

sudo chown -R [***NEW HUE- USER- NAME* **] : [ * * * NEW HUE- GROUP- NAME***] /var/l o
g/ hue
sudo chown -R [ ***NEW HUE- USER- NAME* **] : [ *** NEW HUE- GROUP- NAME***] /var/l o
g/ hue-httpd
sudo chown -R [***NEW HUE- USER- NAME***] : [ *** NEW HUE- GROUP- NAME***] [/t np/ hu
e_*
6. Modify the Hue configuration in Cloudera Manager as follows:
a) Log into Cloudera Manager as an Administrator.
b) Goto Clusters Hue Configuration .
¢) Specify the custom group name you created earlier[*** NEW-HUE-GROUP-NAME***] in the Default User
Group field.
d) Specify the custom user name you created earlier[*** NEW-HUE-USER-NAME***] in the System User field.
€) Specify the custom group name you created earlier[*** NEW-HUE-GROUP-NAME***] in the System Group
field.

f) Add thefollowing linesin the Hue Service Advanced Configuration Snippet (Safety Valve) for
hue_safety valve.ini field.

[ deskt op]

server _user =[ *** NEW HUE- USER- NAMVE* * * |
server _group=[ *** NEW HUE- GROUP- NANVE* * * ]|
def aul t _user =[ *** NEW HUE- USER- NANVE* * * ]

g) Click Save Changes.
h) Restart the Hue service.

7. Tail the /var/log/hue/rungunicornserver.log log file for any issues.
8. Change the permissions of the Hue home directory as follows:

sudo cd /opt/cl ouderal/ parcel s/ COH |i b/
sudo chown -R [***NEW HUE- USER- NAME* * *] : [ *** NEW HUE- GROUP- NAME* ** | hue

9. Change the permissions of the process directory as follows:

sudo cd /var/run/cl oudera-scm agent/
sudo setfacl -Rm user:[***NEW HUE- USER- NAME***] : rwx process

10. Verify Access Control List (ACL) changes by running the following command:

getfacl process
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Run the following Python script on your Hue hosts to validate that the new user and group names are valid and
configured correctly.

This script requires you to input the user (uid) and group (gid) IDs corresponding to the custom user and group names
you created and displays the effective user and group IDsthat are in use. Y ou must ensure that the user belongs to the
same group while specifying the uid and gid. The script displays the “ Permission denied: Operation not permitted”
error if there is amismatch between the user ID and the group ID :

i mport os
def change_user _and_group(eui d, egid):
try:
# Change the effective group ID
0s. set egi d(egi d)
print(f"Effective Goup ID changed to: {egid}")
# Change the effective user ID
0s. set eui d(eui d)
print(f"Effective User ID changed to: {euid}")
# Verify changes
print(f"Current Effective User ID: {os.geteuid()}")
print(f"Current Effective Goup ID: {os.getegid()}")
except Perm ssionError as e:
print(f"Perm ssion denied: {e}")
except Exception as e:
print(f"An error occurred: {e}")

if _nanme_ =="_ main__":

# Replace with actual user and group IDs that you want to switch to
# Change "new euid to the user ID (U D) of the custom user you created.
# Change "new egid to the group ID (G D) of the custom group you create

# Exanpl e: new euid 1001 # Non-root user ID

# new_egi d 1001 # Non-root group ID

new euid = 1001 # Replace with the new user I D (U D)
new egid = 1001 # Replace with the new group ID (G D)
change_user _and_group(new_eui d, new_egi d)

Restarting the Hue service is necessary after upgrading CDP or making configuration changes to the Hue service.
You can restart Hue in regular or rolling restart mode. Rolling restart reduces the service downtime to approximately
80 to 90 seconds.

Y ou can restart the Hue service independently or as a part of the cluster restart. When you restart the Hue service
normally, Hue can become unavailable for an average of 30 minutes from the restart time (this could vary depending
on the number of servicesin your cluster). When you restart the cluster containg the Hue service, Hue is stopped first
among other servicesin the cluster and restarted at the end. To reduce the service downtime, Cloudera recommends
that you use the “Rolling Restart” option.

Note: Cluster-leve rolling restart is supported only in High Availability (HA) clusters. However, you can
Ij restart the Hue service and its roles independently in the rolling restart mode in both HA and non-HA clusters.

To restart Hue service in the rolling restart mode, use one of the following steps:
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Goto ClouderaManager Clusters and click * corresponding to the Hue service and then click Rolling Restart,
or

e Goto ClouderaManager Clusters Hue and click Actions Rolling Restart .
Cloudera Manager shows the following options to restart the Hue service in the rolling restart mode:

Category Restart options Description

Restart filters Restart roles with stale configuration only Select this option to restart Hue if you have
updated the Hue configuration.

Restart roles with the old software version Select this option to restart Hue if you have
only upgraded the cluster.
Role typesto restart Kerberos Ticket Renewer Selected by default. Restarts the Kerberos

Ticket Renewer role.

Load Balancer Selected by default. Restarts the Load
Balancer role after the Kerberos Ticket
Renewer.

Hue Server Selected by default. Restarts the Hue Server

role after the load balancer.

When you restart Hue, Hue' s non-worker roles, such as the load balancer, Kerberos ticket renewer, and Hue server
restart one after the other.

Restarting a CDP cluster containing the Hue service in the rolling restart mode

To restart an HA cluster containing the Hue service in the rolling restart mode, goto Cloudera Manager Clusters and

click * corresponding to your cluster name and select Rolling Restart. Y ou see the Rolling Restart modal with the
list of services that support rolling restart.

Note: All Hueroles (namely the load balancer, Kerberos ticket renewer, and Hue server) are of the non-
worker type. Y ou must select one of the following options under the Roles to include section for ensuring that
the Hue service is restarted in the rolling restart mode, depending on your requierments:

¢ Non-Workers Only, or
e All Roles

Related Information
Rolling Restart

Customizing the Hue web interface

To customize the Hue web interface, add configuration properties in Cloudera Manager. Y ou can customize the
banner, the page logo, the cache timeout setting, and you can enable or disable anonymous usage data collection.

Adding a custom banner in Hue
Y ou can add a custom banner to the Hue web interface by adding your custom HTML to the Top Banner Custom
HTML property in Cloudera Manager.
Procedure

1. Loginto Cloudera Manager as an Administrator.
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Cloudera Runtime Customizing the Hue web interface

2. Goto Clusters Hue service Configuration and add the banner test in the Top Banner Custom HTML field as
follows:
<H1>Y our company's custom Hue Web Ul banner</H1>

3. Click Save Changes.
4. Restart the Hue service.

Changing the page logo in Hue

Y ou can replace the Hue web interface logo with a custom log that is created with an SV G code. Add any type of
logo you want, but your custom logo should be designed to fit into a 160 x 40 pixel space.

About this task

For example, hereisthe Hue logo shown in the following image:

= aue a

¥ Impala Add a name...

(0

¢ Edefault
Tables (4) 1

customers
1 sample_07
sample_08

web_logs

Y ou can change this Hue logo by adding the appropriate SV G code to the logo_svg property under the [desktop
] [[custom]] section in the Hue Service Advanced Configuration Snippet (Safety Valve) for hue safety valve.ini
configuration parameter in Cloudera Manager.

Procedure

1. Loginto Cloudera Manager as an Administrator.
2. Goto Clusters Hue Configuration
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3. Inthe Search text box, type hue_safety valve.ini to locate the configuration parameter:

ClDUdﬂ'ra Manager Clusters = Hosts - Diagnostics - Audits Charts - Backug

Cluster 1

G HUE“I Actions -

Status Instances Configuration Commands Charts Library Audits Web Ul -

hue_safety_valve.ini

Filters
SCOPE Hue Service Advanced HUE-1 (Service-Wide)
HUE-1 (Service-Wide) ! Configuration Snippet limpalal
e - (Safety Valve) for
Hue Server 0 hue safety valve.ini server_port=21051
Kerberos Ticket Renewer 0 - ¥- ' [beeswax]
Load Balancer 0 hive_server_part=10016

4. Add the following parameters with your custom logo SV G code to the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini configuration parameter:

[ deskt op]

[[custony]
| ogo_svg='[***SVG CODE- FOR- CUSTOM LOGOx**] '

For example, the following SV G code replaces the Hue logo with ared heart:

[ deskt op]

[[custon]]

| ogo_svg=' <g><path stroke="nul|" id="svg 1" d="m44. 41215, 11. 43463c- 4. 05
017,-10.71473

-17.19753, -5.90773 -18.41353,-0.5567c-1.672,-5.70253 -14.497,-9. 95663
-18. 411, 0. 5643c-4. 35797, 11. 71793 16. 891, 22. 23443 18. 41163, 23. 95773c1. 518
1,-1.36927 22.7696, - 12. 43803

18. 4129, - 23. 96533z" fill="#ffffff"/> <path stroke="null" id="svg_2"
d="nD8. 41246, 10. 43463c- 4. 05016, - 10. 71473 -17. 19753, -5. 90773 -18. 41353, -

0. 5567c-1.672,-5. 70253

-14. 497, -9. 95663 -18.411, 0. 5643c- 4. 35796, 11. 71793 16. 891, 22. 23443 18. 4116
4,23.95773cl. 5181, -1. 36927

22.76959, - 12. 43803 18. 41289, - 23. 96533z" fill ="#FF5A79"/> <path stroke="nu
[1" id="svg_3"

d="ml54. 41215, 11. 43463c- 4. 05016, - 10. 71473 -17. 19753, -5. 90773 -18. 41353, -0
. 5567c-1.672, -5. 70253

-14. 497, -9. 95663 -18.411, 0. 5643c- 4. 35796, 11. 71793 16. 891, 22. 23443 18. 41164
,23.95773c1.5181, -1. 36927 22. 76959, - 12. 43803 18. 41289, - 23. 96533z" fill ="
#fffff"/> </ g>'

5. Click Save Changes.
6. Restart the Hue service.
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7. Inthe Hue configuration page of Cloudera Manager, select Web Ul Hue Load Balanced to load Hue and view
your custom logo.

If you added the sample SV G code that defines ared heart as the logo, your Hue web Ul looks like this:

= v -

E L'F Im pd la Add a name... Add a de
£ = default
Tables (4) !
customers
sample_07
sample_08
web_logs
8.
9.
10.
Scalable Vector Graphics

Y ou can add a custom splash screen to the Hue web interface by adding your custom HTML to the Advanced
Configuration Snippet in Cloudera Manager.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration and add the banner test in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field asfollows:

[ deskt op]

[[custony]
| ogi n_spl ash_htm =[ *** CUSTOM HTML* * * ]

[ deskt op]

[[custom]
| ogi n_spl ash_ht ml =<h1>Hue, the next-gen SQL Assi stant</hl>

3. Click Save Changes.
4. Restart the Hue service.
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Enable Hue Ul caching by setting a timeout value in milliseconds. The default is 10 days or 864000000 milliseconds.
Set the timeout to 0 to disable caching.

When you browse tables using the left assist panel or run queries, Hue caches this information for fetching
information faster and query autocompletion. Y ou can configure the time for which you want to Hue to cache this
information by setting the value of the cacheable ttl property under the [desktop][[custom]] section in the Hue
Service Advanced Configuration Snippet (Safety Valve) for hue _safety valve.ini configuration property in Cloudera
Manager.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue Configuration .

3. Inthe Search text box, type hue_safety valve.ini to locate the Hue Service Advanced Configuration Snippet
(Safety Valve) for hue_safety valve.ini configuration parameter.

4. Add the following parameters with the cache timeout value to the Hue Service Advanced Configuration Snippet
(Safety Valve) for hue_safety valve.ini configuration parameter:

[ deskt op]

[[custony]
cacheabl e_ttl =[***VALUE- | N-M LLI SECONDS* * *]

For example, the following configuration sets the cache timeout to the default value of 86400000 milliseconds:

[ deskt op]
[[custony]

cacheabl e_tt1 =86400000
5. Click Save Changes.
6. Restart the Hue service.

Hue tracks anonymized pages and application versions to gather information about application usage levels. The data
collected does not include hostnames or 1Ds. For example, the data collected has the format /2.3.0/pig or /2.5.0/beesw
ax/execute.

To enable or disable anonymous usage data collection:

1. Inthe Cloudera Manager Admin Console, select ClustersHueConfiguration to navigate to the configuration page
for Hue.

2. Inthe Search text box, type usage to locate the Enable Usage Data Collection check box:
« To enable anonymous data collection, check the box, which is the default setting.
» To disable anonymous data collection, clear the check box.

3. Enter aReason for change..., and then click Save Changes at the bottom of the page to save the configuration
change.
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Refresh the browser page and click the restart icon at the top of the page so the new configuration changes
can be read by the server and the new data collection setting takes effect.

By default, a specific number of databases, tables, and columns are displayed in the Hue web interface. Y ou can
increase this number by specifying avalue for the MAX_CATALOG_SQL_ENTRIES property in the Hue Advanced
Configuration Snippet using Cloudera Manager.

5000 objects (databases, tables, and columns) are displayed by default on the |eft assist panel, auto-

complete drop-down list, and on the Table Browser page in the Hue web interface. Setting the value of the
MAX_CATALOG_SQL_ENTRIES property higher than the default value increases the number of objects but can
downgrade performance.

1. Loginto Cloudera Manager as an Administrator.

2. Goto Clusters Hue Configuration Hue Service Advanced Configuration Snippet (Safety Valve) for
hue_safety valve.ini and add the following lines:

[ beeswax]
max_cat al og_sql _entri es=[ *** NUMBER- OF- OBJECTS* * *]

3. Click Save Changes.
4. Restart the Hue service.

Y ou can use the Oracle database to store Hue metadata, job and query history, and account information. Learn how to
install and configure the Oracle database for Hue.

To use an Oracle database with Hue, you need:
Oracle Instant Client library

The Oracle Instant Client connects Hue to the backend Oracle database. The Oracle Client libraries
provide the necessary network connectivity and tools such as SQL* Plus and Oracle Data Pump to
access the data.

cx_Oracle Python extension module

The cx_Oracle module loads the Oracle Client libraries. The cx_Oracle module and the Oracle
Client libraries communicate with the data over Oracle Net

Hue on CDP releases between 7.1.8 and 7.1.9 uses Python version 3.8.12 and Django version 3.2.13. The minimum
compatible cx_Oracle version that you can use with Hue is 6.4.1. cx_Oracle 8.3.0 is distributed with CDP. If you are
on an older version of CDP, or if you are upgrading to CDP from CDH 5.x or 6.x, then you must upgrade cx_Oracle
from5.2.1t06.4.1.

Hue on CDP 7.1.9 SP1 and higher uses Python version 3.10. The compatible cx_Oracle version that you can use with
Hue is 8.3.0. cx_Oracle 8.3.0 is distributed with CDP. Oracle's standard client-server version interoperability allows
connection to both older and newer versions of databases.

Attention: Hueon 7.1.8 and higher supports Oracle Database Server versions 12.2 and higher and cx_Oracle
& (the Python interface for Oracle database) versions 6.0 and higher.
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To use Oracle as a backend database for Hue, you must download and install the Oracle Instant Client library and
cx_Oracle Python extension module, and then set the database parameters in Cloudera Manager Hue configurations.

Y ou must download the Oracle Instant Client library 19.16 (both basic and SDK clients) from the Oracle website.

Follow the Oracle documentation to install the database. This step isrequired only if you do not have the Oracle
database installed in your data center/environment. If you are using an existing Oracle database, then you can skip
this step.

O Tip: Daniel Westermann has a helpful blog post: a simple script to automate the oracle 12c setup.

Oracle documentation

AL16UTF16 isthe default value of the National Character Set (NLS NCHAR_CHARACTERSET) for the Oracle
database. Cloudera recommends that you use the default NLS NCHAR_CHARACTERSET. However, if needed,
you can configure the National Character Set to UTF-8.

1. Loginasthe oracle user:

su - oracle

2. Start the listener control (as user oracle):

$ORACLE HOVE/ bi n/ | snrctl start
3. Loginto SQL*Plus:

sql plus / as sysdba
4. Check whether the character set is AL32UTF8 and national character setis UTFS:

SELECT * FROM v$nl s_paraneters where paraneter |ike ' %CHARACTERSET ;
To update, quit the shell and run these commands in a SQL* Plus script:

vi alter_charset. ddl

## Save in alter_charset.ddl (script takes 2-3 m nutes)
CONNECT / as sysdba

SHUTDOWN i nmredi at e

STARTUP nount

ALTER SYSTEM ENABLE RESTRI CTED SESSI ON,;

ALTER SYSTEM SET JOB_QUEUE_PROCESSES=0 SCOPE = MEMORY;
ALTER SYSTEM SET AQ TM PROCESSES=0 SCOPE = MEMORY;
ALTER DATABASE OPEN;

ALTER DATABASE CHARACTER SET AL32UTFS;

ALTER DATABASE NATI ONAL CHARACTER SET | NTERNAL _USE UTFS8;
SHUTDOWN i nmredi at e

STARTUP
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sql plus /nolog < alter_charset. ddl

Hue requires a SQL database to store small amounts of data, including user account information as well as the history
of queries and sharing permissions. Ensure that tablesin the Hue schema are not compressed.

Due to a known bug in the Oracle database (12c and higher), you cannot alter atableif it is compressed. If you have
compressed tablesin the Hue schema, then you may see the “ORA-39726: unsupported add/drop column operation on
compressed tables’ error. Even if you uncompress an existing table, you may not be alowed to alter the columns. To
resolve this, follow the below steps:

1. Create anew uncompressed table with the same structure as the compressed table.
2. Copy the data from the compressed table to the new uncompressed table.

3. Rename or delete the compressed table.

4. Rename the uncompressed table with the name of the original compressed table.

1. Create the Hue schema, set quotas, and grant select permissions (do not grant all).
IE Note: Oracle 12c users must ALTER session set to avoid creating a common user with the prefix, ci##.

vi create_hue_dat abase. ddl

Save in create_hue_ dat abase. dd

## Change huepassword to sonething nore secure
CONNECT / as sysdba

ALTER session set " ORACLE SCRI PT" =t r ue;
DROP user hue cascade;

CREATE user hue identified by huepassword;
ALTER user hue quota 1000m on users;
ALTER user hue quota 100m on system

CGRANT create sequence to hue;

GRANT create session to hue;

GRANT create table to hue;

GRANT create view to hue;

CGRANT create procedure to hue;

CGRANT create trigger to hue;

CGRANT execute on sys.dbnms_crypto to hue;
CGRANT execute on sys.dbnms_| ob to hue;

sql pl us /nol og < create_hue_dat abase. ddl

2. Verify that you can connect to Hue by running the following command:

sql pl us hue/ [ *** HUE- PASSWORD* * * |

3. Clean all Hue user tables. Create a script to spool delete statementsinto anew file.

del ete from tabl es. ddl
Vi spool _statenents. ddl

## Save in spool _statenments.ddl (which generates delete fromtables. ddl)
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spool delete fromtables. ddl
set pagesi ze 100;

SELECT ' DELETE FROM ' || table_nane || ';'
commi t;

spool off

qui t

## Create delete fromtabl es. ddl

FROM user _t abl es;

sql pl us hue/ [ ***HUE- PASSWORD***] < spool _st at enent s. ddl

## Run del ete from tabl es. ddl

sql pl us hue/ [ ***HUE- PASSWORD***] < del ete_from t abl es. ddl

[oracle@oraclel2c-centos68 ~]$ sqlplus hue/huepassword < spool_statements,ddl
SQL*Plus: Release 12.1.0.2.0 Production on Fri Mar 10 10:58:59 2017
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Last Successful login time: Fri Mar 10 2017 10:54:46 -08:00

Connected to:
Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application Testing options

5QL> 50> SQL>
"DELETEFROM" | | TABLE_NAME| |*;*

FROM AUTH_PERMISSION;

FROM AUTH_GROUP_PERMISSIONS;

FROM AUTH_GROUP ;

FROM AUTH_USER_GROUPS;

FROM AUTH_USER_USER_PERMISSIONS;
FROM AUTH_USER;

FROM DJANGO_OPENID_AUTH_NONCE;

FROM DJANGO_OPENID_AUTH_ASSOCIATION;

[oroc] eforocl elZc-ceninsdl =5 sqiples hueSueposseond « delete_from_fobles.ddl
SePlus: Releste 17,18 2.8 Preduckion on Fred Mor 38 100900 2807

Cogyright () 1961, 2004, Orocle. ALl rFights reserved.

Last Successful login dims: Fri Mor 15 2807 DB:5E:50 -BE:B3

Connected to:
Orad e Database 13¢ Entorprlos Edition Anleste 12.1.8.2.8 = &@it Production

With the Partitlonisg, DLAP, Advanced Anolyilcs and Reol Applicotion Testing optlons

SOL> SP2-8T34: unknown command Baglneing “S0Ls et p. .. = rest of Tire ignared.
Sl» SPE-BT ninoen command Baglraing "S0l= SELEC. " - ek of Tine {pmorsd.

S} S)Le SPZ-00540 unknown Ccommond beglnving " 'RELETEFRD..." - rest of Lline ignored.

0L 501>

228 mows dElibindl,

S
B rows Sallatad.,

Cloudera distribution does not contain the Oracle Instant Client parcel. Y ou must download the Oracle Instant Client

library 19.16 (both basic and SDK clients) from the Oracle website.

E Note: Hue on CDP 7.1.8 and higher supports Oracle Database Server versions 12.2 and higher.
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You must install the libaiol package on all hosts that run the Hue server.

On Ubuntu, run the following command to install the libaiol package:

sudo apt-get install |ibaiol

SSH into the Hue server host as aroot user.

Download the zip files for the Instant Client Package, both Basic and SDK (with headers)
Change directory to /usr/share/oracle.

Decompress the downloaded basic and SDK files as follows:

pw DN PR

unzip /tnp/instantclient-basiclite-linux.x64-19.16.0.0.0dbru.zip -d .

unzip /tnp/instantclient-sdk-1inux.x64-19.16.0.0.0dbru.zip -d .

5. Arrangethe client libraries to mirror the tree structure as shown in the following example:

# Create nested directories: /usr/share/oracle/instantclient/Ilib/

nkdir -pm 755 /usr/share/oracle/instantclient/lib

# Unzip. The files expand into /usr/share/oracle/instantclient/instantc
lient [***VER***]/

unzip '*.zip' -d /usr/share/oracle/instantclient/

# Mwve lib files frominstantclient [***VER***] to /usr/share/oracle/in
stantclient/Ilib/

mv /usr/share/oracle/instantclient/ Is -1 /usr/share/oracle/instantclie
nt/ | grep instantclient_ | awk '{print $9}' "/lib* /usr/share/oracle/ins
tantclient/Ilib/

# Move rest of the files to /usr/share/oracle/instantclient/

mv /usr/share/oracle/instantclient/ |Is -1 /usr/share/oracle/instantclient/
| grep instantclient_ | awk '{print $9}' " /* /Jusr/share/oracle/instantcl
ient/

# Create synbolic links. Renenber to edit version nunbers as necessary
cd /usr/share/oracle/instantclient/lib

In -s libclntsh.so.[***VER***] .1 |ibclntsh. so

In -s libocci.so.[***VER***].1 |ibocci.so

Where, [***VER***] isthe version of the Instant Client Package. Replace [***VER***] with the actual version
of the Instant Client Package.

6. Setthe ORACLE HOME and LD_LIBRARY_PATH environment variables as follows:

export ORACLE HOVE=/usr/share/oracl e/instantclient;

export LD LI BRARY_PATH=/ usr/share/oracle/instantclient:$LD LI BRARY_PATH,

Y ou can configure Oracle as the backend database for Hue after you have downloaded, distributed, activated the
Oracle Instant Client parcel either using Oracle Service Name or SID.

Use theinstructions in this topic to connect Hue to aregular Oracle database. To connect Hue to a TCPS-enable
Oracle database, see Set up and configure TLS 1.2 for Hue.
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1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration Category Database .

All the database configurations for Hue are displayed.

Select Oracle as the Hue Database Type.

Specify the host on which you have installed the Oracle database in the Hue Database Hostname field.

Enter 1521 in the Hue Database Port field.

Enter user name and password in Hue Database Username and Hue Database Password fields.

Specify the database name in the Hue Database Name field.

If you are using Oracle Service Name instead of SID, then specify the database name in the following format:

N o g s~ ®

[ ***HUE- DB- HOST***] : 1521/ [ *** SERVI CE- NAVE* * * ]
Y ou can aso configure additional parameters by entering the following in the Hue Database Name field:

( DESCRI PTI ON=( LOAD_BALANCE=0f f ) ( FAI LOVER=0n) ( CONNECT Tl MEQUT=5) ( TRANSPOR
T_CONNECT_TI MEOUT=3) ( RETRY_COUNT=3) ( ADDRESS=( PROTOCOL=TCP) ( HOST=[ * * * HUE-
DB- HOST***] ) ( PORT=1521) ) ( CONNECT_DATA=( SERVI CE_NANE=[ * * * SERVI CE- NAVE* * *]

8. Goto Clusters Hue service Configuration Hue Service Environment Advanced Configuration Snippet (Safety
Valve) and add the following parameters:

Key: LD_LIBRARY_PATH

Value: /opt/cloudera/parcel SORACLE_INSTANT_CLIENT/[***INSTANT-CLIENT-WITH-VERSION***]
Key: ORACLE_HOME

Value: /opt/cloudera/parcel SORACLE _INSTANT_CLIENT/[***INSTANT-CLIENT-WITH-VERSION***]
For example: /opt/cloudera/parcelSORACLE_INSTANT_CLIENT/instantclient_12 2

Y ou can obtain the value of the Instant Client version by running the following command from the Cloudera
Manager server terminal /opt/cloudera/parceld directory:

I's -al ORACLE_I NSTANT CLI ENT/

If you have manually set the valuesfor LD_LIBRARY_PATH and ORACLE_HOME, then specify those.

9. Add support for a multi-threaded environment by adding the following lines in the Hue Service Environment
Advanced Configuration Snippet (Safety Valve) field under the [desktop] section:

[ deskt op]
[[ dat abase] ]
options={"threaded":true}

A multi-threaded environment is recommended for using the Oracle database.

If you are using Oracle Service Name instead of SID, then add the following line under the [desktop] section in
the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini field:

[ deskt op]
[[ dat abase] ]
port =0

10. Click Save Changes and restart the Hue service.

If the database setup is successful and Hue starts without errors, then you should be able to log into the Hue web
interface and view the database/tables.
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For seamless connectivity and high availability, you can use Oracle Real Application Clusters (RAC) database as
Hue' s backend database.

e You must have Oracle RAC installed on your CDP cluster.
e You must have configured Oracle as Hue's backend database.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue Configuration Category Database .
The database configurations are displayed.
3. Specify the database name in the following format in the Hue Database Name field:

( DESCRI PTI ON=( LOAD_BALANCE=0f f ) ( FAl LOVER=0n) ( CONNECT _TI MEOQUT=5) ( TRANSPOR
T_CONNECT_TI MEOUT=3) ( RETRY_COUNT=3) ( ADDRESS=( PROTOCOL=TCP) ( HOST=[ * * * HOST
NAVE- OR- SCAN- | P***]) ( PORT=[ *** PORT***] ) ) ( CONNECT _DATA=( SERVI CE_NANE=[ * * *
SERVI CE- NAVE***])))

4. Click Save Changes.
5. Restart the Hue service.

Hue is packaged with a lightweight embedded PostgreSQL database for proof-of-concept deployments with one Hue
server. However, you can install and use a custom MySQL database as the backend database to store Hue metadata,
job and query history, and account information.

Note: MySQL 5.7 has reached its end of life (EOL) and is now covered under Oracle Lifetime Sustaining
Ij Support. Per Oracle's Lifetime Support policy, as of October 25, 2023, MySQL 5.7 is covered under Oracle
Sustaining Support. Y ou are encouraged to upgrade to MySQL 8.0.

Note: On CDP Private Cloud Base 7.1.9 SP1, Python 3.10 is not mandatory for using Hue with MySQL as
Ij its backend database.

MySQL documentation

Download and install MySQL database depending on your CDP and Operating System (OS) version.

Note: MySQL 5.7 has reached its end of life (EOL) and is now covered under Oracle Lifetime Sustaining
Support. Per Oracl€e's Lifetime Support policy, as of October 25, 2023, MySQL 5.7 is covered under Oracle
Sustaining Support. Y ou are encouraged to upgrade to MySQL 8.0.
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1. Download the MySQL distribution from https://dev.mysgl.com/downloads/ based on your OS version.
Use the Cloudera Support Matrix for finding the compatibile versions.

2. Install the database using the following commands depending on your operating system:
On RHEL/CentOS:

sudo yuminstall nysql-server
On SLES:

sudo zypper install mysql

On Ubuntu:
sudo apt-get install nysql-server #set root psswd when pronpted
On Debian:
sudo apt-get install mnysql-server #set root psswd when pronpted

3. Start the database server using the following commands depending on your operating system:
On RHEL/CentOS:

sudo service nysqgld start
On SLES:

sudo rcnysqgl start

On Ubuntu:

sudo service nysql start
On Debian:

sudo service nysql start

4. Secure your installation by running the following command:
sudo /usr/bin/nysql _secure_installation

mysql_secure_installation is ashell script available on Unix systems, and enables you to improve the security of
your MySQL installation in the following ways:

Enter current password for root (enter for none): [If unset, press Enter
-]

OK, successfully used password, noving on...

[...]

Set root password? [Y/n] Y [Enter n if password is set.]

New passwor d:

Re- ent er new password:

Renove anonynous users? [Y/n] Y

[...
Disallow root login remotely? [Y/n] N
[...
Renove test database and access to it [Y/n] Y

[...]
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Rel oad privilege tables now? [Y/n] Y

The MySQL server, mysgld, has many command options and system variables that can be set at startup to configure
its operation. The configurations are stored in the my.cnf file.

1. SSH into the database server host as aroot user.
2. Open the my.cnf file for editing in an editor such asvi or nano:
On RHEL/CentOS/SLES:

vi [etc/ny.cnf
On Debian/Ubuntu:
vi /etc/nysql/ny.cnf
3. Ensurethat the bind-address property is set to 0.0.0.0 or is commented out if case of a default value.

bi nd- addr ess=0.0.0.0

4. Ensure that the default-storage-engine property is set to innodb, which is the default storage enginein MySQL
versions 5.5 and higher.

def aul t - st or age- engi ne=i nnodb

5. Ensurethat the sgl_mode property isset to STRICT_ALL_TABLES to avoid columns being truncated during
migration.

sql _nmode=STRI CT_ALL_TABLES

6. Savethefile and exit.

7. Restart the database server.

8. Enablethe server to automatically start on boot:
On RHEL/CentOS:

sudo chkconfig mysgld on
On SLES:

sudo chkconfig nysql on
sudo rcmysqgl status

On Ubuntu, MySQL starts automatically after installation. Run the following command to check the status:
sudo service nysqgl status
On Debian, MySQL starts automatically after installation. Run the following command to check the status:

sudo service nysqgl status
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The steps for installing and configuring MySQL version 8.0.25 on RHEL 8 on a CDP cluster host are different. Make
sure that you copy the corresponding my___config_8h_source.html content to the my_config.h file corresponding to
your MySQL server version.

Note: MySQL 5.7 has reached its end of life (EOL) and is now covered under Oracle Lifetime Sustaining
Support. Per Oracle's Lifetime Support policy, as of October 25, 2023, MySQL 5.7 is covered under Oracle
Sustaining Support. Y ou are encouraged to upgrade to MySQL 8.0.

1. SSH into the Hue server host.
2. Install the driver for connecting to the MySQL database server:

yuminstall perl-DBD MySQ

3. Configure the RHEL 8 OS repository (/etc/yum.repos.d/mysgl8.repo) to point to http://repo.mysgl.com/yum/my
sql-8.0-community/el/8/x86_64/.

4. Install MySQL community server:

yuminstall nysql-comunity-server-8.0.25 nysql -conmuni ty- common- 8. 0. 25
mysql - communi ty- devel - 8. 0. 25

5. Copy themy __config_8h_source.html configuration file content to /usr/include/mysgl/my_config.h.
6. Install the MySQL Python interface:

pip install MySQ-python --force-reinstall --ignore-installed

7. Grant read and execute permissionsto all users and write access to the admin user:
chnmod -R 755 /usr/1ib64/python2. 7/ site-packages/ MySQLdb /usr/|i b64/ pytho

n2. 7/ si t e- packages/ MySQL_pyt hon* /usr/|i b64/ pyt hon2.7/site-packages/ _nys
ql *

After installing the MySQL server, create the Hue database and configure MySQL as the backend database for Hue.

To use MySQL as a backend database for Hue, you must install the MySQL client and other required dependencies
on all the Hue hosts based on your operating system.
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Attention: The version 2.2.0 of the MySQL client requires that you set the values of the MY SQLCLIENT _
CFLAGS and MY SQLCLIENT_LDFLAGS environment variables, as follows:

$ export MYSQLCLI ENT_CFLAGS=" pkg-config nmysqlclient --cflags’
$ export MYSQLCLI ENT_LDFLAGS=" pkg-config mysqglclient --1libs’

The version 2.2.0 of the MySQL client also requires you to install the Python 3 and MySQL devel opment
headers and libraries, as follows on Debian or Ubuntu operating systems:

sudo apt-get install python3-dev default-Iibmysqlclient-dev build-es
senti al

or as follows on CentOS and RHEL operating systems:
sudo yuminstall python3-devel nysql-devel

Alternatively, you can install and use the version 2.1.1 of the MySQL client, as follows, which does not have
this requirement:

pi p3 install mysqglclient==2.1.1

. SSH into the Hue host as aroot user.
. Download the MySQL yum repository as follows:

curl -sSLO https://dev. mysql.com get/ nysql 80-comunity-rel ease-el 7-5. noa
rch.rpm

. Install the package as follows:

rpm -ivh nysql 80- communi ty-rel ease-el 7-5. noarch. rpm

. Install the required dependencies as follows:

yuminstall nysql -devel
yuminstall -y xmsecl xm secl-openssl

For MySQL version 8.0.27, add the mysgl-community-client-8.0.25 client package as follows:

yuminstall mysql-comunity-client-8.0.25

. Add the path where you installed the MySQL client and packages to the PATH environment variable as

follows:

export PATH=/usr/ | ocal / bi n: $PATH

. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

. SSH into the Hue host as aroot user.
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. Download the MySQL yum repository as follows:

(RHEL 7)

curl -sSLO https://dev. mysql.com get/ nysqgl 80-comunity-rel ease-el 7-5. noa
rch.rpm

(RHEL 8)

curl -sSLO https://dev. nysql.com get/nysqgl 80-comunity-rel ease-el 8-8. noa
rch.rpm

(RHEL 9)

curl -sSLO https://dev. nmysql.com get/nysqgl 80-comuni ty-rel ease-el 9-4. noa
rch.rpm

. Install the package as follows:

(RHEL 7)

rpm-ivh mysql 80-comuni ty-rel ease-el 7-5. noarch. rpm
(RHEL 8)

rpm-ivh mysql 80- conmuni ty-rel ease-el 8-8. noarch. rpm
(RHEL 9)

rpm -ivh nysql 80- cormuni ty-rel ease-el 9-4. noarch. rpm

. Install the required dependencies as follows:

yuminstall nysql -devel
yuminstall -y xmsecl xm secl-openssl

. Add the path where you installed the MySQL client and packages to the PATH environment variable as

follows:

export PATH=/usr/ | ocal / bi n: $PATH

. Install the MySQL client asfollows:

(RHEL 8)
pi p3.8 install nysqglclient
(RHEL 9)

pi p3.9 install nysqlclient

. SSH into the Hue host as aroot user.
. Install the required packages and dependencies as follows:

zypper install |ibmysqlclient-devel
zypper install xm secl

zypper install xm secl-devel

zypper install xm secl-openssl-devel
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3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required packages and dependencies as follows:

apt-get install |ibnysqglclient-dev
apt-get install -y xm secl
apt-get install |ibxm secl-openssl

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

Hue requires a SQL database to store small amounts of data, including user account information as well as the history
of queries and sharing permissions. Y ou must create a database for Hue with UTF-8 character set and grant user
privileges.

1. SSH into the database server host as the root user.
2. Create adatabase for Hue with UTF-8 collation and grant user privileges.

CREATE DATABASE [ *** HUE- DATABASE- NAVE* **] DEFAULT CHARACTER SET utf8 DEF
AULT COLLATE utf8 general ci;

GRANT ALL ON [ ***HUE- DATABASE- NAME***] . * TO ' [ *** HUE- DATABASE- NAMVE***]' @ %
" | DENTI FI ED BY ' [*** PASSWORD***]" ;

Replace [***HUE-DATABASE-NAME***] with the actual Hue database name such as "hue".
Ensure Hue uses UTF-8 collation and character set.

# To create (use utf8 general ci or utf8nb4 general ci):

CREATE DATABASE [ *** HUE- DATABASE- NAVE***] COLLATE = 'utf8 general ci';
# To view default _character_set _nanme and default _coll ati on_nane
SELECT * FROM | NFORMATI ON_SCHENMA. SCHEMATA,;

# To alter if not created with UTF8 col | ation

ALTER DATABASE [ *** HUE- DATABASE- NAVE***] COLLATE = 'utf8_general ci';

3. Verify the connection to the Hue database by running the following command:

nysqgl -u [***HUE- DATABASE- NAME***] -p
Ent er password: [***PASSWORD***]
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After installing and configuring the MySQL database, you can configure Hue to use it as its backend database.

Log into Cloudera Manager as an Administrator.

Goto Clusters Hue service Configuration and filter by Database category.
Select the Hue Database Type as MySQL.

Set the following database parameters:

Hue Database Hostname: FQDN of host running MySQL server
Hue Database Port: 3306

Hue Database Username: [*** USERNAME***]

Hue Database Password: [*** PASSWORD***]

Hue Database Name: [***HUE-DATABASE-NAME***] or SID
5. Click Save Changes.

6. Restart the Hue service.

A w DN PR

Y ou can click Hue Web Ul to log on to Hue with a custom MySQL database.

If your MySQL server is configured to use TLS version 1.2 or higher for an encrypted connection with Hue, then you
may not be able to start the Hue server and the Kerberos ticket renewer. One solution to fix this problem isto upgrade
the MySQL client to version 8.

One of the errors you may see while connecting to Hue if your MySQL server is configured with TLS 1.2 or
higher is: “ The health test result for HUE_SERVER_SCM_HEALTH has become bad: This role's process failed
to start.” The error might be because the MySQL -Python module for Hue that is shipped with CDP uses an older
libmysglclient library which does not support TLS 1.2 and higher.

Important: You must install MySQL database version 8.x to use TLS 1.2-enforced MySQL server with Hue
because it uses a newer libmysglclient library, which supports TLS 1.2 and higher.

1. SSH into the Hue server host as aroot user.
2. Change directory to /etc/cloudera-scm-agent/ and take a backup of the config.ini file.
3. Run the following command to get alist of all theinstalled MySQL packages:

rom-qga | grep -i mysql*

Save thelist of al the installed MySQL packages for future reference.
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4. Removeal MySQL Community RPM packages and the Cloudera Manager agent:
yum erase mysql - comuni t y*| cl ouder a- manager - agent

Uninstalling the Cloudera Manager agent also uninstalls the MySQL -python library. Save the list of al the
MySQL packages that are uninstalled for future reference.

5. Reinstall the Cloudera Manager agent as follows:
yum -y install cloudera-nanager-agent
Thisinstalls al the required packages:

Package Arch Version Repository Size

Instal ling:

cl ouder a- nanager - agent x86_64 7.2.4-7594142. el 7 cl ouder a- nanager 12 M
Installing for dependenci es:

MySQ.- pyt hon x86_64 1.2.5-1.el 7 base 90 k

mysgl - communi ty-client-plugins x86_64 8.0.24-1.el 7 nysql 80-comunity 189 k
mysql - communi ty- conmon x86_64 8.0.24-1.el 7 nysql 80-comunity 614 k

nysql - conmuni ty-1ibs x86_64 8.0.24-1.el7 nysql 80-conmunity 4.0 M

mysql - communi ty-1i bs-conpat x86_64 8.0.24-1.el 7 nysql 80-conmmunity 1.2 M

Transacti on Sunmary

6. Install the mysgl-devel (the development header files and libraries for MySQL database client applications):

yuminstall mnysql -devel

Package Arch Version Repository Size

Instal ling:
mysql - communi ty-devel x86 64 8.0.24-1.el 7 nmysqgl 80-conmmunity 6.5 M

Transacti on Sunmary

7. Install the Python devel oper package:

yuminstall python-devel.x86 64 0:2.7.5-90.el7

Package Arch Version Repository Size

Renovi ng:
pyt hon-devel x86 64 2.7.5-90.el7 @pdates 1.0 M

Transacti on Sunmary

8. Removetheexisting _mysgl.sofile:

rm-rf /opt/clouderal/parcel s/CDH[***7. x-VERSI ON***] /| i b/ hue/ bui | d/ env/ |
i b/ pyt hon2. 7/ si t e- packages/ _nysql . so
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9. Change directory to /usr/include/mysqgl and check whether the my_config.h fileis present.
If the my_config.h fileis present, then move to the next step.
If the my_config.h file is not present, then:

a) Go to https.//dev.mysgl.com/doc/dev/imysql-server/latest/my config 8h source.html and copy the contents
of themy_config.h file.

b) Create anew my_config.h file using the following command:

vi /usr/include/ nysql/nmy_config.h

¢) Paste the content that you copied earlier in the /usr/include/mysgl/my_config.h file and saveit.
10. Install the MySQL Python library as follows:

[ opt/ cl ouder a/ parcel s/ COH/ | i b/ hue/ bui | d/ env/ bin/pip install MSQ-python
--force-reinstall --ignore-installed
11. Copy the _mysgl.so (MySQL client library) to Cloudera slocal parcel directory:
a) Locatethe _mysqgl.sofile:
locate _mysgl.so
Output: /usr/lib64/python2.7/site-packages/_mysql.so
b) Copy the_mysqgl.so fileto Cloudera s local parcel directory:

cp /usr/lib64/python2.7/site-packages/ _nysql.so /opt/clouderalparcel s/CD
H[***7.x-VERSI ON***] /| i b/ hue/ bui | d/ env/ | i b/ pyt hon2. 7/ si t e- packages/ MySQ
L _python-1.2.5-py2. 7-1i nux-x86_64. egg/ _nysql . so

12. Log in to Cloudera Manager and restart the Hue service.

Hue is packaged with a lightweight embedded PostgreSQL database for proof-of-concept deployments with one Hue
server. However, you can install and use a custom MariaDB database as the backend database to store Hue metadata,
job and query history, and account information.

MariaDB isafork of the MySQL relational database. Refer to the MariaDB documentation for information on how to
install the database.

MariaDB product website
MariaDB documentation

Download and install MariaDB database on a host in your CDP cluster depending on your CDP and OS version.

1. Download the MariaDB distribution from https://mariadb.org/download/ based on your OS version.
Use the Cloudera Support Matrix for finding the compatibile versions.
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2. Install the database using the following commands depending on your operating system:
On RHEL/CentOS:

sudo yuminstall nariadb-server
On SLES:

sudo zypper install mariadb

On Ubuntu:
sudo apt-get install mariadb-server #set root psswd when pronpted
On Debian:
sudo apt-get install nariadb-server #set root psswd when pronpted

3. Start the database server using the following commands depending on your operating system:
On RHEL/CentOS:

sudo systenct|l start mariadb

On SLES:

sudo systenct|l start mariadb

On Ubuntu, MariaDB starts automatically after installation. Run the following command to check the status:
sudo systentt!l status nariadb

On Debian, MariaDB starts automatically after installation. Run the following command to check the status:

sudo systenttl status mariadb

4. Secure your installation by running the following command:
sudo /usr/bin/nysql _secure_installation

mysgl_secure_installation is ashell script available on Unix systems, and enables you to improve the security of
your MariaDB installation in the following ways:

Enter current password for root (enter for none): [If unset, press Enter
-]

OK, successfully used password, noving on...

[...]

Set root password? [Y/n] Y [Enter n if password is set.]

New passwor d:

Re- ent er new password:

Renove anonynous users? [Y/n] Y

[...
Disallow root login remotely? [Y/n] N
[...
Renove test database and access to it [Y/n] Y
[...]

Rel oad privilege tables now? [Y/n] Y
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Y ou can custom configure the MariaDB database by configuring the MariaDB server with the option files. The
default MariaDB option fileis called my.cnf on Unix-like operating systems.

1. SSH into the database server host as aroot user.
2. Open the my.cnf file for editing in an editor such asvi or nano:
On RHEL/CentOS/SLES:

vi [etc/ny.cnf
On Debian/Ubuntu:

vi /etc/nysql/ny.cnf
3. Ensurethat the bind-address property is set to 0.0.0.0 or is commented out in case of a default value.
bi nd- address=0.0.0.0

4. Ensure that the default-storage-engine property is set to innodb.

[nysql d] o
def aul t - st or age- engi ne=i nnodb

5. Ensurethat the sgl_mode property isset to STRICT_ALL_TABLES to avoid columns being truncated during
migration.

sql _nmode=STRI CT_ALL_TABLES

6. Savethefile and exit.

7. Restart the database server.

8. Enable the database server to automatically start on system boot:
On RHEL/CentOS:

sudo systenct!l enabl e mariadb

On SLES:
sudo systenctt!l enabl e mariadb

On Ubuntu, MariaDB starts automatically after installation. Run the following command to check the status:
sudo systentt!l status nmariadb

On Debian, MariaDB starts automatically after installation. Run the following command to check the status:

sudo systentt!l status nariadb

The steps for installing MariaDB versions 10.3 and 10.4 on RHEL 8 on a CDP cluster host are different.
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1. SSH into the Hue server host.
2. Removethe MariaDB GSSAPI server.

yum r enove nari adb- gssapi - server

3. Download the MariaDB repository:

curl -LsS https://downl oads. mari adb. coni Mari aDB/ mari adb_repo_setup | bash
-s — --mari adb-server-versi on="nari adb-[ ***VERS|I ON***] "

Replace [***VERS ON***] with the actual MariaDB version.
4. Install the MariaDB client and server:

yuminstall MariaDB-server MariaDB-client MariaDB-comon Mari aDB-devel m
ari adb-1i bs

5. Run thefollowing stream editor command to filter and transform the text:

sed '/st_nysql _options options;/a unsigned int reconnect;"' /usr/include/
nysql / nysql . h

6. Install the MySQL Python interface:
pip install MySQ.-python --force-reinstall --ignore-installed

7. Grant read and execute permissionsto all users and write access to the admin user:

chnmod -R 755 /usr/1ib64/python2. 7/ site-packages/ MySQ.db /usr/|i b64/ pytho
n2. 7/ si t e- packages/ MySQL_pyt hon*; chnod 755 /usr/|ib64/python2.7/site-pa
ckages/ _nysql *

8. After installing the CDP parcels, copy the site packages:

copy /usr/lib64/python2. 7/site-packages/ _nysql.so /opt/cl ouderalparcel s/
CDH/ | 'i b/ hue/ bui | d/ env/ i b/ pyt hon2. 7/ si t e- packages/ MySQL_pyt hon- 1. 2. 5- py2
. 7-1i nux-x86_64. egg/

After installing the MariaDB server, create the Hue database and configure MariaDB as the backend database for
Hue.

To use MariaDB as a backend database for Hue, you must install the MySQL client and other required dependencies
on all the Hue hosts based on your operating system.

1. SSH into the Hue host as aroot user.
2. Install the required dependencies as follows:

yuminstall -y xmsecl xm secl-openssl

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
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4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required dependencies as follows:

yuminstall mysql-devel
yuminstall -y xmlsecl xmnlsecl-openssl

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ I ocal / bi n: $PATH
4. Install the MySQL client asfollows:
(RHEL 8)

pi p3.8 install nysqglclient
(RHEL 9)

pi p3.9 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required packages and dependencies as follows:

zypper install |ibnysqlclient-devel
zypper install xm secl

zypper install xm secl-devel

zypper install xm secl-openssl-devel

Attention: While installing the mysql-devel and libmysglclient-devel packages on SLES15, use
& the “--replacefiles’ zypper switch or manually enter yes on the interactive pop-up that you see when
the files are being overwritten. Else, you may see an error such as. File /usr/bin/mariadb_config
frominstall of MariaDB-devel-<version>.x86_64 conflicts with file from install of libmariadb-
devel-3.1.21-150000.3.33.3.x86_64 (SLES Module Server Applications Updates).

3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

1. SSH into the Hue host as aroot user.
2. Install the required packages and dependencies as follows:

apt-get install |ibnysqglclient-dev
apt-get install -y xm secl
apt-get install |ibxm secl-openssl
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3. Add the path where you installed the packages to the PATH environment variable as follows:

export PATH=/usr/ | ocal / bi n: $PATH
4. Install the MySQL client asfollows:

pi p3.8 install nysqglclient

Hue requires a SQL database to store small amounts of data, including user account information as well as the history
of queries and sharing permissions. Y ou must create a database for Hue with UTF-8 character set and grant user
privileges.

1. SSH into the database server host as the root user.
2. Create adatabase for Hue with UTF-8 collation and grant user privileges:

CREATE DATABASE [ *** HUE- DATABASE- NAME* **] DEFAULT CHARACTER SET utf8 DEF
AULT COLLATE utf8_general _ci;

GRANT ALL ON [ ***HUE- DATABASE- NAME***] . * TO ' [ *** HUE- DATABASE- NAMVE***]' @ %
" | DENTI FI ED BY ' [*** PASSWORD***] " ;

Replace [***HUE-DATABASE-NAME***] with the actual Hue database name such as "hue".
Ensure Hue uses UTF-8 collation and character set.

# To create (use utf8_ general _ci or utf8nb4_general ci):

CREATE DATABASE [ *** HUE- DATABASE- NAVE***] COLLATE = 'utf8_general _ci';
# To view default _character_set nane and default _coll ati on_nane
SELECT * FROM | NFORVATI ON_SCHEMA. SCHEMATA,;

# To alter if not created with UTF8 col |l ati on

ALTER DATABASE [ ***HUE- DATABASE- NAVE***] COLLATE = 'utf8 general ci';

3. Verify the connection to the Hue database by running the following command:

nysqgl -u [***HUE- DATABASE- NAME***] - p
Enter password: [***PASSWORD* **]

After installing and configuring the MariaDB database,you can configure Hue to use it as its backend database.

1. Loginto Cloudera Manager as an Administrator.
2. Goto Clusters Hue service Configuration and filter by Database category.
3. Sdlect the Hue Database Type as MySQL.
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4. Set the following database parameters:
Hue Database Hostname: FQDN of host running MariaDB server
Hue Database Port: 3306
Hue Database Username: [*** USERNAME***]
Hue Database Password: [*** PASSWORD***]
Hue Database Name: [***HUE-DATABASE-NAME***] or SID
5. Click Save Changes.
6. Restart the Hue service.

Y ou can click Hue Web Ul to log on to Hue with a custom MariaDB database.

Hue is packaged with a lightweight embedded PostgreSQL database for proof-of-concept deployments with one Hue
server. In production environments, you can install and use a custom PostgreSQL database as the backend database to
store Hue metadata, job and query history, and account information.

RHEL and CentOS 7 include PostgreSQL version 9.2. However, on these OS versions, Hue is compatible only with
PostgreSQL versions 10, 11.x, 12, 13 and 14. Therefore, you must download and install the PostgreSQL distribution

separately.

Note: If you are on CDP Private Cloud Base 7.1.9 SP1, install PostgreSQL version 16 on SLES 15 SP4,
SLES 15 SP5, and Ubuntu 22.

For supported PostgreSQL versions and compatibility information, see https://supportmatrix.cloudera.com.

Y ou must have root privileges or sudo access.

1. Download the PostgreSQL distribution from https://www.postgresgl.org/download/ based on your OS version.
2. SSH into the host on which you want to install the PostgreSQL database:
3. Install the PostgreSQL server using the following command:

sudo yuminstall postgresql-server

(For PostgreSQL 16 on Ubuntu 22 - (CDP 7.1.9 SP1 and higher)):
sudo apt -y install postgresql-16

(For PostgreSQL 16 on RHEL 9 - (CDP 7.1.9 SP1 and higher)):

sudo dnf install -y postgresql 16-server
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By default, PostgreSQL only accepts connections on the loopback interface. Y ou must reconfigure PostgreSQL to
accept connections from the fully qualified domain names (FQDN) of the hosts hosting the services for which you are
configuring databases. If you do not make these changes, the services cannot connect and use the database on which
they depend.

1. Makesurethat LC_ALL issettoen_USUTF-8 and initialize the database as follows:

echo 'LC ALL="en_US. UTF-8"' >> /etc/l ocal e. conf
sudo su -l postgres -c "postgresql-setup initdb"

2. Enable MD5 authentication. Edit the pg_hba.conf file typically located at /var/lib/pgsgl/data or /etc/postgresql/
[***VERSION***]>/main. Add the following line:

host all all 127.0.0.1/32 scram sha-256

3. If the default pg_hba.conf file contains the "host al al 127.0.0.1/32 ident" line, then the host line specifying
MD5 authentication shown above must be inserted before this line. Failure to do so may cause an authentication
error when running the scm_prepare_database.sh script. Y ou can modify the contents of the MD5 line shown
above to support different configurations. For example, if you want to access PostgreSQL from a different host,
replace 127.0.0.1 with your | P address and update the postgresgl.conf file, which istypically found in the same
place as pg_hba.conf, to include the following line:

listen_addresses = '*'

4. Configure settings to ensure your system performs as expected. Update these settings in the /var/lib/pgsgl/data/
postgresql.conf or /var/lib/postgresql/data/postgresql.conf file based on cluster size and resources as follows:

Small to mid-sized clusters: Consider the following settings as starting points. If resources are limited, consider
reducing the buffer sizes and checkpoint segments further. Ongoing tuning may be required based on each host's
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resource utilization. For example, if the Cloudera Manager server is running on the same host as other roles, the
following values may be acceptable:

e max_connection: In general, allow each database on a host a maximum of 100 connections and then add 50
extra connections. Y ou may have to increase the system resources available to PostgreSQL .

« shared buffers: 256 MB

e wal_buffers: 8 MB

» checkpoint_segments. 16. Replace configuration parameter checkpoint_segments with min_wal_size and
max_wal_size.
If you previously adjusted checkpoint_segments, the following formulawill give you an approximately
equivalent setting:

max_wal _size = (3 * checkpoi nt _segments) * 16MB

Note:
E The checkpoint_segments setting is removed in PostgreSQL 9.5 and higher. This setting is replaced by
min_wal_size and max_wal_size.
The default setting for max_wal_size is much higher than the default setting for checkpoint_segments.
So, adjusting it might no longer be necessary.
» checkpoint_completion_target: 0.9

Large clusters: Can contain up to 1000 hosts. Consider the following settings as starting points:

* max_connection: for large clusters, allow each database on a host a maximum of 100 connections and then add
50 extra connections. Y ou may have to increase the system resources that is available to PostgreSQL .
« shared buffers: 1024 MB. This requires that the operating system can allocate sufficient shared memory.

« wal_buffers: 16 MB. Thisvalue is derived from the shared_buffers value. Setting wal_buffersto be
approximately 3% of shared buffers, up to a maximum of approximately 16 MB is sufficient in most cases.

» checkpoint_segments: 128. The PostgreSQL Tuning Guide recommends values between 32 and 256 for write-
intensive systems, such as this one. Replace configuration parameter checkpoint_segments with min_wal_size
and max_wal_size.

If you previously adjusted checkpoint_segments, the following formulawill give you an approximately
equivalent setting:

max_wal _size = (3 * checkpoint_segnents) * 16MB

Note:
IE The checkpoint_segments setting is removed in PostgreSQL 9.5 and higher. This setting is replaced by
min_wal_size and max_wal_size.
The default setting for max_wal_size is much higher than the default setting for checkpoint_segments.
So, adjusting it might no longer be necessary.
e checkpoint_completion_target: 0.9
5. Configure the PostgreSQL server to start when the system boots.

RHEL 7-compatible, SLES, and
Ubuntu sudo systenct!l start postgresql
sudo systenttl enabl e postgresql
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6. Restart the PostgreSQL database.

RHEL 7-compatible, SLES, and
Ubuntu sudo systentt!l restart postgresql

After installing and configuring the PostgreSQL database, you can configure Hue to use it asits backend database.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service and stop the Hue service by clicking ACTIONS Stop .
3. Goto Clusters Hue service Configuration Category Database .

All the database configurations for Hue are displayed.

Select PostgreSQL as the Hue Database Type.

Specify the fully qualified domain name (FQDN) of the host on which you have installed the PostgreSQL
database in the Hue Database Hostname field.

Enter 5432 in the Hue Database Port field.

Enter user name and password in Hue Database Username and Hue Database Password fields.
Specify the database name in the Hue Database Name field.

Click Save Changes and restart the Hue service.
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If the database setup is successful and Hue starts without errors, then you should be able to log into the Hue web
interface and view the database and tables.

Hue allows you to share documents, queries, and workflows with other users, either for viewing only or viewing and
modifying. Sharing is enabled by default in the Hue Ul. For added privacy and control, you can disable sharing by
setting the enable_sharing property to false in the Advanced Configuration Snippet.

The sharing option is always available to the admin users. To disable the share option:

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration Hue Service Advanced Configuration Snippet (Safety Valve) for
hue_safety valve.ini and set the value of the enable_sharing property to false in the [desktop] section:

[ deskt op]
enabl e_shari ng=fal se

3. Click Save Changes.
4. Restart the Hue service.
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Most Hue applications are configured by default, based on the services you have installed. Cloudera Manager selects
the service instance that Hue depends on. If you have more than one service, you may want to verify or change

the service dependency for Hue. If you add a service such as Oozie after you have set up Hue, you must set the
dependency because it is not done automatically.

To add a dependency in Hue:

1. Inthe Cloudera Manager Admin Console, select ClustersHueConfiguration to navigate to the configuration page
for Hue.

2. Filter by ScopeHue (Service-Wide) and CategoryMain .
3. Select the <service_name> Service property that you want to set a dependency for. Select none to remove a

dependency.

4. Enter aReason for change..., and then click Save Changes at the bottom of the page to save the configuration
change.

5.
Refresh the browser page and click the restart icon at the top of the page so the new configuration changes

can be read by the server and the new setting takes effect.

Y ou can run shell commands to administer Hue programmatically. For example, to reset the superuser password or to
assign an LDAP user superuser permissions.

To run Hue shell commands:

1. Set HUE _CONF_DIR to the latest Hue process directory:

export HUE CONF_DI R="/var/run/cl oudera-scm agent/process/ |s -alrt /var/

run/ cl ouder a- scm agent/ process | grep HUE SERVER | tail -1 | awk '{print
$9}I o

echo $HUE_CONF_DI R

2. Set environment variables used to run the Hue webserver:
e CentOS/RHEL:

for line in “strings /proc/$(lsof -i :8888 grep -ml python|awk '{ print
$2 }')/environ|egrep -v "~HOVE=| "TERM=| "PWD=| "CLDR_JAVA OPTS=""; do expo
rt $line;done
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* Ubuntu:

for line in “strings /proc/$(lsof -i :8888|grep -nl hue|awk '{ print $2
}')/environ|egrep -v "~HOVE=| "TERM=| "PWD=| "CLDR_JAVA OPTS=""; do export
$li ne; done

Note: Environment variables separated by spaces or underscores () are not parsed correctely, and must
be excluded by using a caret symbol (") to prevent errors.

3. Run shell subcommands

When true, HUE_IGNORE_PASSWORD_SCRIPT_ERRORS runs the Hue shell even if hue.ini contains
passwords generated by Cloudera Manager (such as bind_password and ssl_password).

Note: Do not export HUE_IGNORE_PASSWORD_SCRIPT_ERRORS or HUE_DATABASE_PAS
SWORD to ensure that they are not stored and only apply to this command.

For CDH parcel deployments:
* Runtheinteractive Hue Python shell (Ctrl+D to quit)

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/
bui | d/ env/ bi n/ hue shel |

Or with the database password:

HUE | GNORE_PASSWORD SCRI PT_ERRORS=1 HUE DATABASE PASSWORD=<your db passw
ord> /opt/cl ouderal parcel s/ CDH |'i b/ hue/ bui | d/ env/ bi n/ hue shel |

e Change auser password

HUE | GNORE_PASSWORD _SCRI PT_ERRORS=1 / opt/ cl ouder a/ par cel s/ CDH |'i b/ hue/ bu
i 1 d/ env/bi n/ hue changepassword adm n

e Promote Hue user to superuser

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/ bu
i 1 d/ env/ bi n/ hue shell

from dj ango. contri b. aut h. nodel s i nport User
a = User.obj ects. get(usernanme='gwen')
a.is_superuser = True

a. save()

¢ Count all of the documents of a certain user:

from dj ango. contri b. aut h. nodel s i nport User
from deskt op. nodel s i nport Docunent 2

user =User. obj ect s. get (user nane=' deno')
Docunent 2. obj ect s. docunent s(user =user) . count ()

out[X]: 1167
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* List available subcommands

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/ bu
i 1 d/ env/bin/hue

For CDH package deployments:

HUE | GNORE_PASSWORD SCRI PT_ERRORS=1 /usr/li b/ hue/ bui | d/ env/ bi n/ hue shel |

Hue enables you to download or export data from Hue to HDFS or to an external storage location from Hue Editor,
Hue Dashboard, and the Hue File browser. Y ou can limit the number of rows or bytes that are downloaded or disable
the export feature altogether so that you do not run out of storage space.

For a service-wide change, go to Cloudera Manager Clusters Hue service Configuration and specify the
configurations in the Hue Service Advanced Configuration Snippet (Safety valve) for hue _safety valve.ini field.

By default, Hue users can download the query results from the Hue Editor, the Hue Dashboard, and the File browser.

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini to
limit the number of rows that can be downloaded from a query before it is truncated:

[ beeswax]
downl oad_row |imt=x

X represents the number of rows that you can download.

By default, there is no download limit, and you can configure this by setting the valueto “-1":

[ beeswax]
downl oad row limt=-1

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini to
limit the number of bytes that can be downloaded from a query beforeit is truncated:

[ beeswax]
downl oad_bytes |imt=x

X represents the number of bytes that you can download.

By default, there is no download limit, and you can configure this by setting the valueto “-1":

[ beeswax]
downl oad_bytes linmt=-1
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Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini
field to disable your users from downloading query results:

[ deskt op]
enabl e_downl oad=f al se

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini
field to hide the Download button from the Hue File browser:

[fil ebrowser]
show_downl oad_but t on=f al se

Cloudera Manager provides you (the Hue service administrator) an option to easily back up your database without the
need to engage your database administrators or perform this operation manually.

Y ou may have the need to back up the Hue database before upgrading or migrating to a new database, or for any other
purposes. Y ou can do so from Cloudera Manager as follows:

Log in to Cloudera Manager as Administrator.

Goto Clusters Hue service.

Stop the Hue service by clicking Actions Stop .

After the Hue service has successfully stopped, click Actions Dump Databse .

On the Dump Database popup, click Dump Databse to confirm the operation.

The database dump is written to the /tmp/hue_database dump.json file on the Hue server host.
6. Start the Hue service by clicking Actions Start .

o w e

A multi-threaded environment can help reduce the time it takes to migrate data from one database to other. By
default, operations such as migrating data run on a single thread. For example, if you are switching from MySQL as
the backend database for Hue to Oracle, then enabling a multi-threaded environment significantly reduces the data
transfer time.

1. Loginto Cloudera Manager as an Administrator.

2. Goto Clusters Hue service Configuration Hue Service Advanced Configuration Snippet (Safety Valve) for
hue safety valveini .

3. Locate the [[database]] section under [desktop] and set threaded to true:

[ deskt op]
[ [ dat abase] ]
options={"threaded":true}
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4. Click Save Changes.
5. Restart the Hue service.

After adding new hosts to your CDP cluster if you need to move the Hue service from one host to another, then either
add a new Hue service and manually configure it on the new host or add new role instances for Hue server, Hue Load
Balancer, and Kerberos Ticket Renewer on new hosts.

To migrate the Hue service from one host to another within the same cluster, you can add a new Hue service on anew
host using the Add Service wizard and manually configure the Hue service as needed.

Sign in to Cloudera Manager as an Administrator.

Goto Clusters Hue service and stop the Hue service by clicking Actions Stop .
Goto Clusters[*** CLUSTER-NAME***] and click Add Service from the menu.
On the Add Service wizard, select Hue.

On the Select Dependencies page, select the Optional Dependencies.

o w DR

Important: In CDH 6 and earlier, the Hive service included the Hive Metastore and HiveServer2. In
Cloudera Runtime 7.0 and later, this service only includes the Hive Metastore. HiveServer2 and other
components of the Hive execution engines are part of the HIVE_ON_TEZ service.

If you need to run Hive queries, then select an optional dependency containing the HIVE_ON_TEZ
service. If you need to run only Impala queries, then the HIVE_ON_TEZ serviceisnot required.

6. Onthe Assign Roles page, click the field below Hue Server and Load Balancer roles. Thislaunches a dialog box
where you can select hosts where you want to add the role.

Click OK after making your selection.
7. Onthe Setup Database page, specify the details of your existing Hue database.
a) Select your database vendor from the Type field and specify the Database Hostname, Database Name,
Username, and Password of your existing database.
b) Click Test Connection, and when the success message appears, click Continue.
The wizard configures and starts Hue and its dependent services.

8. After the new Hue service isin the running state, configure the Hue Advanced Configuration Snippet asitisin the
existing Hue service on the older host.

9. Click Save Changes and restart the Hue service.
10. Verify that the new Hue service functions as expected.
11. Delete the Hue service from the old host by clicking Actions Delete .

To migrate the Hue service from one host to another within the same cluster, you can add new hosts to your CDP
cluster and then add the Hue Server, Hue L oad Balancer, and Kerberos Ticket Renewer to the new host while
inheriting the configurations from the existing roles.
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1. Signinto Cloudera Manager as an Administrator.

2. Add new hosts for Hue server, Hue Load Balancer, and Kerberos Ticket Renewer to your cluster by going to
Hosts Add Hosts .

3. Goto Clusters Hue service Instances and click Add Role Instances.

4. Onthe Assign Roles page, specify the role assignments for Kerberos Ticket Renewer, Load Balancer, and Hue
Server by clicking Select hosts.

5. Select the new hosts that you have added to your CDP cluster for each of these roles.
6. Click Continue, review your changes, and exit the wizard.

7. Go back to the Instances tab and start the new role instances by selecting the newly added roles and click Actions
for Selected Start .

The newly configured roles inherit settings and configurations from the existing roles, including the configuration
in the Advanced Configuration Snippet.

8. Verify that the new roles have the same configuration as the existing roles and the Hue service functions as
expected.

Important: If you have applied host-specific configuration, then you must manually apply the same
configuration to your new host.

9. Delete the Hue roles from the old host by selecting them and clicking Actionsfor Selected Delete .
10. Restart the Hue service.

The Query Processor service indexes Hive and Tez events and provides APIsto access them. It isrequired if you
want to view the Queries tab (query history and query details) on the Hue Job Browser. Y ou must install the Query
Processor service on your CDP Private Cloud Base clusters manually.

Attention: Thistask isapplicable only if you are upgrading to CDP 7.1.8 and higher. If you are upgrading to
CDP7.1.7 SP2, 7.1.7 SP1, 7.1.7, or lower, then you can skip this task.

Y ou can either install the Query Processor service as a dependency while adding the Hue service or after adding the
Hue service.

This task assumes that you already have a database installed on ahost in your cluster. On CDP, Hue Query Processor
supports PostgreSQL, MySQL, and Oracle databases. The supported PostgreSQL database version for Hue Query
Processor is 9.6 and higher.

Next, you need to create a database for the Query Processor service with the required roles. To create the Query
Processor database:

1. SSH into your database host as aroot user.
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2. Start the database terminal by running the following commands:
(PostgreSQL)

sudo -u postgres psql
(MySQL)

systenctt!l start mysqgld
(Oracle)

sql plus / as sysdba

3. Runthefollowing statement while specifying the username, password, and a database name for the Query
Processor:

(PostgreSQL)

CREATE ROLE [***QP-USER***] W TH LOG N PASSWORD ' [ *** QP- PASSWORD* * *] ' ;
ALTER ROLE [***QP- USER***] CREATEDB;

CREATE DATABASE [ *** QP- DATABASE* **] ;

GRANT ALL PRI VI LEGES ON DATABASE [ *** QP- DATABASE***] TO [***(QP- USER***] ;

(MySQL)

CREATE USER [ ***QP- USER***] | DENTI FI ED BY ' [ *** QP- PASSWORD***] ' ;
CREATE DATABASE [ *** QP- DATABASE* **] ;

USE [ *** QP- DATABASE* * *] ;

GRANT ALL PRI VI LEGES ON [***QP- DATABASE***].* TO [***(QP- USER***] ;

(Oracle)

CREATE USER [ ***QP- USER***] | DENTI FI ED BY [ *** QP- PASSWORD* **] ;
GRANT ALL PRI VI LEGES TO [***QP- USER***] ;

Note: When you create a user in the Oracle database, the associated schemais created automatically. This
schema becomes the default schemafor that user.

1. Loginto ClouderaManager as an Administrator.

Goto Clusters : Add Service.
3. Select Query Processor on the Add Serviceto Cluster page and click Continue.
The required dependencies are automatically selected.
4. Select the host on which you want to install the Query Processor by clicking View By Host. Then click Continue.

5. Select the database type, and specify the database hosthame, database name, and username and password to access
the database on the Setup Database page and click Test Connection.

i Attention:
¢ (For MySQL and Oracle databases) Ensure that you specify the same name in the Database Name and
Database Schemas fields.
e (For Oracle database) Y ou must specify the value of the query_processor_database schema property
(Database Schema) in upper case.

After the connection is verified, click Continue.
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6. On the Review Changes page, accept the default settings and click Continue.

The Command Details page is displayed, which shows the status of the installation and configuration.
7. Click Continueif the operation is successful.
8. Click Finish on the Summary page.

Y ou are redirected to the Cloudera Manager home page. Y ou can now see the Query Processor service listed within
your cluster.

(Optional) To view the Queriestab on the Job Browser page in Hue, you must enable the Query Processor Service
option in Hue configurations using Cloudera Manager.

Y ou can remove the Query Processor service using Cloudera Manager when you no longer need it.

Because Hue has a dependency on the Query Processor service, desel ect the Query Processor Service option in the
Hue configurations before proceeding to remove service dependencies.

1. Loginto ClouderaManager as an Administrator.

2. :
Goto Clusters Query Processor service ¢ Delete.

If you have not removed the service dependencies before deleting the Query Processor, then a Remove Service
Dependencies dialog box is displayed.

a) Click Configure Service Dependency.

b) Deselect the Query Processor Service option on the Configuration page and click Save Changes.

Goto Clusters Query Processor service * Delete.

The Queries tab on Hue's Job Browser page allows you to view only Hive query history and query details. Y ou need
to enable the Query Processor service from the Hue configurations to enable the Queries tab. Hue does not display
Impala query history and query details.

The Query Processor service is automatically enabled in Hue if you select it as a dependency on the Select
Dependencies page while adding the Hue service to your cluster. But if you did not select it as a dependency while
adding the Hue service, you can add the Query Processor service to your cluster (if not installed already) and then
enable the Query Processor Service option in Hue configurations.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue service Configuration and select the Query Processor Service option.
3. Click Save Changes.
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4. Restart the Hue service.

Y ou can how view Hive query history and query details under the Queries tab on Hue's Job Browser page.

Query Processor Administrators have special privileges that enable them to view and monitor queries from all users,
including the ones that are submitted from query interfaces, such as Beeline, Hive Warehouse Connector (HWC),
Tableau, and so on.

Thistask is applicable only if you are running Hive queries.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Query Processor Configuration and enter thelist of usersin the Extra Auth Optionsfield as
follows:

"adminUsers': "hive, [***USER-1***], [*** USER-2***]"

Y ou can also add alist of admin groups as follows:

"adminGroups": "admin-group, [*** GROUP-1***], [*** GROUP-2***]"
3. Click Save Changes.
Restart the Query Processor service.

e

Learn how to schedule a query clean-up and how to use the API to manually clean up queries from the following
Query Processor tables: vertex_info, dag_details, dag_info, query_details, hive_query, tez_app_info.

By default, the Hue Query Processor automatically clears queries from the Query Processor tables that are 30 days old
at 2 AM every day as per the timezone set on your server. Y ou can configure the following parametersin Cloudera
Manager Query Processor service Configurations Query Processor Extra Configurations to set up a schedule based
on your requirements:

» hue.query-processor.event-pipeline.cleanup.cron.expression
» hue.query-processor.event-pipeline.cleanup-interval -secs

For example:
“hue. quer y- processor. event - pi pel i ne. cl eanup. cron. expression” : “0 0 2 * * 27
lhue.query—processor.event-pipeIine.cleanup-interval—secs" ;. “2592000"
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The ability to clean up queries manually in addition to the scheduled clean-up routinesis useful when you have a high
load of queriesin a particular week that are hogging resources that you must free up. The APl also runsaVACUUM
command on the Query Processor table to reclaim storage that is occupied by dead tuples.

Y ou can send an API request using tools such as cURL or Postman.
API format: [ *** QUERY- PROCESSOR- ADDRESS* **] / api / admi n/ cl eanup/ [ *** EPOCH Tl ME***]
Where,

e [***QUERY-PROCESSOR-ADDRESS***] isthe query processor host address
o [***EPOCH-TIME***] isthe Unix epoch timein seconds

Queries that were run before the specified epoch time are purged.

For example:

curl "http://machi nel. conpany. com 30700/ api / adni n/ cl eanup/ 1670006742"

The debug bundle isa ZIP file that contains the query details in JSON format and an error-reports.json file, which is
created only if an error occurs while the query isrun.

E Note: Thisfeatureis available only for Hive queries.

If Tez isused to run aquery, then the debug bundle also contains DAG and Tez JSON files, as shown in the following
image:

v hive_20210426110050_fa18fal1-e7d2-47e4-a562-f8c9731d4085-hive-3
W error-reports.json
W Version.json

v DAGO
v TEZ_AM
v INFO.json
v TEZ

w TASK_ATTEMPT.json
w TASK.json
v VERTEX.json
v DAG.json
v DAS
v VERTEX.|son
w DAG.json
w QUERY.json
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1. Login tothe Hue web interface.
2. Click Jobs from the left assist panel.
The Job Browser pageis displayed.
3. Click Queries.
The Hive queries that were run are displayed.
4. Select aquery for which you want to download the debug bundle.
5. Click Download and save the ZIP file on your computer.
Thefilenameisin the following format:

hi ve_[***H VE- QUERY- | D***] [ ***USER- | D***] _[*** UNI QUE- | NDEX* * *]

Domain-Specific Language (DSL) calls used for polling Atlas use the LIKE operator and hence they are inefficient,
resource-intensive, and expensive. By default, Hue uses a basic search to look up datain Atlas. If needed, you can
enable DSL for polling Atlas entities by setting the search_cluster property in the Advanced Configuration Snippet.

Obtain the Atlas metadata namespace from the Atlas application propertiesfile. Search the file for the search_cluster
property and note its value.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue Configuration .

3. Set thevalue of the search_cluster property in the Hue Service Advanced Configuration Snippet (Safety Valve)
for hue_safety valve.ini field:

[ met adat a]

[[catal og]]

api _url=https://[***HOSTNAME***] : [ *** PORT* * *]

i nterface=atl as

search_cluster=cm ([ *** ATLAS. METADATA. NAMESPACE***] )
ker ber os_enabl ed=tr ue

enabl e_basi c_search=f al se

Replace [*** ATLAS.METADATA.NAMESPACE***] with the value of the search_cluster property you
obtained from the Atlas application propertiesfile.

4. Click Save Changes.
5. Restart the Hue service.

Hue can handle HiveServer2 (HS2) failovers using ZooK eeper without the need to set up aload balancer.
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Note: Zookeeper configuration only supports failover situations. It cannot be used to balance loads between
E the active HS2 servers.

1. Loginto Cloudera Manager as an Administrator.

2. Goto Clusters Hue Configuration and add the following lines in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

[ beeswax]
hi ve_di scovery_hs2=true
hi ve_di scovery_hi veserver 2_znode=/ hi veser ver 2

Note: hiveserver? isthe default value of the hive discovery_hiveserver2_znode property. If thisvalueis
different from the Hive-On-Tez configuration, then you must obtain the information from the hive.server2
.zookeeper.namespace property from Hive-On-Tez configuration.

3. Click Save Changes.
4. Restart the Hue service.

Hue leverages Apache Livy 3 to support Spark SQL queriesin Hue on the Apache Spark 3 engine. To enable the
Spark 3 engine, install the Spark 3 binaries on your cluster, add “Livy for Spark 3" and “ Spark 3" services, and
configure settings for these services using Cloudera Manager.

Note: Livy v0.6 supports Python versions upto Python 3.7. If you install Python 3.8 or higher, then you may
see the following error: TypeError: required field "type_ignores’ missing from Module.

1. Loginto Cloudera Manager as an Administrator.
2. Addthe following services by going to Clusters Actions and clicking Add Service:

e Livyfor Spark 3
e Spak3

i Important:

While adding the Livy for Spark 3 service to your cluster, you must select Hive as optional
dependency on the Select Dependencies page.

¢ While adding the Spark 3 service to your cluster, you must select an optional dependency containing
Kafka on the Select Dependencies page and select the Spark Authentication option on the Review
Changes page.

3. Goto Clusters HDFS Configuration and add the following lines in the Cluster-wide Advanced Configuration
Snippet (Safety Valve) for core-site.xml field:

<property>
<nanme>hadoop. pr oxyuser. hue. gr oups</ nane>
<val ue>*</val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser . hue. host s</ nanme>
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<val ue>*</val ue>
</ property>
<property>

<name>hadoop. pr oxyuser . spar k. gr oups</ nane>

<val ue>*</ val ue>
</ property>
<property>

<nanme>hadoop. pr oxyuser . spar k. host s</ nane>

<val ue>*</ val ue>
</ property>
<property>

<name>hadoop. pr oxyuser. | ivy. groups</ nane>

<val ue>*</val ue>
</ property>
<property>

<nanme>hadoop. pr oxyuser. | ivy. host s</ nane>

<val ue>*</val ue>
</ property>

4. Click Save Changes.

5. Goto ClustersLivy for Spark 3 service Configuration and add the following configurations:
a) Add the hue user in the Admin Users (livy.superusers) field.
b) Gotothe HMS Servicefield and select Hive.

¢) Click Save Changes.

6. Goto Clusters SPARK_ON_YARN Configuration Admin Users, add hue to the list of admin users
(spark.history.ui.admin.acls) and click Save Changes.

Goto Clusters SPARK Configuration Admin Users, add hue to the list of admin users

(spark.history.ui.admin.acls) and click Save Changes.

Goto Clusters SPARK 3 Configuration Admin Users, add hueto the list of admin users

(spark.history.ui.admin.acls) and click Save Changes.

Snippet (Safety Valve) for hue_safety valve.ini field and click Save Changes:

[ deskt op]

app_bl ackl i st =zookeeper,

[ spar k]

pi g #custom|list of bl ocked apps

#This is not a thrift server port
#1f this TLS/SSL is enabl ed then check to see whether the livy url is on h
ttps or http and nodify the url accordingly.
livy_server_url=http(s)://[***LI VY- FOR- SPARK3- SERVER- HOST***] : [ ***LI| VY-
FOR- SPARK3- SERVER- PORT* * * ]

ssl _cert _ca verify=fal se

security_enabl ed=true
[ not ebook]
[[interpreters]]
[[[sparksql]]]
nane=Spar k SQL

i nterface=livy

i Attention:
» Ensure that the Spark application is not on the blocked list.

e Setsd cert ca verify=falseif an SSL certificateis not present in Hue's truststore. ssl_cert_ca veri
fy=trueif your environment is a secured environment.

e Set security_enabled=true for Kerberized clusters.

10. Restart the affected services.

Goto Clusters Hue Configuration and enter the following linesin the Hue Service Advanced Configuration
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Y ou can now select the “Spark SQL” dialect on the Hue editor and run Spark queries from Hue.

Note: Starting aLivy session can take 30-45 seconds. If you cancel arunning Spark SQL query and reruniit,
E the Livy session expires, and a new session is created.

To query Apache HBase tables from Hue using Phoenix SQL, configure the Phoenix interpreter settingsin the Hue
Advanced Configuration Snippet.

Add {USER} to the HBASE (cm_hbase) Ranger policy that governs access to al tables, columns, column-family,
and so on. Grant { USER} the required permissions such as read, write, create, execute, admin, and so on.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue Configuration and add the following linesin the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

[ not ebook]

[[interpreters]]

[ [ [phoeni x]]]

nane=phoeni x

i nt erface=sql al cheny

options="{"url": "phoenix://[***PHOEN X- URL***]: [ *** PHOENI X- PORT***]"}"

f Attention: If you are using security, then specify the following in the options property:

options="{"url": "phoenix://[***PHOENI X- URL***]: [ *** PHOENI X- PORT***]
", "tls": true, "connect_args": "{\"authentication\": \"SPNEGO", \"
verify\": false }", "has_inpersonation": true}'

3. Click Save Changes.
4, Restart the Hue service.

Hue scripts help you to share workflows, set up default editors, change ownership of documents, and test the backend
processes using cURL commands. The Hue scripts are included with CDP.

Use the following command to share workflows with users and groups:

./ buil d/ env/ bin/ hue share_all workfl ows --owner [***OANER- NAME***] --sharegr
oups [***GROUPL/ USERL***], [ *** GROUP2/ USER2***] --perni ssions read,wite

To share users, use the --shareusers option instead of the --sharegroups option.
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Use the following command to change the owner of the Hue documents:

. /' bui | d/ env/ bi n/ hue change_owner of docs --ol duser [***OLD- USER- NAME***] --n
ewuser [***NEW USER- NANVE* * * ]

Use the following command to get the syntax for the backend cURL commands or to test the endpoints:

./ bui |l d/ env/ bi n/ hue get _backend_curl --showcurl --testname [***SERVI CE- NAME-
VHERE- TEST- NEEDS- TO- BE- PERFORMED* **] --servi ce [*** COMMA- SEPARATED- SERVI CES-
TO TEST]

Replace [*** SERVICE-NAME***] with the name of the service where you want to perform the test. Replace [**
*COMMA-SEPARATED-SERVICES-TO-TEST***] with options or services such as al, httpfs, solr, oozie, rm, jhs,
sparkhs, and so on.

Use the following command to set the default editor in Hue:

./ buil d/ env/ bin/hue set_default_editor --hive/inpala --username [***USERNAMVE

***]

The default value for the usernameis al.

When you run aHive query from Hue or Beeline, HiveServer2 submits the query in Y ARN in the queue mapped
from an end user instead of a hive user. If you run a query while specifying doAs=false, then the queries are
submitted and run as a hive user, using impersonation. This is the default behaviour. Y ou can change this behaviour
by configuring the queue using "yarn_queue_manager" and "application tag" parametersin YARN.

If you see go to the Job Browser page in Hue and see that the Hive queries are appearing under the default queue,
and not the actual user who ran the query, then this means that the queries are not being run in their dedicated queue
in YARN. To submit a Hive query in its dedicated queue, you must enable application-tag based scheduling by
configuring queue mapping and per queue properties.

Configuring queue mapping to use the user name from the application tag using Cloudera M anager
Configure Per Queue Properties

Hue can read and write files on the Ozone filesystem. To access Ozone from Hue, you must add the necessary
configurations in the Advanced Configuration Snippet in Cloudera Manager.

Y ou must perform this task on all Hue instances in which you want to enable the Ozone File Browser.
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Cloudera Runtime Limitations in browsing Ozone from Hue

* You must have an Ozone parcel containing the HitpFS service. For installation, see Ozone 718.2.x installation
documentation.

« Ensure that the Ozone HitpFS Gateway role is running in a healthy state.

e Goto ClouderaManager Ozone Configuration and add the following entries in the HttpFS Gateway Advanced
Configuration Snippet (Safety Valve) for ozone-conf/httpfs-sitexml field:

Field name Value

Name httpfs.proxyuser.[*** PRINCIPAL-NAME***].hosts
Vaue *

Name httpfs.proxyuser.[*** PRINCIPAL-NAME***].groups
Value *

Replace the [***PRINCIPAL-NAME***] with the actual Kerberos principal name. For example, hive. Y ou can
obtain the Kerberos principal name from the Hive service configuration.

« Obtain the following values from the Ozone service. Y ou need it to construct the fs_defaultfs and webhdfs_url
URLS:

e HttpFS Gateway host name
¢ Ozone HttpFS Gateway TTP Web Ul Port (ozone.httpfs.http-port)

9778 is the defaullt.
* Ozone Service ID (ozone.service.id). The Ozone service ID must be specified when Ozone is configured in
HA mode.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue Configuration and add the following lines in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

[ deskt op]

[[ozone]]

[[[defaul t]]]

fs defaultfs=ofs://[***SERVI CE-I D***] \\ozonel by default

webhdfs_url =http://[*** OQZONE- HTTPFS- HOST***] : [ *** OZONE- HTTPFS- PORT***] / w
ebhdfs/vl \\https for secure cluster

ssl _cert_ca verify=true

security_enabl ed=true

Specify httpsin the webhdfs_url property if SSL isenabled on your cluster.
If Ozoneis not configured in HA mode, then specify the URL for the Ozone manager in the fs_defaultfs property.

3. Click Save Changes.
4. Restart the Hue service.

While Hue fully supports browsing the Ozone filesystem, there are some known limitations. Review these limitations
and learn about the workarounds.
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Cloudera Runtime Configuring timezone for Hue

The maximum supported file size that you can upload using the Hue File Browser to the Ozone filesystem is 2 GB.
The default file sizeis 64MB. Y ou can change the permissible upload limit by setting the value of the upload_chunk
_size parameter as followsin the Hue Advanced Configuration Snippet (Hue safety valve):

[ hadoop]
upl oad_chunk_si ze=2000000000

Thereisalimit on the size of files you can copy from the source path to the destination using the Hue File Browser
present on the Ozone filesystem. Hue automatically skips copying the files larger than the chunk size value (default is
64MB) and copies rest of the files recursively. Y ou can change the upload chunk size by setting the value of the uplo
ad_chunk_size parameter in bytes as follows in the Hue Advanced Configuration Snippet (Hue safety valve):

[ hadoop]
upl oad_chunk_si ze=[ *** S| ZE- | N- BYTES* * *]

The following sample configuration sets the upload chunk size to 120 MB:

[ hadoop]
upl oad_chunk_si ze=125829120 \\or 120*1024*1024

All users default to the ofs:// path when they access the Ozone filesystem from Hue.

Y ou can only create default volume and buckets in Ozone using Hue. Operations other than create are not supported.

Y ou cannot create Erasure Coding (EC)-enabled buckets from Hue, unless they are set by default in Ozone. However,
you can create the EC-enabled buckets using the Ozone CLI and then browse it normally from Hue. If EC-enabled
buckets are aready present on Ozone, then you can browse them from Hue.

Hue can also display the content of the encrypted buckets present on Ozone.

Y ou can configure the timezone for Hue using Cloudera Manager. The default value is AmericalLos Angeles.

1. Loginto Clouder Manager as an Administrator.
2. Goto Clusters Hue Configuration Time Zone and set adesired value.

The default valueis“ America/lLos_Angeles’. Y ou can refer to https://timezonedb.com/time-zones for information
on the timezones.

3. Click Save Changes.
4. Restart the Hue service.
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