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Operational Database powered by Apache Accumulo Under#replicated block exceptions or cluster failure occurs on small
clusters

Under#replicated block exceptions or cluster failure
occurs on small clusters

You can troubleshoot the under-replication warning by editing the dfs.replication.max and the table.file.replication
properties.

About this task

By default, Operational Database powered by Apache Accumulo (OpDB) attempts to use a replication factor of
five for the HDFS files that make up the metadata table. OpDB ignores the table.file.replication setting. This causes
under#replication warnings until you correct the number of nodes or until you manually adjust the replication setting
on that table.

Normally, Cloudera Manager does not set a maximum replication factor. If it is set, OpDB uses the table.file.replicati
on setting only on normal user tables to that maximum.

However, if the dfs.replication.max setting for HDFS is adjusted to match the number of cluster nodes, attempts by
OpDB to create new files for its internal tables will fail on clusters with fewer than five datanodes.

Procedure

1. Edit the dfs.replication.max setting for HDFS to be more or equal to 5.

2. Adjust replication on the metadata and root tables to be less than or equal to the number of datanodes.

3. Lower the dfs.replication.max setting value.

For example, to adjust the replication in the Accumulo shell to 3:

root@accumulo> config -t accumulo.metadata -s table.file.replication=3 
root@accumulo> config -t accumulo.root -s table.file.replication=3

HDFS storage demands due to retained HDFS trash

Using Cloudera Manager you can either change the HDFS trash setting or disable the use of the HDFS trash entirely,
for your Operational Database powered by Apache Accumulo (OpDB) deployment.

By default, if HDFS trash is enabled, Accumulo uses it for all files it deletes. This includes write#ahead logs and
long#term storage files that were blocked due to compaction. By default, the retention period for the HDFS trash is 24
hours. On Accumulo installations with a heavy write workload, this can result in a large amount of data accumulating
in the trash folder for the service user.

There are three workarounds:

• Periodically run the hdfs dfs --expunge command as the Accumulo service user. The command must be run twice
each time you want to purge a backlog of data. On the first run, a trash checkpoint is created. On the second run,
the checkpoint created with the first run is removed with immediate effect.

• Change the HDFS trash settings in Cloudera Manager.
• Disable OpDB’s use of the HDFS trash entirely.

Change the HDFS trash settings in Cloudera Manager
You can tune the amount of time HDFS retains trash to control how much data Operational Database powered by
Apache Accumulo (OpDB) saves.
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About this task

This change is HDFS#wide and impacts the ability to recover from accidental deletions unrelated to OpDB.

Procedure

1. In Cloudera Manager, select the HDFS service.

2. Click Configuration.

3. Search for trash.

4. Change the Filesystem Trash Interval to a smaller value. For example, 4 hours.

5. Save your changes.

6. Restart Stale Services with Re-deploy client configuration.

Disable Operational Database powered by Apache Accumulo's use of
HDFS trash

Using Cloudera Manager, you can configure Operational Database powered by Apache Accumulo (OpDB) to skip the
saving of the HDFS trash.

About this task

In some deployments, changing the system-wide retention period for HDFS trash may not be an option. If that is the
case, you can disable Accumulo’s use of the HDFS trash entirely. If you do so, any deletions through the Accumulo
APIs are unrecoverable.

Procedure

1. In Cloudera Manager, select the Accumulo on CDP service.

2. Click Configuration.

3. Search for accumulo.properties.

4. Find Tablet Server Advanced Configuration Snippet (Safety Valve) for accumulo.properties property.

5. Set the following:

gc.trash.ignore=true

6. Save your changes.

7. Click Restart Stale Services.
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