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CDP Private Cloud Data Services The Embedded Container Service (ECS)

Cloudera Manager provides tools for managing and monitoring the CDP Private Cloud Embedded Container Service.

The Embedded Container Service (ECS) service enables you to run CDP Private Cloud Data Services by creating
container-based clustersin your data center. In addition to the option to use OpenShift, which requires that you
deploy and manage the Kubernetes infrastructure, you can also deploy a Embedded Container Service cluster,
which creates and manages an embedded K ubernetes infrastructure for use with CDP Private Cloud Data Services.
Installing, configuring, and managing OpenShift is not required. Y ou only need to provide hosts on which to install
the service and Cloudera Manager sets up the Embedded Container Service cluster and also provides management
and monitoring of the cluster.

When you create an Embedded Container Service cluster, two new services are added to the cluster:
« Embedded Container Service (ECS) service. The ECS service has two roles:

» ECS Server -- runs on asingle host in the Embedded Container Service cluster.

* ECSAgent -- runson al hosts except the host running the Server role in the Embedded Container Service
Cluster.

» Docker service. The Docker service hasasinglerole:
* Docker Server -- runs on al hostsin the Embedded Container Service Cluster.

Y ou use Cloudera Manager to configure the Embedded Container Service and clusters.

Open the Cloudera Manager Admin Console

From the Home page, Click on the Embedded Container Service Cluster

Click the Hosts, ECS service, or the Docker service links.

Click the Configuration tab.

Use the Filters or Search functions to locate the configuration property you are looking for.
Enter your change.

Click Save Changes.

N o oM~

Modifying Configuration Properties Using Cloudera Manager

Y ou can add hosts to a Embedded Container Service (ECS) cluster to increase capacity and performance.



https://docs.cloudera.com/cloudera-manager/7.11.3/configuring-clusters/topics/cm-modify-configuration.html

CDP Private Cloud Data Services The Embedded Container Service (ECS)

1. Onthe Cloudera Manager home page, click the ECS Cluster, then select Actions > Add Hosts.

CLOUDZRA | CDEP Deployment from 2023-0ct-23 11:55 |
Manage: 1 52‘b883 -
Add Service
Status  Health Issues

Add Hosts
Clusters
Hosts Status Start Charts EeditLayout 3om 1h 20 eh 12h 1d 7d 30d &
Stop
IR Diagnostic ECS 1.5.2 (Parcels) Cluster CPU
) Restart 100
udits 3 Hosts Refresh Cluster _
2
g 50
Charts £ DOCKER Upgrade Cluster g

Inspect Hosts in Cluster
Replication {¥ ECs : ‘ )

Rolling Restart 152-b883, Host CPU Usage Across Hosts 11.3%

{8 Administration

ags Rename Cluster 1 Tags Cluster Disk 10

& Dat: N New |

_cldr_cm_ek8s_control_plan

Enter Maintenance Mode
_cldr_cm_ek8s_datalake=Cl

View Maintenance Mode Status

bytes / second

Total Disk Byt... 17.6K/s = Total Disk Byte... 7.1M/s

Cluster Network 10

bytes / second

Total Bytes Rec... 7.2M/s = Total Bytes Tra... 7.5M/s

2. Onthe Add Hosts page, click Add Hosts to Cluster and select the ECS Cluster, then click Continue.

| CDEP Deployment from 2023-0ct-23 11:55 |

Manager Add Hosts

The Add Hosts Wizard allows you to install the Cloudera Manager Agent on new hosts. You can either keep the new
hosts available to be added to a cluster in the future, or you can add new hosts to an existing cluster

(O Add hosts to Cloudera Manager
You can use these hosts later to create new clusters or expand existing clusters

(® Add hosts to Cluster

‘ 152-b883 v

£ Parcels

X Running Commands

& Support

0 admin
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3. On the Specify Hosts page, hosts that have already been added to Cloudera Manager are listed on the Currently
Managed Hosts tab. Y ou can select one or more of these hosts to add to the ECS cluster.

\ CDEP Deployment from 2023-Oct-23 11:55 j

lol] Garoger Add Hosts

@ Specify Hosts
Specify Hosts

2 Install Parcels

Currently Managed Hosts (1/4 Selected) ~ New Hosts

3 Inspect Hosts
These hosts do not belong to any clusters. Select some to form your cluster.

4 Select Host Template

(7] Hostname (FQDN) * IP Address Rack Version Cores
5 Deploy Client Config [J  dh-centos79m-1.vpc.cloudera.com 10.65.202.225 /default None 8
D dh-centos79m-2.vpc.cloudera.com 10.65.203.223 /default None 8
D dh-centos79m-3.vpc.cloudera.com 10.65.202.91 /default None 8
ecst-2.vpc.cloudera.com 10.65.203.79 /default None 8
1-40f4

i Parcels
X Running Commands
& Support

o admin

/s Cance' € BaCk

Y ou can aso click the New Hosts tab to specify one or more hosts that have not been added to Cloudera Manager.
Enter a Fully Qualified Domain Name in the Hostname box, then click Search.

Note: Click the pattern link under the Hostname box to display more information about allowed FQDN
patterns.

CDEP Deployment from 2023-Oct-23 11:55

lol] Fhoeger Add Hosts

@ Specify Hosts

Specify Hosts
2 Select Repository

Currently Managed Hosts (1/4 Selected) ~ New Hosts (1 Selected)
3 Select JDK

Hosts should be specified using the same hostname (FQDN) that they will identify themselves with.

4 Enter Login Credentials

Hostname ecst{1-2].vpc.cloudera.com

5 Install Agents
Hint: Search for hostnames or IP addresses using pattern 3

6 Install Parcels —
SSH Port 22 ‘

7 Inspect Hosts
2 hosts scanned, 2 running SSH.

8 Select Host Template ()  Expanded Query Hostname (FQDN) 1 IP Address Currently Managed Result
ecst- ecst- 10.65.196.65 No Host was successfully
£ Parcels 9 Deploy Client Config 1.vpe.cloudera.com 1.vpc.cloudera.com scanned.

Yes Ho:

X Running Commands ssfully

2.vpc.cloudera.com 2.vpc.cloudera.com scanned.

& Support

1-20f2

o admin

s Cancel N BaCk

After you have finished specifying the ECS hosts, click Continue.
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4. Onthe Select Repository page, the applicable Cloudera Manager Agent repository location is selected by default.
Click Continue.

CDEP Deployment from 2023-Oct-23 11:55

Wanager Add Hosts

° Specify Hosts

Select Repository
Select Repository
Cloudera Manager Agent

3 Select JOK Cloudera Manager Agent 7.11.3 (#46431848) needs to be installed on all new hosts.

. . c . .
) Enter Login Credentials Repository Location () Cloudera Repository (Requires direct Internet access on all hosts.)

@ Custom Repository

5 Install Agents http://cloudera-build-4-us-west-1.vpc.cloudera.com/s3/build/46431848/cm7/7.11.3.2
Example: http://LOCAL_SERVER/cloudera-repos/cm7/7.11.3

6 Install Parcels Do not include operating system-specific paths in the URL. The path will be automatically

derived

7 Inspect Hosts Learn more at How to set up a custom repository.

8 Select Host Template

Parcels 9 Deploy Client Config
Running Commands

Support

admin

Cance' € BaCk

5. Select aJDK option on the Select DK page, then click Continue.

|__ CDEP Deployment from 2023-Oct-23 11:55

CLOUD=RA
Manager Add Hosts
Specify Hosts
Select JDK
Select Repository
CDH Version Supported JDK Version
Select JDK
7.1.9 and above OpenJDK 8,11, 17 or Oracle JDK 8,11, 17
4 Enter Login Credentials 711107.1.8 OpenJDK 8, 11 or Oracle JDK 8, 11
5 Install Agents 7.0 and above OpenJDK 8 or Oracle JDK 8
6.3 and above OpenJDK 8 or Oracle JDK 8
6 Install Parcels
6.2 OpenJDK 8 or Oracle JDK 8
@ Inspect Hosts 6.10r60 Oracle JDK 8
8 Select Host Template 5.16 and above OpenJDK 8 or Oracle JDK 8
57105.15 Oracle JDK 8

9 Deploy Client Config
1-80f8
More details on supported JDK version. &'

If you plan to use JDK 11 with CDH 7.1.x and above or JDK 17 with CDH 7.1.9 and above , you will need to install it manually on
all hosts and then select the Manually manage JDK option below.

(O Manually manage JDK

@ Please ensure that a supported JDK is already installed on all hosts. You will need to manage installing the
unlimited strength JCE policy file, if necessary.

@ Install a Cloudera-provided version of OpenJDK

By proceeding, Cloudera will install a supported version of OpenJDK version 8
£ Parce

O lnstall a system-provided version of OpenJDK

X Running Comman By proceeding, Cloudera will install the default version of OpenJDK version 8 provided by the Operating System

& sSupp
o admin

Cancel < Back




CDP Private Cloud Data Services The Embedded Container Service (ECS)

6. Onthe Enter Login Credentials page, All hosts accept the same password is selected by default. Enter the user
name in the SSH Username box, and type in and confirm the password. Y ou can also select the All hosts accept
the same private key option and provide the Private Key and passphrase.

CLOUDZRA | CDEP Deployment from 2023-Oct-23 11:55 |
m Manage: Add HOStS

° Specify Hosts
Enter Login Credentials

Select Repository
Root access to your hosts is required to install the Cloudera packages. This installer will connect to your hosts via SSH and log in

either directly as root or as another user with password-less sudo/pbrun privileges to become root.
Select JDK

SSH Username ® ‘ root

Enter Login Credentials
Authentication Method @) All hosts accept same password

5 Install Agents (O All hosts accept same private key

6 Install Parcels Password [ ........

7 Inspect Hosts

8 Select Host Template

SSH Port [ 22 1
9 Deploy Client Config
Simultaneous \ 10
Installations

(Running a large number of installations at once can consume large amounts of network bandwidth
and other system resources)

£ Parcels

X Running Commands

Cancel € BaCk
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7. The Cloudera Manager agents are installed, and then the Install Parcels page appears. The selected parcel is
downloaded to the Cloudera Manager server host, distributed, unpacked, and activated on the ECS cluster hosts.

Click Continue.

CDEP Deployment from 2023-Oct-23 11:55

lol] Faoeger Add Hosts

Manager
O Specify Hosts

Install Parcels

Select Repository
The selected parcels are being downloaded and installed on all the hosts in the cluster.
Select JDK

é Enter Login Credentials
é Install Agents

Install Parcels

> Embedded Container Service ... Downloaded: 100% Distributed Unpacked: 4/4 Activated: 4/4

7 Inspect Hosts

8 Select Host Template

9 Deploy Client Config

£ Parcels

X Running Commands

& Support

0 admin




CDP Private Cloud Data Services The Embedded Container Service (ECS)

8. Review the Validations list on the Inspect Hosts page. If issues are detected, you can fix the issues, then click Run
Again to repeat the host inspection. Click Continue.

CDEP Deployment from 2023-Oct-23 11:55

CLOUDZRA Add Hosts

Manager

Specify Hosts
Inspect Hosts

Select Repository
Validations Run Again

Select JDK

Individual hosts resolved their own hostnames correctly.

Install Agents No errors were found while looking for conflicting init scripts.

No errors were found while checking /etc/hosts.
Install Parcels
All hosts resolved localhost to 127.0.0.1.

é Status Description
I t Il 4 host:
é Enter Login Credentials nspectorran on a osts

Inspect Hosts All hosts checked resolved each other's hostnames correctly and in a timely manner.

Host clocks are approximately in sync (within ten minutes).

BRls=ectlic=tienniale Host time zones are consistent across the cluster.

No users or groups are missing
9 Deploy Client Config
No conflicts detected between packages and parcels.

No kernel versions that are known to be bad are running.

O 000000000 O0OO0

No problems were found with /proc/sys/vm/swappiness on any of the hosts.

Transparent Huge Page Compaction is enabled and can cause significant performance problems. Run "echo never >
/sys/kernel/mm/transparent_hugepage/defrag" and "echo never > /sys/kernel/mm/transparent_hugepage/enabled" to
disable this, and then add the same command to an init script such as /etc/rc.local so it will be set on system reboot.
The following hosts are affected:

> View Details
o Hue Python version dependency is satisfied.

Par B Starting with CDH 6, PostgreSQL-backed Hue requires Psycopg? version to be at least 2.5.4, see the documentation for

more information. The following hosts are missing a compatible version of the Psycopg? library:

Running Commant > View Details
(] A compatible version of the operating system is installed on the hosts in a Private Cloud Containerized Cluster.

o Ports 80 and 443 are available for use on the hosts in a Private Cloud Containerized Cluster.

i
X
& Support
(A}

admin

10
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9. The Select Host Template page lists available host templates. Click Create.

Note:
E The following three steps describe how to create a host template to assign the Docker Server and Ecs
Agent role groups to the new host. Y ou can also select None and add these role instances after adding the

new host to the cluster, as described at the end of this topic.

|__CDEP Deployment from 2023-0ct-23 11:55

o] Gavager Add Hosts

Manager

o Specify Hosts
Select Host Template

Select a host template to apply to the new hosts in order to populate them with role instances.

@ None

Create..

Select Repository
Select JDK

Enter Login Credentials
é Install Agents

é Install Parcels

é Inspect Hosts

Select Host Template

9 Deploy Client Config

£ Parcels

X Running Commands
& Support

e admin

73 Cancel N BaCk

11



CDP Private Cloud Data Services

The Embedded Container Service (ECS)

10. On the Create New Host Template pop-up, enter atemplate name and select the Docker Server and Ecs Agent role
groups, then click Create.

Create New Host Template For 152-b883

Template Name ecsworker

Select Role Groups to Include:
Role Groups

Service Name

v g DOCKER

Docker Server

\ Docker Server Default Group

ViFECS

Ecs Agent { Ecs Agent Default Group

[J Ecs server

Cancel

11. On the Select Host Template page, select the new template, then click Continue.

CLOUD=RA
Manager

X Running Commands

& Support
o admin

7113

| CDEP Deployment from 2023-0ct-23 11:55 |

Add Hosts

° Specify Hosts
Select Host Template

Select Repository

Select JDK ONone
@ ecsworker
Enter Login Credentials Create.

Install Agents Start newly created roles after applying the host template.

°

é Install Parcels

é Inspect Hosts

Select Host Template
9 Apply Host Template

10 Deploy Client Config

Cancel

1-20f2

Select a host template to apply to the new hosts in order to populate them with role instances.

N BaCk

12
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12. The Apply Host Template page appears. After the roles have successfully started, click Continue.

|__CDEP D: from 2023-0ct-23 11:55 |

GE i Add Hosts

Specify Hosts

Apply Host Template
Select Repository
Start Roles on Hosts When Free Command

Select JDK Status @ Finished £ Dec12,1020:41PM O 48.4s
Successfully started all the roles on selected hosts.

Enter Login Credentials

i + Completed 3 of 3 step(s).

Install Agents @ showAllsteps (O Show Only Failed Steps (O Show Only Running Steps

> @ Wait for Service Commands 7' DOCKER(Z Dec 12,10:20:41 PM 99ms

Install Parcels

> @ Wait for Service Commands @ ecs@ Dec 12,10:20:41 PM 100ms
Inspect Hosts >@ Starts all the roles on the selected hosts. & Dec 12,10:20:41 PM 48.25s
Select Host Template

Apply Host Template

10 Deploy Client Config

89 Parcels

X Running Commands

& Support

o admin

Cancel

13
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The Embedded Container Service (ECS)

13. The Deploy Client Config page appears. After al client configurations have been successfully deployed, click

Finish.

CLOUD=RA
Manager

£ Parc

X Running Commands

°
°
°
é Install Agents
°
!
°

Add Hosts

Specify Hosts
Select Repository
Select JDK

Enter Login Credentials

Install Parcels
Inspect Hosts
Select Host Template

Apply Host Template

Deploy Client Config

CDEP Deployment from 2023-Oct-23 11:55

Deploy Client Config

Deploy Client Configuration Command

Status Finished Context 152-b883

Successfully deployed all client configurations.

+ Completed 1 of 1 step(s).

@ Show AllSteps (O Show Only Failed Steps

> Execute DeployClusterClientConfig for {} in parallel.

Cancel

14. The new host islisted on the ECS cluster Hosts page.

CLOUDZERA
Manager

Hosts

Diagr

Audits

Charts

Replication

Administration

& Data Services [T

CDEP Deployment from 2023-Oct-23 11:55

> COMMISSION STATE
> LAST HEARTBEAT

> LOAD (1 MINUTE)

> LOAD (5 MINUTES)

> LOAD (15 MINUTES)
> MAINTENANCE MODE
> UPGRADE DOMAIN

> RACK

> SERVICE

ecst-1.vpc.cloudera.com 10.65.217.129

9 Dec12,10:26:12 PM

© 59ms

(O Show Only Running Steps

Roles

2 Roles

2 Roles

2 Roles

2 Roles

152-b883
H OSTS Configuration Add Hosts Review Upgrade Status Inspect Hosts in Cluster
[ Q Search @ Filters
Actions for Selected ~
Filters
O status Name P
v STATUS
Good Health 2 O dh-centos79-1.vpc.cloudera.com  10.65.203.160
ood Heal
O dh-centos79-2.vpc.cloudera.com  10.65.194.119
> CLUSTERS
> CORES O dh-centos79-3.vpc.cloudera.com  10.65.194.114
O

Dec 12,10:26:12 PM

Inspect Cluster Network Performance

Last Updated: Dec 12, 10:29:36 PMUTC &

Tags

1 Tag

Columns: 11 Selected ~

Commission State

Commissioned

Commissioned

Commissioned

Commissioned

Last He

1-40f4

14
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15. If your ECS hosts are running the CentOS 8.4, OEL 8.4, RHEL 7.9, or RHEL 8 operating systems, you must
install iptables on al the ECS hosts.

For CentOS 8.4, OEL 8.4, or RHEL 8, run the following command on each ECS host:
yum - - set opt =t sfl ags=noscripts install -y iptables
For RHEL 7.9, run the following command on each ECS host:

yuminstall -y iptables

15
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16. If you did not apply a host template to assign roles, perform the following steps to assign the Docker Server and
Ecs Agent role groups to the new host.

To assign the Docker Server role group:
a. Click DOCKER onthe ECS cluster home page, select Instances, then click Add Role Instances.

L UUEF UBPIVYIHIEN VI 2U£0ULE20 1109

CLOUD=RA A
m Manager 152-b883
Search .
EEN £ DOCKER et
2 Clusters
Status Instances  Configuration =~ Commands  Charts Library  Audits  Quick Links +
Hosts
Q_ Enter search terms (hostname, host ID, IP address, cluster name, rack, health @ Filters Last Updated: Dec 13, 6:40:46 PMUTC &
i Audits
Actions for Selected + Add Role Instances Role Groups
A Filters
Charts
[ status Role Type Tags State Hostname Commission State Role Group
Replication v STATUS
O Docker Server Started dh-centos79- Commissioned Docker Server
Good Health 4
{8y Administratio 3.vpc.cloudera.com Default Group
o > COMMISSION STATE
& Data Services O Docker Server Started dh-centos79- Commissioned Docker Server
> MAINTENANCE MODE 1.vpe.cloudera.com Default Group
> RACK ID _

[:] Docker Server Started dh-centos79- Commissioned Docker Server
> ROLE GROUP 2.vpe.cloudera.com Default Group
> ROLE TYPE

O Docker Server Started ecst- Commissioned Docker Server
> STATE 1.vpc.cloudera.com Default Group

> HEALTH TEST 1-40f4

b. Onthe Add Role Instances to DOCKER page, click Select hosts.

|__CDEP Deployment from 2023-Oct-23 11:55 |

o] SeouA Add Role Instances to DOCKER

@ Assign Roles
Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. [VENAAZIES

Docker Server x 4

Select hosts ‘

¢. Onthe Hosts Selected pop-up, select the new host, then click OK.

16
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5 Hosts Selected X

Select hosts for a new or existing role. The host list is filtered to remove hosts that are not valid candidates; these include hosts that are unhealthy, members of other clusters, or have an
incompatible version of the software installed on them.

Q Enter hostnames: host01, IP addresses or rack

Hostname IP Address Rack Physical Memory Existing Roles Added Roles

dh-centos79-1.vpc.cloudera.com 10.65.203.160 /default 308GiB ffl DS {rES i ps

dh-centos79-2.vpc.cloudera.com 10.65.194.119 /default 8 305GiB gbs  {}EA s
dh-centos79-3.vpc.cloudera.com 10.65.194.114 /default 8 3086GiB gADS {EA s
ecst-T.vpe.cloudera.com 10.65.217.129 /default 3086GiB DS {FEA #os

ecst-2.vpc.cloudera.com 10.65.221.113 /default 30.8 GiB B s

d. On the Assign Roles page, click Continue.

CLOUD=ZRA

Veraier Add Role Instances to DOCKER

oL Upiuy i v £uey vetew 1y

@ Assign Roles

Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. YSAEATLES

Docker Server x (4 + 1 New)

ecst-2.vpc.cloudera.com v

£ Parcels
X Running
& Support

o admin

7113 Cancel © Back

e. On the Review Changes page, click Finish.

_ CDEP Deployment from 2023-0Oct-23 11:55 |
CLOUD=RA

Manager Add Role Instances to DOCKER L

o Assign Roles

Review Changes

Review Changes

@ No additional configurations are required.

£ Par

Cancel < Back

f. Thenew host islisted on the Docker Instances page.

17
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CUEP Depioyment Trom ZUZs-UCT-Z3 1 1:55

CLOUD=RA 152-b883
Manager
#DOCKER -
£ Clusters
= Status  Instances  Configuration =~ Commands  Charts Library ~ Audits  Quick Links ~
Hosts
Y Diagno: Q Enter search terms (hostname, host ID, IP ad cluster name, rack, health s @ Filters Last Updated: Dec 13, 7:00:56 PMUTC &
Audits Actions for Selected ~ Add Role Instances [IEEGEYEIIINE
Filters
Charts
[J status Role Type Tags State Hostname Commission State Role Group
v STATUS
Replication
Good Health 4 O Docker Server Started dh-centos79- Commissioned Docker Server
Administratio Stopped 1 3.vpe.cloudera.com Default Group
Da s COMMISSION STATE 0O Docker Server Started  dh-centos79- Commissioned Docker Server
1.vpe.cloudera.com Default Group
> MAINTENANCE MODE
s RACK ID O Docker Server Started dh-centos79- Commissioned Docker Server
2.vpc.cloudera.com Default Group
> ROLE GROUP
s ROLE TYPE 0O o Docker Server Stopped  ecst- Commissioned Docker Server
X 2.vpe.cloudera.com Default Group
> STATE
& Support .
5 HEALTH TEST O Docker Server Started ecst Commissioned Docker Server
1.vpe.cloudera.com Default Group
o admin
1-50f5

7.11.3

To assign the ECS Agent role group:
a. Click ECSon the ECS cluster home page, select Instances, then click Add Role Instances.

|__CDEP Deployment from 2023-Oct-23 11:55 |

CLOUD=RA 152-b883

Manager

£HECS -

s Status  Instances  Configuration ~ Commands  Charts Library ~ Audits ~Web Ul v  Quick Links +

Ho:!

Diagnosti ‘ This entity is currently running with an outdated configuration. Restart the service (or the instance) for the changes to take effect. J

Audits

i Q Enter search terms (hostname, host ID, IP address, clus name, rack, health st @ Filters Last Updated: Dec 13,7:07:48 PMUTC &

Charts
Actions for Selected « Add Role Instances Role Groups

Replication Filters
() status Role Type Tags State Hostname Commission State Role Group
Administration v STATUS
O Ecs Agent Started dh-centos79- Commissioned Ecs Agent
Data Se e Good Health 4
3.vpe.cloudera.com Default Group
> COMMISSION STATE )
D Ecs Agent Started dh-centos79- Commissioned Ecs Agent
> MAINTENANCE MODE 2.vpe.cloudera.com Default Group
> RACK ID
O Ecs Agent Started ecst- Commissioned Ecs Agent
> ROLE GROUP 1.vpe.cloudera.com Default Group
Parcels
> ROLE TYPE
O Ecs Server Started with dh-centos79- Commissioned Ecs Server
X = y > STATE Outdated 1.vpe.cloudera.com Default Group
& Support > HEALTH TEST Configuration
1-40f4
o admin

7113

b. Onthe Add Role Instances to ECS page, in the Ecs Agent box, click Select hosts.

Important: Besureto click Select hosts in the Ecs Agent box — do not click the link in the Ecs Server
box.
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|| SVEF UEPIOYIHTIEIL VI ZU£0UGE2 11,09 |

Add Role Instances to ECS

@ Assign Roles

Assign Roles
2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. RYEIREEIATES

Ecs Server x 1 Ecs Agentx 3

Select hosts ‘ [ Select hosts

¢. Onthe Hosts Selected pop-up, select the new host, then click OK.

4 Hosts Selected

Select hosts for a new or existing role. The host list is filtered to remove hosts that are not valid candidates; these include hosts that are unhealthy, members of other clusters, or have an
incompatible version of the software installed on them.

‘ Q Enter hostnames: host01, IP addresses or rack

[J  Hostname 1P Address Rack Physical Memory Existing Roles Added Roles
() dh-centos79-1.vpc.cloudera.com 10.65.203.160 /default 308GB DS  {3ES

dh-centos79-2.vpc.cloudera.com 10.65.194.119 /default 30568 gps {FEA
dh-centos79-3.vpc.cloudera.com 10.65.194.114 /default 30.8GiB g DS {FEA

ecst-1.vpc.cloudera.com 10.65.217.129 /default 308GB  gDs {FEA

ecst-2.vpe.cloudera.com 10.65.221.113 /default 30868 gD

d. Onthe Assign Roles page, click Continue.

|__CDEP Deployment from 2023-Oct-23 11:55 |

[lof] Favager Add Role Instances to ECS

@ Assign Roles

Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. VIR

Ecs Server x 1 Ecs Agent x (3 + 1 New)

Select hosts ‘ ecst-2.vpe.cloudera.com v

e. Onthe Review Changes page, click Finish.
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CDEP Deployment from 2023-0ct-23 11:55_|

Voo Add Role Instances to ECS

Assign Roles

Review Changes

Review Changes

@ No additional configurations are required.

£ Pa
X Running Commands
& Support
o admin

7.11.3 Cancel < Back

f. Thenew host islisted on the ECS Instances page.

|__CDEP Deployment from 2023-Oct-23 11:55 |

CEOUD=RE 152-b883

Manager

LHECS  wwn-

=} SO
EERCEEE Status  Instances  Configuration ~ Commands  Charts Library ~ Audits =~ Web Ul v  Quick Links +

Ho:

Diagnostics ’ This entity is currently running with an outdated configuration. Restart the service (or the instance) for the changes to take effect. ‘

Audits
h l Q Ente terms (hostname, host ID, IP address, cluster name, rack, Ith stat @ Filters Last Updated: Dec 13,7:32:41 PMUTC &
Charts
Actions for Selected Add Role Instances Role Groups
Replication Filters
O status Role Type Tags State Hostname Commission State Role Group
Administration v STATUS
Good Health B O Ecs Agent Started dh-centos79- Commissioned Ecs Agent
a S 0od Heal
EERS (s} Stopped ] 3.vpe.cloudera.com Default Group
5 COMMISSION STATE O Ecs Agent Started dh-centos79- Commissioned Ecs Agent
2.vpe.cloudera.com Default Group
> MAINTENANCE MODE
5 RACK ID O (=] Ecs Agent Stopped ecst- Commissioned Ecs Agent
2.vpe.cloudera.com Default Group
> ROLE GROUP
Parc 5 ROLE TYPE O Ecs Agent Started ecst- Commissioned Ecs Agent
. 4 1.vpc.cloudera.com Default Group
Running Commands 5 STATE
s HEALTH TEST O Ecs Server Started with dh-centos79- Commissioned Ecs Server
Outdated 1.vpe.cloudera.com Default Group

Configuration

1-50f5
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17. Restart the ECS cluster by clicking the ECS Restart icon, or by selecting Actions > Restart on the ECS cluster
home page.

CDEP Deployment from 2023-Oct-23 11:55

fo]] CLouozea 152-b883  scions-

Status  Health Issues  Configuration v

Clusters
i Status Charts medtiayout 30m 1h 2h 6h 12h 1d 7d 30d &~
Diagnostics ECS 1.5.2 (Parcels) Cluster CPU
100

Audits £ 4 Hosts ~

g

14 )"

g
Charts o DOCKER g

Replication {¥ecs f 01 10

Stale Configuration: Restart needed b883, Host CPU Usage Across Hosts 5%

Tags Edit Tags

{6+ Administration

Cluster Disk 10

& Data Services ([0

_cldr_cm_ek8s_control_pl 176-6¢22-4158-99af- 2

_cldr_cm_ek8s_datalake=Cluster 1

bytes / second

0:1¢ 10:3C

Total Disk Byt... 16.8K/s = Total Disk Byte... 519K/s

Cluster Network 10

bytes / second

0:18 10:3¢

Total Bytes Rec... 1.5M/s = Total Bytes Tra... 1.7M/s

% Running Commands

18. Click ECS on the ECS cluster home page, then select Actions > Unseal Vault.

| CDEP Deployment from 2023-0ct-23 11:55 |

152-b883

L£¥ECS

44 30 minutes preceding Dec 12, 10:47 PMUTC ») MM [aa

r Start X
disEs Status Instances \ibrary Audits Web Ul ~ Quick Links
Stop
Hosts
Restart
0 Diagnostics Health Tests eate Trigger Charts = edi Layout 30m 1h 2h 6h 12h 1d 7d 30d &~
Rolling Restart
Audits Kubernetes Health I Informational Events ©
Add Role Instances
Charts Firing alerts for Kub
DaemonSet rollout i »
Replication Rename g 0
Longhorn Health 1 @
Administration Firing alerts for Lon  pelete Imeis o
over 90% of the cap meis
. ECS, Informational Events 0
over 90% of the cap Enter Maintenance Mode amonSet
rollout is stuck., Da¢ stuck.

Important Events and Alerts ©
Unseal Vault

Show 5 Good
Update Ingress  unseal Vault in ECS after Vault component restart.
v

Refresh ECS @
Status Summ 1

Create Environment

®
Ecs Agent 8 Good Health Alerts 0 = Critical Events 0 = Important Events 0
Ecs Server 1 Good Health
Hosts 4 Good Health

Procedures to start, stop, restart, and refresh Private Cloud Experience clusters
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1. Onthe HomeStatus tab, click the Actions Menu to the right of the Embedded Container Service cluster name and
select Start.

2. Click the Start button that appears in the next screen to confirm. The Command Details window shows the
progress of starting services.

When the All services successfully started message appears, the task is complete and you can close the Command
Details window.

1. Onthe HomeStatus tab, click the Actions Menu to the right of the Embedded Container Service cluster name and
select Stop.

2. Click the Stop button in the confirmation screen. The Command Detail s window shows the progress of stopping
services.

When the All services successfully stopped message appears, the task is complete and you can close the Command
Details window.

Note: The cluster-level Stop action does not stop the Cloudera Management Service. Y ou must stop the
Cloudera Management Service separately.

1. Onthe HomeStatus tab, click the Actions Menu to the right of the cluster name and select Restart.

2. Click the Restart button that appears in the next screen to confirm.
The Command Details window shows the progress of stopping services. When the All services successfully
started message appears, the task is complete and you can close the Command Details window.

3. Click ActionsUnseal Vault

To refresh a cluster, in the HomeStatus tab, click the Actions Menu to the right of the cluster name and select Refresh
Cluster.

Procedures to monitor Embedded Container Service clusters

Monitoring Services
Monitoring Clusters
Docker Server Health Tests
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ECS Headlth Tests

ECS Agent Health Tests
ECS Server Hedlth Tests
Docker Server Metrics
ECS Agent Metrics

ECS Server Metrics

1. Open the Cloudera Manager Admin Console.
2. From the Home page, Click on the Embedded Container Service cluster.
3. Click on the ECS or Docker service.

The Service status page displays the Health Test, Status Summary and Health History of the services.

The Kubernetes Dashboard displays configuration and other information about the embedded Kubernetes

infrastructure used in the Embedded Container Service cluster. Although you can make configuration changes using

the dashboard (if you have the appropriate permissions), you should not make any changes using the dashboard.
Cloudera Support may use the dashboard to diagnose problems with the cluster.

1. Inthe Cloudera Manager Admin Console, go to the ECS service.
2. Click Web UIECS Web Ul

The Kubernetes Dashboard displays.

1. Inthe Cloudera Manager Admin Console, go to the ECS service.
2. Click Web UlConsole

The CDP Management Console displays.

Y ou can perform maintenance on the nodes in your ECS cluster by shutting down the nodes one at a time while
keeping your Data Services running with slightly diminished capacity.
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» The containerized cluster must be configured for ECS Server high availability. Contact Cloudera Professional
Services for assistance in setting up high availahility.
* Youmust be ableto log into the nodes as root or have sudo privileges.

e The nodeto be maintained must have a status of Ready. A status of NotReady may suggest the node is having
other complicating issues. Run the following command on an ECS server node to verify status of the nodes.

[var/lib/rancher/rke2/bin/ kubectl --kubeconfig=/etc/rancher/rke2/rke2.yan
get nodes

1. Inform Kubernetes that it should no longer use this node for any new pods. This processis called cordon and
Kubernetes tracks the node status as Ready, SchedulingDisabled.

@) Run thefollowing command to list the nodes:

[var/lib/rancher/rke2/bin/kubectl| --kubeconfig=/etc/rancher/rke2/rke2.ya
m get nodes

b) Run the following command for the node you are taking off line:

[var/lib/rancher/rke2/bin/ kubectl --kubeconfig=/etc/rancher/rke2/rke2.ya
m cordon **node- nane**

¢) Run thefollowing command to verify the node status shows Ready,SchedulingDisabled:

/var/lib/rancher/rke2/bin/kubectl --kubeconfig=/etc/rancher/rke2/rke2.ya
m get nodes

2. Inform Kubernetes to evict this node’ s Data Services pods and cleanly detach any storage volumes. This allows
the pods to be started up on other Ready nodes in the cluster and any replica volumes are migrated. The processis
invoked by the drain command:

[var/lib/rancher/rke2/bin/kubectl --kubeconfig=/etc/rancher/rke2/rke2.yamn

drai n *node- nane* --del ete-enptydir-data --ignore-daenonsets --pod-sel ect
or =" app! =csi -att acher, app! =csi - provi si oner, app! =l onghor n- adni ssi on- webho
ok, app! =l onghor n- conver si on- webhook, app! =l onghor n-dri ver - depl oyer'

Y ou will see amessage
“WARNI NG i gnori ng DaenobnSet - ranaged Pods: .. ..

Y ou can ignore this warning.

Y ou will see repeating messages like this:

error when evicting pods/"instance- manager -r-xxxxxxxx" -n "l onghorn-syst
em (will retry after 5s): Cannot evict pod as it would violate the pod's
di sruption budget.

Thisisnormal, after severa iterations those pods will be evicted and the drain is compl eted.
3. Log in to the Cloudera Manager Admin Console.

4. Go to the ECS service page and verify that the Vault is not sealed. Thisinformation displaysin the Health Tests
section.

5. If theVaultisseded, click ActionsUnseal Vault.
6. Click the Action menu next to the ECS cluster and select Stop.
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7. Shutdown ECSroles.

a) Click the Instancestab.
b) Select the hosts where the ECS Agent role is running and click ActionsStop.
c) Select two of the hosts running the ECS Server roleis running and click ActionsStop.

8. Perform the maintenance.

9. Reboot the hosts.

10. Log in to the Cloudera Manager Admin Console.

11. Click the Action menu next to the ECS cluster and select Start.

12. Uncordon the node to start the Data Services by running the following command:

[var/lib/rancher/rke2/bin/ kubectl --kubeconfig=/etc/rancher/rke2/rke2.yan
uncordon **node- nane**

13. Run the following command to verify that the node status is Ready:

[var/lib/rancher/rke2/bin/ kubectl get nodes

14. Click ActionsRefresh ECS Cluster.

Y ou can configure a containerized cluster with SELinux to enable it to run the Embedded Container Service (ECS).

1. Ensure that the hosts you use for the containerized cluster meet all hardware and software requirements for use
with CDP Private Cloud Data Services.

2. Enable SELinux in Permissive mode by updating the /etc/selinux/config file on al ECS hosts by running the
following commands:

sed -i 's/SELI NUX=di sabl ed/ SELI NUX=per ni ssi ve/"' /etc/selinux/config
r eboot

3. Add the SELinux policies provided by RKE2 by installing the RPMs on all ECS hosts. Use the following
commands:

yum |l ocalinstall -y http://mrror.centos.org/centos/7/extras/x86_64/ Pack
ages/ cont ai ner-sel i nux-2.107-3. el 7. noarch. rpm

wget https://github. com rancher/rke2-selinux/rel eases/ downl oad/ vO. 8. st abl e
.2/ rke2-selinux-0.8-2.el7.noarch.rpm

yuminstall -y rke2-selinux-0.8-2.el7.noarch.rpm

4. Uninstall the nscd service by running the following command on all ECS hosts :

yum erase -y nscd

5. Install acontainerized cluster on all hosts. See Adding a CDP Private Cloud Data Services cluster.
6. Enable SELinux in Enforced mode by running the following commands on all ECS hosts:

setenforce 1
Y ou can confirm that SELinux is running in Enforced mode by running the following command:

get enforce
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7. Verify that the ECS cluster hosts are sending heartbesats to the Cloudera Manager server.

a) Open the Cloudera Manager Admin Console.
b) Click Hosts All Hosts.
¢) Check the Last Heartbeat column for heartbeat status.

8. Verify that your workloads are functioning as expected.

Y ou can decommission ECS hosts and remove them from the cluster.

1. Cordon the node. Longhorn will automatically disable the node scheduling when a Kubernetes node is cordoned.
Run the following command on any ECS Server host:

kubect| cordon [***node***]

2. Drain the node to move the workload to somewhere else. Run the following command on any ECS Server host:
kubect| drain [***node***] --ignore-daenonsets --pod-sel ector="app!=csi-at
tacher, app! =csi - provi si oner' --del ete-enptydir-data

3. Detach al the volumes on the node. Navigate to the ECS Service page on Cloudera Manager Ul.

a. Inthe Web Ul dropdown, select Storage Ul to open the Longhorn Ul.

b. Under the Volume tab in Longhorn Ul, select the volumes on this node. Click Detach and select Y eson the
screen prompt.

If the node has been drained, all the workloads should be migrated to another node already.

If there are any other volumes remaining attached, detach them before continuing.
4. Remove the node from Longhorn using the Delete in the Node tab. Or, remove the node from Kubernetes. Run the
following command on any ECS Server host:

kubect| del ete node [***node-nane***]

Longhorn will automatically remove the node from the cluster.
5. Uninstall ECS and Docker artifacts from the host. Run below commands on the host:

cd /opt/cl ouderal parcel s/ ECS/ bi n

./rke2-killall.sh # usually 2 tinmes is sufficient
./rke2-uninstall.sh

rm-rf /ecs/* # assunes the default defaultDataPath and | soDat aPat h
rm-rf /var/lib/docker_server/* # deletes the auth and certs

rm-rf /etc/docker/certs.d/* # delete the ca.crt

rm-rf /docker # assunes the default defaultDataPath for docker

6. Go to the Hosts page for the ECS Cluster, select that host, and under Actions for Selected, click Begin
Maintenance (Suppress AlertsyDecommission)

Y ou use Cloudera Manager to dedicate Embedded Container Service (ECS) cluster nodes for specific workloads. Y ou
can dedicate GPU nodes for CML workloads, and NVME nodes for CDW workloads.
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Check the ECS installation requirements.

Add the new hosts to Cloudera Manager.

In Cloudera Manager, click Hosts > All Hosts, then select one or more of the new ECS hosts.

Click the Configuration tab, then use the Search box to locate the node_taint configuration property.
Select Dedicated GPU Node to dedicate the node for CML workloads, or select Dedicated NVME node to
dedicate the node for CDW workloads.

When either of these options are selected, no other workload pods will be allowed to run on the dedicated node.

| LUEF UEPIOYITIENL ITOIM ZU£3-5€P-20 UBILY |

o wDdh e

CLOUDZRA H
m Manager HOSTS COﬂﬂguraTIOﬂ
Search
\ Q node_taint @ Filters  History & Rollback
Clusters
Hosts Filters Show All Descriptions
Data Services: Restrict @ Dedicated GPU Node (6]
Diagnostics v SCOPE workloads types O Dedicated NVME Node
% node_taint
B Audits All Hosts 1 (O None
'O Undo
|~ Charts v CATEGORY

Add Host Overrides

Advanced
A1 Replication
. f Monitoring 1-10f1

{8+ Administration

Resource Management

& Data Services (T3
v STATUS

© Error 0
A Warning 0
(& Edited 1

% Non-Default 1
[0 Include Overrides 0

£ Parcels
X Running Commands
& Support

o admin
7.11.3 1 Edited Value Reason for change: ’ Modified Data Services: Restrict workloads types ‘ Save Changes(CTRL+S)

6. Click Save Changes.

7. Repeat the previous steps to add the other ECS hosts to Cloudera Manager and assign workload types.

8. Follow the ECSinstallation procedure. When you reach the Specify Hosts page in the installation wizard, the
hosts you added to Cloudera Manager appear. Select the hosts, click Continue, then proceed through the rest of the
installation wizard.

9. After theinstallation is complete, the applicable workloads will only run on the specified dedicated nodes.

Open the Cloudera Manager Admin Console.

On the Home page, click the ECS Cluster.

Click Hosts, select one or more of the ECS hosts, then click the Configuration tab.

Click the Configuration tab, then use the Search box to locate the hode_taint configuration property.

Hwbdh P

27


https://docs.cloudera.com/cdp-private-cloud-data-services/1.5.3/installation-ecs/topics/cdppvc-requirements-ecs.html
https://docs.cloudera.com/cloudera-manager/7.11.3/managing-clusters/topics/cm-add-hosts.html#pnavId5
https://docs.cloudera.com/cdp-private-cloud-data-services/1.5.3/installation-ecs/topics/cdppvc-installation-ecs-adding-a-cdp-private-cloud-data-services-cluster-and-installing-private-cloud-experiences.html

CDP Private Cloud Data Services

The Embedded Container Service (ECS)

5. Select Dedicated GPU Node to dedicate the node for CML workloads, or select Dedicated NVME node to

© o ~N

m CLOUDZRA
Manager
Search
Clusters
Hosts
Diagnostics
i Audits
|~ Charts

21 Replication

{8+ Administration

& Data Services (T3

£ Parcels

X Running Commands

& Support
o admin

7.11.3

dedicate the node for CDW workloads.
When either of these options are selected, no other workload pods will be allowed to run on the dedicated node.

Hosts Configuration

| LUEF UEPIOYITIENL ITOIM ZU£3-5€P-20 UBILY |

Advanced
Monitoring

v STATUS

© Error

A Warning

(& Edited

% Non-Default

[0 Include Overrides

Click Save Changes.

\ Q node_taint @ Filters  History & Rollback
Filters Show All Descriptions
Data Services: Restrict @ Dedicated GPU Node (6]
v SCOPE workloads types O Dedicated NVME Node
% node_taint
All Hosts 1 (O None
'O Undo
v CATEGORY
Add Host Overrides

1-10f1

1 Edited Value Reason for change: ’ Modified Data Services: Restrict workloads types

‘ Save Changes(CTRL+S)

Repeat the previous steps to assign workload types to the other ECS hosts.
On the ECS Cluster landing page, click Actions > Refresh Cluster.
After the Refresh is complete, click Actions > Rolling Restart.

Y ou use Cloudera Manager to assign Embedded Container Service (ECS) cluster hosts to a specific rack.

All hostsin an ECS cluster must have the same assigned rack name and path structure. A configuration error will
occur if the rack names do not match.
ECS cluster hosts with no specified rack name are assigned the default rack name value. The default value means
that no rack name has been specified for the ECS cluster hosts.

In Cloudera Manager, select the ECS cluster, then click Hosts.
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2. IntheHostsligt, click the top checkbox to select all of the cluster hosts.

‘ CDEP Deployment from 2023-Sep-26 08:29 Cust

CLOUDERA 152-b813

Manager

HOS‘tS Configuration Add Hosts Review Upgrade Status Inspect Hosts in Cluster Inspect Cluster Network Performance

B Clusters
‘ Q Search @ Filters Last Updated: Oct 1, 7:41:54 PMUTC &
Hosts L
Actions for Selected (3) v Columns: 11 Selected ~
Diagnostics .
Filters
Audits Status Name P Roles Tags Commission Stat
v STATUS
Charts dh-centos79-1.vpc.cloudera.com  10.65.201.209 2 Roles Commissioned
Good Health 3
Replication dh-centos79-2.vpc.cloudera.com 10.65.194.34 2 Roles Commissioned
> CLUSTERS
{8+ Administration > CORES dh-centos79-3.vpc.cloudera.com  10.65.200.38 2 Roles Commissioned
& Data Services [T > COMMISSION STATE 1-30f3

> LAST HEARTBEAT
> LOAD (1 MINUTE)

> LOAD (5 MINUTES)

> LOAD (15 MINUTES)
> MAINTENANCE MODE
> UPGRADE DOMAIN

> RACK

> SERVICE

3. Click Actionsfor Selected, then click Assign Rack.

CDEP Deployment from 2023-Sep-26 08:29 |

CLOUD=RA
Manager 152-b813
H Os‘ts Configuration Add Hosts Review Upgrade Status Inspect Hosts in Cluster Inspect Cluster Network Performance
2 Clusters
[ Q Search @ Filters Last Updated: Oct 1, 7:47:54 PMUTC &
Hosts
D = Actions for Selected (3) v Columns: 11 Selected ~ !
iagnostics FHters |
|
Audits Pl e Roles Tags Commission Stat
v STATUS Assign Upgrade Domain
Charts Good Health 3 1201.209 2 Roles Commissioned
Regenerate Keytab
Replication 119434 2Roles Commissioned
> CLUSTERS

Apply Host Template
{8 Administration > CORES 1200.38 2 Roles Commissioned

& Data Services [T > COMMISSION STATE Start Roles on Hosts 1-30f3
> LAST HEARTBEAT Stop Roles on Hosts

> LOAD (1 MINUTE)

Begin Maintenance (Suppress Alerts/Decommission)
> LOAD (5 MINUTES)

End Maintenance (Enable Alerts/Recommission)
> LOAD (15 MINUTES)

> MAINTENANCE MODE Edit Tags

> UPGRADE DOMAIN

> RACK Remove From Cluster

> SERVICE Remove From Cloudera Manager
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4. Onthe Assign Rack popup, enter arack namein the New Rack box, then click Confirm.

Assign Rack

Host

dh-centos79-[1-3].vpc.cloudera.com

New Rack

Current Rack

/default

/testcab2/rack3|

Rack names are slash-separated identifiers, like Unix paths.
For example, "/rack1" and "/cabinet3/rack4" are both valid.

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration.

Cancel

5. Cloudera Manager detects this configuration change, and displays a Stale Configuration warning. Y ou must restart
the cluster in order for the updated configuration to take effect.

{ CDEP Deployment from 2023-Sep-26 08:29

CLOUD=RA
Manager 1 52—b81 3 Actions v
Status  Health Issues  Configuration v
B Clusters
B8 Ho Status Charts & edit Layout 30m 1h 2h 6h 12h 1d 7d 30d &~
3 Diagn ECS 1.5.2 (Parcels) Cluster CPU
100
udits £ 3 Hosts
€
o DOCKER Stale Configuration: Restart g
needed
Replication {¥ECS : 07:45
Stale Configuration: Restart needed 813, Host CPU Usage Across Hosts 4.6%
{8 Administration
Tags Edit Tags

Cluster Disk 10

& Dat [ Nev |

_cldr_cm_ek8s_control_plane=6060a72c-eed1-4915-8b8c-ad0a8eca3b63

_cldr_cm_ek8s_datalake=Cluster 1

bytes / second

07:4

Total Disk Byt.. 25.6K/s = Total Disk Byte... 1.5M/s
Cluster Network 10
2 Jowe
< s
8
& 1.9w/s
8 977K
<
2
07:45
£ Par Total Bytes Rec... 3.1M/s = Total Bytes Tra... 3.7M/s

X Running Commands
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6. Click the Stale Configuration icon, then click Restart Stale Services and click through the Restart wizard.

| CDEP Deployment from 2023-Sep-26 08:29 |

CLOUD=ZRA 152-b813

Manager

Stale Configurations

2 Clusters

File: config.yaml ecs(1)  Show
Filters Clear All L. ... @8 -1,7 +1,7 ee
1 1 node-label:
2 2 - "ecs_role=master"”
v FILE 3 - - "rack=default"
le: confi ! 3 + - "rack=testcab2.rack3"
File: config.yam| 3 4 4 private-registry:
" 5 5 - "{{CMF_CONF_DIR}}/registries.yaml"
|~ Charts 6 6 de- .
v SERVICE Clear node-taint:
7 7 - "node-role.kubernetes.io/control-plane=true:NoSchedule"
! Replication 13 ECS 3
File: config.yaml ecs(1)  Show
{8 Administration «~ ROLE TYPE ... ... @ -6,6 +6,6 @@
6 6 - "kubelet-cgroups=/systemd/system.slice/cloudera-scm-supervisord.service”
& Data Services [ Ecs Agent 2 7 7 node-name:
Ecs Server 1 8 8 - "dh-centos79-2.vpc.cloudera.com"
9 9  node-label:
10 - - "rack=default”
16 + - "rack=testcab2.rack3"
n 1
File: config.yaml ecs(1)  Show

. @@ -6,6 +6,6 @@

6 6 - "kubelet-cgroups=/systemd/system.slice/cloudera-scm-supervisord.service”
7 7 node-name:
8 8 - "dh-centos79-3.vpc.cloudera.com”
9 9 node-label:
18 - - "rack=default”
10 + - "rack=testcab2.rack3”
1M

o admin

7.11.3 Restart Stale Services

7. When the Restart is complete, you can use the Assign Rack popup to confirm that the new rack name has been
applied to the ECS cluster hosts.

Assign Rack

Host Current Rack

dh-centos79-[1-3].vpc.cloudera.com /testcab2/rack3

New Rack

Rack names are slash-separated identifiers, like Unix paths.
For example, "/rack1" and "/cabinet3/rack4" are both valid

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration.

Cancel
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8. You can also use the ECS Web Ul to view cluster hose rack assignments. Select the ECS cluster, click ECS, then
click Web Ul > ECSWeb Ul . In the Web UI, select the CDP namespace, then click Nodes.

Note that in Kubernetes periods are used as separators (rather than slashes) in the rack name path. The leading
slash is also not used in Kubernetes.

kubernetes cdp v Q  Search + a e

= Cluster > Nodes

Daemon Sets

Deployments Nodes
Jetbs Pl CPU limit CPU Memory Memory Memory
Pods Name Labels Ready requests (core;r)m o capacity requests limits capacity Pods
(cores) (cores) (bytes) (bytes) (bytes)
Replica Sets beta.kubernetes.io/arch: amd
64
Replication Controllers
beta.kubernetes.io/os: linux
Stateful Sets
kubernetes.io/arch: amd64
Service 6.07 6.95 8.82Gi 29.13Gi .
@®  dhcentos79-3.vpc.cloudera.com  kybernetes.io/hostname: dh-  True (7581%)  (86.88%) 8.00 (2861%)  (94.54%) 30.81Gi 39(7.8
e centos79-3.vpc.cloudera.com
IngressiClasses kubernetes.io/os: linux
Services @ rack: testcab2.rack3
Show less
Config and Storage
beta kubernetes.io/arch: amd
64
Config Maps N
persistent Volume Claims @ beta kubernetes.io/os: linux
Secrets @ kubernetes.io/arch: amd64
7.92 7.55 13.78Gi 28.98Gi "
@ @ @®  dhcentos79-2.vpc.cloudera.com  kybernetes.io/hostname: dh-  True (99.01%)  (94.38%) 8.00 (4521%)  (95.07%) 30.48Gi  48(9.6
orage Classes centos79-2.vpc.cloudera.com
Cluster kubernetes.io/os: linux
Cluster Role Bindings rack: testcab2.rack3
Cluster Roles Show less
beta.kubernetes.io/arch: amd
Events N 64
Namespaces beta.kubernetes.io/os: linux
Network Policies N ecs_role: master
it kubernetes.io/arch: amd64
REREIE =S kubernetes.io/hostname: dh-
P centos79-1.vpc.cloudera.com
ole Bindings N
- - kubernetes.io/os: linux 7.9 11.35 11.36Gi 29.85Gi i 57
Roles @ [ ] dh-centos79-1.vpc.cloudera.com True (99.63%)  (141.88%) 8.00 (36.88%)  (96.90%) 30.81Gi (11.40°

Service Accounts N

Custom Resource Definitions

Settings

About

node-role kubernetes.io/contr
ol-plane: true

node-role.kubernetes.io/etc
: true

node-role kubernetes.io/mast
er: true

rack: testcab2.rack3

Show less

Specifying a rack name when creating a new ECS cluster

Currently the ECS installation wizard does not enable you to assign rack names when creating a new ECS cluster.
Therefore, you should first add the new set of ECS hosts to Cloudera Manager, and then assign the rack name in
Cloudera Manager. Y ou can then use the ECS installation wizard to create a new ECS cluster using these hosts.

1. Check the ECS installation requirements.
2. Add the new hoststo Cloudera Manager.
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3. In Cloudera Manager, click Hosts > All Hosts, then select the hosts you just added.

| CDEP Deployment from 2023-Sep-26 08:29 |

CLOUD=RA

Manager Home
ch A” HOStS Configuration Add Hosts Review Upgrade Status Inspect All Hosts Inspect Network Performance
Clusters
[ Q Search @ Filters Last Updated: Oct 2, 8:03:05 PMUTC &
Hosts
. Actions for Selected (3) v Columns: 11 Selected v
N\ Diagnostics .
Filters
Audits [J status Name P Roles Tags Commission Statc
v STATUS
Charts D dh-centos79-1.vpc.cloudera.com 10.65.201.209 2 Roles Commissioned
Good Health 9
21 Replication D dh-centos79-2.vpc.cloudera.com 10.65.194.34 2 Roles Commissioned
> CLUSTERS
{8 Administration > CORES O dh-centos79-3.vpe.cloudera.com 10.65.200.38 2 Roles Commissioned
& Data Services [0 > COMMISSION STATE dh-centos79t-1.vpc.cloudera.com 10.65.199.15 Commissioned
> LAST HEARTBEAT
dh-centos79t-2.vpc.cloudera.com 10.65.205.101 Commissioned
> LOAD (1 MINUTE)
dh-centos79t-3.vpc.cloudera.com 10.65.200.0 Commissioned
> LOAD (5 MINUTES)
dhoyle711318-1.dhoyle711318.root hwx.site  172.27.173.77 55 Roles Commissioned
> LOAD (15 MINUTES)
> MAINTENANCE MODE O dhoyle711318-2.dhoyle711318.root hwx.site  172.27.76.66 23 Roles Commissioned
> UPGRADE DOMAIN
O dhoyle711318-3.dhoyle711318.root.hwx.site  172.27.203.76 18 Roles Commissioned
> RACK
1-90f9
> SERVICE

4. Click Actionsfor Selected, then click Assign Rack.

| CDEP Deployment from 2023-Sep-26 08:29 | |

CLOUDZRA 152-b813

Manager

H OStS Configuration Add Hosts Review Upgrade Status Inspect Hosts in Cluster Inspect Cluster Network Performance

[ Q Search @ Filters Last Updated: Oct 1, 7:47:54 PMUTC &
Actions for Selected (3) ~ Columns: 11 Selected ~ !
Filters i
Audits Pl el Roles Tags Commission Stat |
v STATUS Assign Upgrade Domain
Charts 1201.209 2 Roles Commissioned
Good Health 3 Regenerate Keytab
Replication 1194.34  2Roles Commissioned
> CLUSTERS
Apply Host Template
{8+ Administration > CORES .200.38 2 Roles Commissioned
& Data Services [ > COMMISSION STATE Start Roles on Hosts 1-30f3
> LAST HEARTBEAT Stop Roles on Hosts

> LOAD (1 MINUTE)

Begin Maintenance (Suppress Alerts/Decommission)
> LOAD (5 MINUTES)

End Maintenance (Enable Alerts/Recommission)
> LOAD (15 MINUTES)

> MAINTENANCE MODE Edit Tags

> UPGRADE DOMAIN

> RACK Remove From Cluster

> SERVICE Remove From Cloudera Manager
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5. Onthe Assign Rack popup, enter arack name in the New Rack box, then click Confirm.

Assign Rack

Host Current Rack

dh-centos79t-[1-3].vpc.cloudera.com /default

New Rack | /testcab2/rackd]

Rack names are slash-separated identifiers, like Unix paths.
For example, "/rack1" and "/cabinet3/rack4" are both valid.

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration

6. Follow the ECS installation procedure. When you reach the Specify Hosts page in the installation wizard, the
hosts you added to Cloudera Manager appear. Select the hosts, click Continue, then proceed through the rest of the
installation wizard.

| CDEP Deployment from 2023-Sep-26 08:29

[lo]] SLoup=ra Add Private Cloud Containerized Cluster

Manager

° Getting Started

Specify Hosts
Cluster Basics
Currently Managed Hosts (3/3 Selected) ~ New Hosts

Specify Hosts
These hosts do not belong to any clusters. Select some to form your cluster.

4 Assign Roles

Hostname (FQDN) 1 IP Address Rack Version Cores
5 Configure Docker Repository dh-centos79t-1.vpc.cloudera.com 10.65.199.15 /testcab2/rack4 None 8
dh-centos79t-2.vpc.cloudera.com 10.65.205.101 /testcab2/rack4 None 8
6 Configure Data Services dh-centos79t-3.vpc.cloudera.com 10.65.200.0 /testcab2/rack4 None 8
1-30f3

7 Configure Databases

©

Install Parcels

©

Inspect Cluster

10 Install Data Services

Summary

i Parcels

X Running Commands
& Support
6 admin
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7. After theingtallation is complete, you can use the Assign Rack popup or the ECS Web Ul to view the rack
assignments for the ECS cluster hosts.

Assign Rack

Host Current Rack

dh-centos79t-[1-3].vpc.cloudera.com /testcab2/rack4

Rack names are slash-separated identifiers, like Unix paths.
For example, "/rack1" and "/cabinet3/rack4" are both valid

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration

Cancel Confirm
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cdp v

kubernetes

Q. Search

+

a O

= Cluster > Nodes

Daemon Sets

Deployments Nodes =
Jobs CPU CPU limits CPU Memory Memory Memory
Name Labels Ready requests (cores) capacity  requests limits capacity  Pods
Pods (cores) (cores) (bytes) (bytes) (bytes)
Replica Sets lgita.kubernetes.lo/arch: amd
Replication Controllers beta.kubernetes.io/os: linux
SlaleilisEts kubernetes.io/arch: amd64
Service dh-centos79t- T 7.44 5.10 26.18Gi  21.64Gi )
® ; vpc.cloudera.com centos79tavpoclouderaco ¢ (93.03%) (63.75%) °0° (@588%) (70.00%) S04861  49(080%)
Ingresses N m
Ingress Classes kubernetes.io/os: linux
Services N rack: testcab2.rack4
Show less
Config and Storage
beta.kubernetes.io/arch: amd
Config Maps N &
Persistent Volume Claims @ beta.kubernetes.io/os: linux
Secrets @ kubernetes.io/arch: amd64
dh-centos79t- T . 7.62 8.35 10.48Gi  36.83Gi .52
Storage Classes ® 3. pc.cloudera.com centos79t3vpoclouderaco ¢ (95.26%)  (104.38%) °0° (34.40%) (120.83%) S048C1  (10.40%)
m
Cluster
kubernetes.io/os: linux
Cluster Role Bindings
g rack: testcab2.rack4
Cluster Roles Show less
Events @ beta.kubernetes.io/arch: amd
64
Namespaces
- beta.kubernetes.io/os: linux
work Policies N
Nod ecs_role: master
odes
EOEE Vs kubernetes.io/arch: amd64
e kubernetes.io/hostname: dh-
Role Bindings N centos79t-1.vpc.cloudera.co
m
Roles N . .
dh-centos79t- 6.40 9.40 8.91Gi 25.66Gi .
® . \pc.cloudera.com kubernetes.io/os: linux e (7904%) (117.50%) 890 (2893%) (83.30%) 308161 47(9.40%)

Service Accounts N

node-role.kubernetes.io/contr

Custom Resource Definitions ol-plane: true
node-role.kubernetes.io/etc
d: true

Settings node-role.kubernetes.io/mast
er: true

About

rack: testcab2.rack4

Adding a host to an ECS cluster with a previously specified rack name

When you add a host directly to an ECS cluster, thereis no way to specify arack name for the new host, so it will
be assigned the default rack name. A configuration error will occur if you try to add a new host directly to an ECS
cluster with a previously specified rack name, since the default rack name of the new host does not match the rack
name previously assigned to the other cluster hosts.

Therefore, you should first add the new ECS host to Cloudera Manager, and then use Cloudera Manager to assign the
same rack name as the other ECS cluster hosts to the new host. Y ou can then add the new host to the ECS cluster.

1. Check the ECSinstallation requirements.
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2. Add the new hoststo Cloudera Manager. Y ou can also access the Add Hosts wizard by clicking Hosts in the ECS
cluster, and then clicking Add Hosts. Select Add hosts to Cloudera Manager.

| CDEP Deployment from 2023-Sep-26 08:29 |

ATz Add Hosts

The Add Hosts Wizard allows you to install the Cloudera Manager Agent on new hosts. You can either keep the
new hosts available to be added to a cluster in the future, or you can add new hosts to an existing cluster

@ Add hosts to Cloudera Manager
You can use these hosts later to create new clusters or expand existing clusters.

(O Add hosts to Cluster

152-b813t v

tf Parcels
X Running Commands
& Support

o admin

3. In Cloudera Manager, click Hosts, then select the host you just added.

I CDEP Deployment from 2023-Sep-26 08:29

CLOUD=RA

Manager Home
Search AH Hos‘ts Configuration Add Hosts Review Upgrade Status Inspect All Hosts Inspect Network Performance
Clusters
» [ Q Search @ Filters Last Updated: Oct 3, 6:16:28 PMUTC &
osts
B Actions for Selected (1) v Columns: 11 Selected +
: Filters
Audits [J status Name P Roles Tags Commission State
v STATUS
(m} dh-centos79-1.vpc.cloudera.com 10.65.201.209 2 Roles Commissioned
Good Health 10
[:] dh-centos79-2.vpc.cloudera.com 10.65.194.34 2 Roles Commissioned
> CLUSTERS
{8y Administration s CORES (] dh-centos79-3.vpc.cloudera.com 10.65.200.38 2 Roles Commissioned
& Data Services [0 > COMMISSION STATE dh-centos79a-1.vpc.cloudera.com 10.65.192.56 Commissioned
> LAST HEARTBEAT
[:] dh-centos79t-1.vpc.cloudera.com 10.65.199.15 2 Roles Commissioned
> LOAD (1 MINUTE)
O dh-centos79t-2.vpc.cloudera.com 10.65.205.101 2 Roles Commissioned
> LOAD (5 MINUTES)
> LOAD (15 MINUTES) [:] dh-centos79t-3.vpc.cloudera.com 10.65.200.0 2 Roles Commissioned
> MAINTENANCE MODE O dhoyle711318-1.dhoyle711318.root hwx.site  172.27.173.77 55 Roles Commissioned
> UPGRADE DOMAIN .
D dhoyle711318-2.dhoyle711318.root.hwx.site  172.27.76.66 23 Roles Commissioned
> RACK
O dhoyle711318-3.dhoyle711318.root.hwx.site  172.27.203.76 18 Roles Commissioned
> SERVICE
1-100f 10
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4. Click Actionsfor Selected, then click Assign Rack.

CDEP Deployment from 2023-Sep-26 08:29

CLOUDZERA
Manager Home
A” HOStS Configuration Add Hosts Review Upgrade Status Inspect All Hosts Inspect Network Performance
=
=
[ Q Search ] @ Filters Last Updated: Oct 3, 6:21:58 PMUTC
Actions for Selected (1) ~ Columns: 11 Selected ~
Filters
Assign Rack P Roles Tags Commission State
v STATUS Assign Upgrade Domain
10.65.201.209 2 Roles Commissioned
Good Health 10 Regenerate Keytab
Replication 10.65.194.34 2 Roles Commissioned
> CLUSTERS
Apply Host Template
{6y Administration > CORES 10.65.200.38 2 Roles Commissioned
& Dal [New ] > COMMISSION STATE | Start Roles on Hosts 10.65.192.56 e
> LAST HEARTBEAT Stop Roles on Hosts
10.65.199.15 2 Roles Commissioned
> LOAD (1 MINUTE)
Begin Maintenance (Suppress Alerts/Decommission) 10.65.205.101 2 Roles Commissioned
> LOAD (5 MINUTES)
5 LOAD (15 MINUTES) End Maintenance (Enable Alerts/Recommission) 10.65.200.0 2 Roles Commissioned
> MAINTENANCE MODE Edit Tags 172.27.173.77 55 Roles Commissioned
> UPGRADE DOMAIN
172.27.76.66 23 Roles Commissioned
> RACK Remove From Cluster
s SERVICE Remove From Cloudera Manager 172.27.203.76 18 Roles Commissioned
1-100f 10

5. Onthe Assign Rack popup, enter the same rack name assigned to the other ECS cluster hosts in the New Rack
box, then click Confirm.

Assign Rack

Host Current Rack

dh-centos79a-1.vpc.cloudera.com /default

New Rack /testcab2/rack3

Rack names are slash-separated identifiers, like Unix paths.
For example, "/rack1" and "/cabinet3/rack4" are both valid.

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration.
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6. Inthe ECS cluster, click Hosts, then click Add Hosts. Select Add hosts to Cluster, then click Continue.

| CDEP Deployment from 2023-Sep-26 08:29 |

che Add Hosts

The Add Hosts Wizard allows you to install the Cloudera Manager Agent on new hosts. You can either keep the new hosts
available to be added to a cluster in the future, or you can add new hosts to an existing cluster

(O Add hosts to Cloudera Manager
You can use these hosts later to create new clusters or expand existing clusters.

(® Add hosts to Cluster

152-b813 v

£ Parcels

X Running Comm
& Support

o admin
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7. On the Specify Hosts page, select the new host, then click through the rest of the Add Hosts wizard.

CLOUD=RA
Manager

£ Parcels
X Running Commands
& Support

o admin

| _coepp from 2023-Sep-26 08:29 |
Add Hosts
@ Specify Hosts
Specify Hosts
2 |Install Parcels
Currently Managed Hosts (1/1 Selected) ~ New Hosts

3 Inspect Hosts

These hosts do not belong to any clusters. Select some to form your cluster.

4 Select Host Template
Hostname (FQDN) 1

5 Deploy Client Config dh-centos79a-1.vpc.cloudera.com 10.65.1

Cancel

IP Address Rack Version Cores

92.56 /testcab2/rack3 None 8

1-10f1

8. After the Add Host wizard is completed, the new host appears on the ECS cluster Hosts page.

CLOUD=RA
Manager

Search

sters
Hosts
Diagnosti
Audits
Charts
Replication

{8 Administration

& Data Servic

08:29 |

| coepp from 2023-Sep-26
152-b813
HOS‘tS Configuration Add Hosts Review Upgrade Status
| Q search ©Filters
Actions for Selected (1) v
Filters
[ status Name
v STATUS
600d Health . O dh-centos79-1.vpc.cloudera.com
(] dh-centos79-2.vpe.cloudera.com
> CLUSTERS
> CORES O dh-centos79-3.vpe.cloudera.com
> COMMISSION STATE dh-centos79a-1.vpc.cloudera.com

> LAST HEARTBEAT

> LOAD (1 MINUTE)

> LOAD (5 MINUTES)

> LOAD (15 MINUTES)
> MAINTENANCE MODE
> UPGRADE DOMAIN

> RACK

> SERVICE

Inspect Hosts in Cluster Inspect Cluster Network Performance

Last Updated: Oct 3, 6:56:46 PM UTC

Columns: 11 Selected ~

P Roles Tags Commission State LastH

10.65.201.209 2 Roles Commissioned

10.65.194.34  2Roles Commissioned
10.65.200.38 2 Roles Commissioned
10.65.192.56 Commissioned

1-40f4
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9. You can use the Assign Rack popup to view the rack assignments for the ECS cluster hosts and confirm that the
rack name for the new host matches the rack name of the other cluster hosts.

Assign Rack X

Host Current Rack

dh-centos79-[1-3].vpc.cloudera.com; dh-centos79a- /testcab2/rack3

1.vpc.cloudera.com

Rack names are slash-separated identifiers, like Unix paths
For example, "/rack1" and "/cabinet3/rack4" are both valid.

Changing the rack configuration might result in a transient
state of mis-replicated blocks in HDFS until the old blocks
are correctly placed using this new rack configuration.

Cancel

ECS unified time zone

Y ou can synchronize the Embedded Container Service (ECS) cluster time zone with the Cloudera Manager Base time
zone.

In CDP Private Cloud Data Services versions earlier than 1.5.2, containers running on an ECS Kubernetes cluster did
not inherit the time zone settings from the Cloudera Manager Base host. In most cases, Kubernetes containers use
Coordinated Universal Time (UTC) by default.

In Private Cloud Data Services 1.5.2 and higher versions, you can unify the time zone in the ECS cluster with the
Cloudera Manager Base time zone. All workload podsin the ECS cluster run under the Cloudera Manager time zone,
and workload logs on the ECS cluster are correlated with the Cloudera Manager Base logs. Timestamp-related SQL
queries are also correlated.

« Unified time zoneis enabled by default for new CDP Private Cloud Data Services 1.5.2+ installs.
*  When upgrading from earlier versions of CDP Private Cloud Data Services to 1.5.2+, unified time zoneis
disabled by default to avoid affecting timestamp-sensitive logic.

Y ou can enable or disable unified time zone using the following script in the ECS parce:
bash /opt/cl ouder a/ par cel s/ ECS/ k8t z- webhook/ conf i gur e- k8t z- webhook. sh -h

This script modifies the k8tz webhook settings.
Syntax:

configure-k8tz-webhook.sh [-i|-h]

Options:

* i —This option enables the unified time zone feature

« No options— To disable the unified time zone feature, run the configure-k8tz-webhook.sh script without any
options.

» Usethe-hflagto print Help information

To complete the process of enabling the unified time zone feature:
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» Restart the workload pods where you want the Cloudera Manager Server timezone to be applied.
-OR-
» Initiate an ECS cluster rolling restart. Thiswill inject the time zone information into all workload pods.

When the unified time zone feature is disabled, all running pods are not affected. To apply the new disabled setting so
they run with the default UTC time zone, a pod restart or arolling restart is required.

The RKE Kubernetes, Vault, and ECS webhook certificate expiration times are set to one year by default. To avoid
certificate expiration errors, you may want to extend the expiration times.

Ij Note:
This topic only appliesto internal certificates within ECS. It does not apply to the ingress controller
certificate.
» These steps describe how to adjust the expiration time of internal cluster certificatesin an existing ECS cluster.

« For anew cluster, if the nodes have been added to Cloudera Manager before creating the ECS cluster, you can edit
the cluster_signing_duration configuration property in Cloudera Manager before creating the ECS cluster.

1. In Cloudera Manager, select the ECS cluster, then click ECS.
2. Click the Configuration tab, then use the Search box to locate the cluster_signing_duration configuration property.
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3.

No o s

Thethe cluster_signing_duration configuration property sets the expiration time for the RKE Kubernetes, Vault,
and ECS webhook certificates, and is set to 1 year (365 days) by default. In the example below, the certificate
expiration has been reset to 5 years (1825 days):

CDEP Deployment from 2024-Feb-13 10:50

CLOUDZRA
M Manager 163-b278
{3 ECS  Actions~ Feb 13,9:17 PM UTC
Clusters
Status  Instances  Configuration =~ Commands  Charts Library ~ Audits ~ Web Ul v Quick Links +
Hosts
TA Diagnostics Q cluster_signing_duration @ Filters Role Groups  History & Rollback
[ Audits
Filters Show All Descriptions
Charts e .
Cluster Signing Duration ECS (Service-Wide) 'O Undo 6]
A1 Replication v SCOPE @ cluster_signing_duration 1825
ECS (Service-Wide) 1
@} Administration s Agent 0 1-10f1
Ecs Server
PR EIERIVIE] New |
v CATEGORY

Security

v STATUS
© Error
" A Warning 0
£ Parcels (@ Edited 1

% Non-Default 1

X Running Commands [ Include Overrides

& Support

o admin

7.11.3 1 Edited Value Reason for change: { Modified Cluster Signing Duration ‘ Save Changes(CTRL+S)

Click Save Changes.

On the ECS Cluster landing page, click Actions > Refresh Cluster.

After the Refresh is complete, click Actions > Rolling Restart.

After the restart is complete, the certificate expiration timeis reset to the new value. Y ou can aso use the CLI to
verify the new certificate expiration setting:

[root @host-1 ~]# cat /proc/ 47803/ environ

CDH PI G HOVE=/ usr/1i b/ pi gLD LI BRARY_PATH=: / opt/ cl ouder a/ cm agent /| i bCMF
_AGENT_ARGS=CDH_KAFKA HOVE=/ usr/ | i b/ kaf ka

CONF_DI R=/ var/ run/ cl ouder a- scm agent / process/ 1546342871- ecs- ECS_SERVERCDH _
PARQUET _HOME=/usr /| i b/ par quet

PARCELS ROOT=/ opt / cl ouder a/ par cel sPARCEL DI RNAMES=ECS- 1. 5. 2- b866- ecs-1.5. 2
-b866. p0. 46395126LANG=en_US. UTF- 8

CDH_HADOCP_BI N=/ usr / bi n/ hadoopCDH_KMs_HOVE=/ usr/ | i b/ hadoop- kns CGROUP_GROUP
_CPU=CMF_PACKAGE_DI R=/ opt / cl ouder a/ cm agent/ servi ce

ORACLE_HOME=/ usr/ shar e/ oracl e/ i nst ant cl i ent MGMI_HOVE=/ opt / cl ouder a/ cm NV
OCATI ON_| D=04c94a229a2b4684a95f 8ec63783c81e

JSVC HOMVE=/ usr/|i bexec/ bi gt op-util sCDH | MPALA HOVE=/ usr /| i b/i npal akKrRB5_ C
ONFI G=/ et ¢/ kr b5. conf

CDH_YARN HOVE=/ usr /| i b/ hadoop- yar nCLOUDERA POSTGRESQ._JDBC JAR=/opt/cl o
udera/cm |i b/ postgresql-42.5.1.jar

CDH SOLR HOME=/usr/1i b/ sol rH VE_DEFAULT XM.=/ et c/ hi ve/ conf. di st/ hi ve-defa
ul t. xn

CLOUDERA ORACLE_CONNECTOR JAR=/usr/share/javal oracl e-connector-java.jarC
GROUP_GROUP_BLKI O=syst em sl i ce/ cl ouder a- scm agent . servi ce
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CCGROUP_ROOT_BLKI O=/ sys/ f s/ cgr oup/ bl ki oCGROUP_ROOT_CPU=/ sys/ f s/ cgroup/ cpu, c
puacct KEYTRUSTEE_KP_HOVE=/ usr/ shar e/ keyt r ust ee- keypr ovi der

CLOUDERA MYSQL_CONNECTOR JAR=/ usr/share/javal nysql - connector-java. j ar CVF_
SERVER ROOT=/ opt / cl ouder a/ cm
CCROUP_ROOT_CPUACCT=/ sys/ f s/ cgr oup/ cpu, cpuacct COH_FLUME_HOMVE=/ usr/1i b/ f

| une- ng

CATTLE_NEW S| GNED_CERT_EXPI RATI ON_DAYS=1825

<sni p! >

[root @host-1 ~]# openssl x509 -in /var/lib/rancher/rke2/ agent/serving-kubel e
t.crt -noout -text
Certificate:
Dat a:
Version: 3 (0x2)
Serial Number: 4005696761303552502 (0x379717f b376e51f 6)
Signature Al gorithm ecdsa-w th-SHA256
| ssuer: CN = rke2-server-ca@697759349
Validity
Not Before: QOct 19 23:49: 09 2023 GMI
Not After : Qct 17 23:49:10 2028 GV
Subj ect: CN = host-1.rke-1019. kcl oud. cl oudera. com
Subj ect Public Key Info:
Public Key Al gorithm id-ecPublicKey
Publ i c- Key: (256 bit)
pub:
04:92:81: 74: b8: f b: aa: 6¢: ¢5: 9a: 40: 2c: 5f: 91: 60:
35:16: 9a: d5: 41: b2: bf: d8: 29: f 4: ed: 68: ed: cd: 3d:
87: 0e: 59: db: 27: 26: ¢5: d8: a7: 79: c7: 23: 8f: Ob: 71
c2:f5:d4: 36: fe: 97: a9: b5: 62: ee: 9d: 9b: 6d: ed: 25:
60: f d: 26: 3a: 08
ASN1 O D: prinme256vl
Nl ST CURVE: P-256
X509v3 ext ensi ons:
X509v3 Key Usage: critica
Digital Signature, Key Enci phernent
X509v3 Ext ended Key Usage:
TLS Web Server Authentication
X509v3 Authority Key ldentifier:
keyi d: 26: 8F: 9F: Al: 04: CE: 2D: 04: 3A: 03: 11: 87: 9D: DF: 5A: B7: 5C. 0
6:72: 32
X509v3 Subj ect Alternative Nane:
DNS: host - 1. rke-1019. kcl oud. cl oudera. com DNS: | ocal host, |IP
Address: 127.0.0.1, | P Address: 10.17.130. 15
Signature Al gorithm ecdsa-w th-SHA256
30: 46: 02: 21: 00: fc: 5c: 89: ab: 99: a6: 79: 33: a9: 28: da: a8: 47:
52:cf:1f:43:13: 8c: 06: 2e: 23: 67: 4c: b4: b0: d6: €3: f 9: b6: ad:
50: 02: 21: 00: c7: 64: aa: 86: 97: 5a: f3: 12: 7e: 3f: a2: f 1: ab: 93:
17: 6¢: 3a: 37: 34: 01: ef : ba: 7f: 08: 85: 70: 2c: c9: 40: e0: 30: f5

1. In Cloudera Manager, select the ECS cluster, then click ECS.
2. Click the Configuration tab, then use the Search box to locate the cluster_signing_duration configuration property.
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3. Thethe cluster_signing_duration configuration property sets the expiration time for the RKE Kubernetes, Vault,
and ECS webhook certificates, and is set to 1 year (365 days) by default. In the example below, the certificate
expiration has been reset to 5 years (1825 days):

CDEP Deployment from 2024-Feb-13 10:50

CLOUDZRA
M Manager 163-b278
{3 ECS  Actions~ Feb 13,9:17 PM UTC
Clusters
Status  Instances  Configuration =~ Commands  Charts Library ~ Audits ~ Web Ul v Quick Links +
Hosts -
IA Diagnostics Q cluster_signing_duration @ Filters Role Groups  History & Rollback
o Audits
Filters Show All Descriptions
Charts .
Cluster Signing Duration ECS (Service-Wide) 'O Undo 6]
Replication v SCOPE # cluster_signing_duration 1825

ECS (Service-Wide) 1
cs Agent 0 1-10f1

@} Administration

Server 0

PR EIERIVIE] New |
v CATEGORY

Main 1
Advanced

Monitoring

Performanc

Ports an

Resource M

Security 0

v STATUS

© Error 0
" A Warning 0
£ Parcels (& Edited 1

% Non-Default 1
X Running Commands © Include Overrides 0
& Support
o admin
7.11.3 1 Edited Value Reason for change: { Modified Cluster Signing Duration ‘ Save Changes(CTRL+S)

Click Save Changes.

Contact Cloudera support and ask them to provide you with a copy of the rotate-vault-cert.sh file.
Copy the rotate-vault-cert.sh file to the ECS master host. Set JAVA_HOME if needed.

Run the following command:

Jrotate-vault-cert.sh APP_DOMAIN
8. Unseal Vaullt.
9. Restart all of the pods in the CDP namespace.

10. If you are using a default self-signed ingress controller certificate, update the ingress controller certificate (follow
the steps in the script output).
11. You can use the CLI to verify the new certificate expiration setting:

No o s

r oot 49076 48970 2 16:49 ? 00: 00: 10 kube-control | er- mana
ger

--fl ex-vol ume- pl ugi n-di r=/var/|i b/ kubel et/ vol unepl ugi ns --term nat ed- pod-
gc-t hreshol d=1000 --permit-port-sharing=true

--al |l ocat e-node-cidrs=true --authentication-kubeconfig=/var/lib/rancher/
rke2/server/cred/controller. kubeconfig

--aut hori zati on- kubeconfi g=/var/lib/rancher/rke2/server/cred/ controller
kubeconfi g --bind-address=127.0.0.1

--cluster-cidr=10.42.0.0/16 --cluster-signing-durati on=43800h
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<sni p! >

[root @ost-1 ~]# openssl x509 -in vault.pem -noout -text
Certificate:
Dat a:
Version: 3 (0x2)
Serial Nunber:
db: b7:a7:c3: 79: 86: 4c: 54: e8: 97: 49: bf: 99: 3d: df : a9
Signature Al gorithm ecdsa-w th-SHA256
| ssuer: CN = rke2-server-ca@697759349
Validity
Not Before: Oct 19 23:46:38 2023 GJI
Not After : Oct 17 23:46:38 2028 GMI
Subj ect: O = system nodes, CN = "system node: vaul t. vaul t-system svc

Subj ect Public Key Info:
Public Key Algorithm rsaEncryption
RSA Publ i c-Key: (2048 bit)
Modul us:
00: 94: 93: 2e: 9d: 5c: 01: 5a: 95: 46: b2: 9d: aa: 23: c4:
4e: 0f :92:07: 7e: Oe: 3a: 21: 7d: ef : 95: €8: 09: d3: 88:
38: ac: e9: 9f: c2: 36: 37: 04: 56: 43: 87: 3a: 6f: 34: 08:

be: 23
Exponent : 65537 (0x10001)
X509v3 ext ensi ons:
X509v3 Key Usage: critical
Digital Signature, Key Enci phernent
X509v3 Ext ended Key Usage:
TLS Web Server Authentication
X509v3 Basic Constraints: critical
CA: FALSE
X509v3 Authority Key ldentifier:

keyi d: 26: 8F: 9F: Al: 04: CE: 2D: 04: 3A: 03: 11: 87: 9D: DF: 5A: B7: 5C. 0

6:72:32
X509v3 Subj ect Alternative Nane:

DNS: vaul t, DNS:vault.vault-system DNS:vault.vault-system
svc, DNS:vault.vault-system svc.cluster.local, DNS:vault.|ocal host.| ocal dona
in, DNS:*.apps. host-1.rke-1019. kcl oud. cl oudera.com |P Address: 127.0.0.1

Si gnature Al gorithm ecdsa-w th-SHA256
30: 46: 02: 21: 00: d9: 5e: 38: fc: 31: 9b: ba: eb: fc: 7d: c2: 8f : b3:
54: 5e: 28: f 0: 8f: 00: eb: 36: 65: 9f: d3: 70: ae: a2: 79: 77: ee: b5:
f7:02:21:00: f4:e8: 6f:c9: bd: bb: 92: 9d: 63: 81: 69: 55: 67: 8b:
8a:f3:a4:5d: cl:67: 66:b0: 40: ff: 22: a6: c3: 6f: 4f : 8e: b2: 8e

1. In Cloudera Manager, select the ECS cluster, then click ECS.
2. Click the Configuration tab, then use the Search box to locate the cluster_signing_duration configuration property.
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3. Thethe cluster_signing_duration configuration property sets the expiration time for the RKE Kubernetes, Vault,
and ECS webhook certificates, and is set to 1 year (365 days) by default. In the example below, the certificate
expiration has been reset to 5 years (1825 days):

CDEP Deployment from 2024-Feb-13 10:50

CLOUDZRA
M Manager 163-b278
{3 ECS  Actions~ Feb 13,9:17 PM UTC
Clusters
Status  Instances  Configuration =~ Commands  Charts Library ~ Audits ~ Web Ul v Quick Links +
Hosts -
IA Diagnostics Q cluster_signing_duration @ Filters Role Groups  History & Rollback
o Audits
Filters Show All Descriptions
Charts .
Cluster Signing Duration ECS (Service-Wide) 'O Undo 6]
Replication v SCOPE # cluster_signing_duration 1825

ECS (Service-Wide) 1
cs Agent 0 1-10f1

@} Administration

Server 0

PR EIERIVIE] New |
v CATEGORY

Main 1
Advanced

Monitoring

Performanc

Ports an

Resource M

Security 0

v STATUS
© Error 0
" A Warning 0
£ Parcels ( Edited 1
% Non-Default 1
X Running Commands [0 Include Overrides 0

& Support

o admin

7.11.3 1 Edited Value Reason for change: { Modified Cluster Signing Duration ‘ Save Changes(CTRL+S)

Click Save Changes.

Contact Cloudera support and ask them to provide you with a copy of the rotate-webhook-cert.sh file.
Copy the rotate-webhook-cert.sh file to the ECS master host.

Run the following command:

Jrotate-webhook-cert.sh  APP_DOMAIN

8. Check for any pods in the Pending state whose status shows that they cannot tolerate the node-role.kubernetes.io/
control-plane toleration. Restart those pods.

9. You can usethe CLI to verify the new certificate expiration setting:

No o s

r oot 49076 48970 2 16:49 ? 00: 00: 10 kube-control |l er-nmana
ger

--fl ex-vol ume- pl ugi n-di r=/var/|i b/ kubel et/ vol unepl ugi ns --term nat ed- pod-
gc-threshol d=1000 --pernit-port-sharing=true

--al |l ocat e-node-cidrs=true --authentication-kubeconfig=/var/lib/rancher/

rke2/ server/cred/ controller. kubeconfig

--aut hori zati on- kubeconfig=/var/lib/rancher/rke2/server/cred/ controller.

kubeconfi g --bind-address=127.0.0.1

--cluster-cidr=10.42.0.0/16 --cl uster-signing-durati on=43800h

<sni p! >

[root @host-1 ~]# openssl x509 -in ecs-tol erations-webhook-cert.pem -noout -t
ext
Certificate:
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Dat a:
Version: 3 (0x2)
Serial Nunber:
ab: 31: 94: f 4: 84: bb: 3b: a2: a4: 63: 8d: ec: de: b5: 37: 53
Signature Al gorithm ecdsa-w th-SHA256
| ssuer: CN = rke2-server-ca@e697759349
Validity
Not Before: Oct 19 23:45:48 2023 GVTI
Not After : QOct 17 23:45:48 2028 GVTI
Subj ect: O = system nodes, CN = "system node: ecs-tol erati ons-webhook
. ecs- webhooks. svc; "
Subj ect Public Key Info:
Public Key Al gorithm rsaEncryption
RSA Public-Key: (2048 bit)
Modul us:
00: cc: 12: el: 54: b8: aa: 42: 94: aa: 11: a5: f 7: 35: Oe:
Oc: de: 76: 5b: d5: c6: cl1: 34: Ob: b8: b7: 2b: 15: 08: 1d:
02: 44: 0f : 2e: el: 17: dc: 73: 6a: e4: 6¢: df : 5b: ac: 43:
97:2e:34:73:f7:¢c9:6f:cf:c2:a8:52: 79: bl: 89: ea:
51: 22: el:41: b8: 6a: ba: fd: 22: a2: bf : a2: 46: a4: 8e:
f5:¢c6:2d: 05: c3: ab: 1d: 6b: 60: da: €8: 40: ab: el: el
5a: 55: 0e: 94: 2d: 91: dd: 71: d1: €9: aa: 27: 5d: e6: fc:
ea: 5f: ea: c6: 8e:52: 71: 27: ce: ¢c2: a7: 1b: 10: ca: db
db: 27: ¢8: 46: 6d: 14: d1: dO: b3: f5: ab: 74: a9: 63: 8b
71:83: 31: eb: ad: 87: 1b: 3b: 8d: ff: ce: dO: 7f: d1: 1b

Y ou can configure one Embedded Container Service (ECS) cluster to work with multiple CDP Private Cloud Base
clusters managed by separate instances of Cloudera Manager. In order to do this you must first create a combined
truststore .pem file that contains the ECS Control Plane truststore .pem file appended with the certificate files of each
of the CDP Private Cloud Base clusters.

Use the following steps to configure one ECS cluster to work with multiple CDP Private Cloud Base clusters:

1. Append the ECS Control Plane truststore .pem file with the certificate files from the additional CDP Private Cloud
Base clusters.

2. Register an ECS environment with each of the additional CDP Private Cloud Base clusters.
3. Create data services within each environment.

1. Onthe ECS Control Plane, run the following kubectl command to get the contents of the configmap:

kubect| get configmap cdp-private-installer-truststore -n cdp -o yam >
cdp-private-installer-truststore. yanl

2. Copy thetruststorePEM content, decode it, and storeit in afile. For example:

echo LSOt LS1CRUJJTi BDRVJUSUZJQOFURSOt LSOt Ck 1J SURhak NDQWJ QONRRGEi Nnhnkod
QR1I 6QUSCZ2t xa& pRz! 3MEJ BUXNGQURCVK 1Rc 3d DUV
| EVI FRROV3S| YKVXpFTE1Ba0dBMWVFQOF3QLEWRXhDek FKQTdOVk JBY01BbESETVEWION3WI
RWUVFLREFSRFRFUN NNUXd3Q2dZRApWIVFVREFOQLRGS
XhFek FSQrOvkJ BTULDaVW9 1 YUhk NExuTnBKk R1V3SGhj Tk 1gTXhNVEV3TVRRVELqUXdXaGNOC
k 1qUXhNVEEL TVRRVE1LqUXd Xak FWNVJ Nd O VRWRWIVFE
REFvcUxt aDNI Qz V6 YVhSbELJ SUJvak FOQmdr cWar alUc KOXcwQk FRRUZBQUIDQVK 4QULI SUJ p
Z0t DQVI FQS9I ZkJt K051 QTdWUTF1MD5qK3ZoRGFRVOp
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JcUhFbVex OFl pYgpBQUdI Y vYi 9YYnYOaTRI NUB1MXV3Sj J1cWwakt UMBABU3I 0UGDY SOp
1RE9V VXM eWhJcOXuK3VOW Mz d292Ck Nx SKS5ERCWHRT3

N2RUVI TU5ZZ3JONEXMe| hl bHZHTXI 4aGL6bVFI SEhHTkZhcl dENVKwd1l aMvVI aG00a0pUUT
UKTFhozmlJVj JI TUJi eE4y SVB2WU1TV1AvYnpdekF3a

k500HQvVUhhaFRTeW j Ukt EW t sMaxoeG Oc Hpzdnmx it Qo4e XNCVTBBQR2 M/ bWh2b GNWE0xy N
VWRSTRadVNFb2ZRK1QyaEpl TEZNQON4bFJvcWN5aFo0

Qrt | ZmzwaUhl OGIHCBkd2t SaHRRMWVFJcFFx Skl CLyt COANZbkFj Y1 BFaH Xekhl1Td gakl 5
VTZOYWZ3SnpoTGLSVpt RnpWAz NvZngKanJ4V1Bt Vyt

FSDJZODRWK3RpOVdl ZESLQNOKNz U4bzZaSmIsc3ZBRVBNVYt BVma2cl FMTTFPZXNLUTNt czc
X MAvp VWOENCH FBW/EQOUGd payt hOGL YV3FWZKkVZN2F1V3

N1Ynl wikl yeFl i WHBHd21WIWkr Sj d YRURHOEpIN2hFNz RqCkRhM JaeWN5 YXd Sc GF3SXV2V1
kwW@& oSkt OOTNBZ01CQUFFdORRWUpLb1pJaHZj TkFRR

Ux CUUFEZ2dFQk FDc Tc KSDUSR2I nKy 9i UVB3enhmnF6d1hXMDOmIr3MLUj NnUOhGe DRS1BXV
I N5Tj EwaWbCondxej d4R2dYVnBpRDAVWNAP QRGVXZFRZ

M dHN2wW3ZHBj ek 1FS2pt N25X0Up3RWI5S3dy RndWRWWOOWEZN] VW UnhqTz A3Y09VanZYaEwy
dkx1Cnk1leHRYZI JyZXl Pal NmZDVxcnl KVI BoMDBHHON

UWTVI My 9wK25s aW UUMNK Y29k FTUOVhbnhaVDJoc 1B2V3kKS@PVKVGSmLr TnVXRHIhS2Y
ySI FxRnR4aGs OMFI vUVA L VUpKUTgz UW x ZHBMNWCAE

91 WKRVNEX mQWW/3 YO RuRwp FWUQY YVpI bl gwlU2c x RTRORS9NaUNFN2R6Zz YATVVPeWBV1pCel
JuMHBEZ1Vt anpTOUNNndi 9GQ240M VOhR5C s5anY1W

i t 3TVNkd1VZL2VUdEE9SC 0t LSOt RUSEI ENFU RIRk| DQVRFLSOt LSOKLSO0t LS1CRUdJJTi BDR
VJUSUZJ QOFURSOt LSOt Ck1JSURI ek NDQALPZOF3SUJB

Z0l VQWRi dE11@BJycVRWI Uz RzhPakZRUWS YNGY4dORRWUpLb1pJaHzZj Tk FRRUWKQ FBd1dU
RUx NQW HQTFVRUJ 0 TUNW/k 14@BpBSkJInTI ZCQNNQA

Ok 1Rc3dDUVI EVI FRSERBSI RRek VOTUFz Rup BWVFQd 3RVEWe EVVak VNTUFv ROEx VUVDA 3d
EUW 4U01STXdFUVI EMl FRRERBb3FMbWz ZUMLenFYUm

XNG@ RYCKRUSXpNVEVATURFek 1UT Xp OV YRFRI MULURXd PVEV6 TVRNe k 5Wh 3d XVEVMT UFr RO
ExVUVCaE1DVI ZNeEN6 QUoKQTdOVkJBZ01Ba05CTVFzd

ONRWURWUVFI REFKVFF6 RUS NQXNHQT FVRUNNd O VRVHh FVW\ FTULBb0dBMVFQ@BA3RApRa3hTT
VINdOVRWRWUVFEREFvcUxt aDNI QzV6YVhSbE1JSUJJ

ak FOQmdr cWhr alUc5dz BCQVFFRKFBTONBUThBCk 1J SUJ DZ0t DQVFFQXcz QXBYeXg4dkx XSVZq
Sl pLZzNpb29XcGdt N ZwN2gxWCt RAUVVZOQOVEC 3dkZ

20GNUckkKdzl aZz1VpcWLzUTVIRI ZxRk51 cEFpSFBt eUxscDl 1d1RhTEt hdmBl Z2pXUOp1K2d
waUdi MHJi R1hkMBI t YkwsRwp2Snil pNnt PZ\VW Se HpQbk

N5SVVEa3NmU3kzdE5pW NRRFRubmhUWk9Zc 2t mbDdZK1VYaVJVS2NBNEXkWIBWSTVJI CnpnRl
ROcWsgMD04SnJ6d0dJd1NoKOZNdHRy WFQEWFI 5bz VpL

OM2cWHhOL1JIWbEX3QTB6ZVI YSDhkNj | 2Ykw4T1EKenREeXZI cnpt RXZj S3F1bGo4NULCSTZwe
VRGH21QEp5WMI x SOcWN2ULWDNOQZi Vzk2QXd YT1BT

SFd0Q pndwpyeTVFbz Rx\WRIM&Zmyl FCS3ZI VEl zYTd3TOxnmRz AvK3J3SURBUUFCb3pzd09U
QUX CZO5WSFE4 RUJ BTUNCREF3 Ck V3WURWL] Bs QkF3dON

nWJI Ld1l CQ FVSEF3RXdGUVI EM | Wk JBNHAESUI LS2k 1b2Qz Z3V) MnwWY RBTkJna3EKaG
pRz| 3MEJ BUXNGQUFPQOFRRUFt KzFZU g5M2k1QLFPQ

FI WZ2Y2MLOWMh2Y3SnJxcGNaNONCaGI XMzc4Zgo3RTNpTj hBY1BNQOdvZI | TeWFr bl QxM
kwdDNi VXht STFSdXdEUXNDU3ULM1 hYnhl VUhr OFBEQ

j KBNTRXL3Rt Ckh4MXpVROVURkZaZHdkb0dDivk14Ui 9WHU9IWbExza2hEc0ZJZnmpazC81lcl Vr L
1QvMUxUaC8z MEXBbGhPVz Nt ek 8KZFIWANCOL R2Qy W23

SFNz BFRTFKk4WGZQVDA3WHgr TmVUY09v TEQy ¢ XYV YWLKkIVhY1dI Vt dXpONz Er Zj R3bXVWbwpa
Z1Ji YK9OSkMrdzVzV3M/WRaODd 1MLINUVEXd2gv ckl

YMK1QVENTMGLSeHIkSXI peGWkant6ZTYx WrRUUnk 5Ck 9NQ2 RniZ Ep GNFE1L Rnd mODdWBWh YZXd
PenmdQVnFJVGVNVWLY cy 9HROpOUTO09Ci Ot LSOt RUSEI E

NFUl RIRKI DQVRFLSOt LSO= | base64 -d > cdp-private-installer-truststore. pem

3. Obtain the truststore .pem file from the first additional Cloudera Manager host from /var/lib/cloudera-scm-agent/
agent-cert/cm-auto-global _cacerts.pem or /opt/cloudera/l CM CA /trust-store/cm-auto-global _cacerts.pem and copy
the contents.

4. Append the cdp-private-installer-truststore.pem file created previously with the contents of the Cloudera
Manager .pem file.

5. Repeat the previous two steps for all additional Cloudera Manager hosts you would like to register environments
with.
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6. Log in to the ECS cluster Management Console and click Administration > CA Certificates. Select Datalake in the
CA Certificate Type drop-down, click Choose File, then select the appended cdp-private-installer-truststore.pem
file and click Upload. Click Save to save your changes.

Y ou can aso use the following CLI commands to upload the cdp-private-installer-truststore.pem file and update
the global truststore with the encoded certificate file content:

cat cdp-private-installer-truststore. pem| base64
cdp environnments --set-environnent-setting --settings truststorePEM=<base6
4 encoded CM cert> --no-verify-tls

1. Logintothe ECS cluster Management Console and Register an environment for the first additional Base cluster
using the applicable Cloudera Manager URL and credentials.

2. Repest the previous step for the rest of the additional Base clusters.

Refer to the following topics to create the data services of your choicein each environment:

¢ Adding a Cloudera Data Engineering service
» Activate ECS environments (CDW)
* Provision an ML Workspace
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https://docs.cloudera.com/management-console/1.5.3/private-cloud-environments/topics/mc-private-cloud-environment-register-ui.html
https://docs.cloudera.com/data-engineering/1.5.3/enable-data-engineering/topics/cde-private-cloud-add-cde-service.html
https://docs.cloudera.com/data-warehouse/1.5.3/private-cloud-getting-started/topics/dw-private-cloud-activate-ecs-environments.html
https://docs.cloudera.com/machine-learning/1.5.3/workspaces-privatecloud/topics/ml-pvc-provision-ml-workspace.html
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