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Use the following stepsto install the latest Cloudera Data Science Workbench 1.10.1 using RPM packages.

RPM installations are deprecated and only applicable for HDP. Please choose a different installation method for CDH
6 and CDP.

Before you begin installing Cloudera Data Science Workbench, make sure you have completed the steps to secure
your hosts, set up DNS subdomains, and configure block devices.

Note: Y ou should configure your system journa so that the message file does not grow unchecked. For
example, the following sets the maximum size of /var/log/message to 500MB and older log files will be kept
until the sum of all message files' sizes exceed 4GB.

cat /etc/systend/journal d.conf |grep System
Syst emvaxUse=4G
Syst emvaxFi | eSi ze=500M

For information on performing these prerequisite tasks, see: Required Pre-Installation Steps

Note: For proof-of-concept deployments, you can deploy a 1-host cluster with just a Master host. The
Master host can run user workloads just as aworker host can when required for demonstration purposes. For
production deployments, you must have a reserved, dedicated master host and separate worker host(s).

Cloudera Data Science Workbench hosts must be added to your CDH cluster as gateway hosts, with gateway roles
properly configured.

E Note: RPM installations are deprecated and not recommended for CDH 6.

To configure gateway hosts:

1. If you have not already done so and plan to use PySpark, install either the Anaconda parcel or Python (versions
2.7.11 and 3.6.1) on your CDH cluster.
2. Configure Apache Spark on your gateway hosts.
a) (Required CDH 6) To be ableto use Spark 2, each user must have their own /home directory in HDFS. If you
signin to Huefirst, these directories will automatically be created for you. Alternatively, you can have cluster
administrators create these directories.

hdfs dfs -nkdir /user/<usernanme>
hdf s dfs -chown <usernane>: <user nane> / user/ <user nane>

If you are using CDS 2.3 release 2 (or higher), review the associated known issues here: CDS Powered By
Apache Spark.



https://docs.cloudera.com/cdsw/1.10.0/installation/topics/cdsw-required-pre-installation-steps.html
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3. Use Cloudera Manager to create add gateway hosts to your CDH cluster.

a) Create anew host template that includes gateway roles for HDFS, YARN, and Spark 2.
(Required for CDH 6) If you want to run workloads on dataframe-based tables, such as tables from PySpark,
sparklyr, SparkSQL, or Scala, you must also add the Hive gateway role to the template.

b) Usetheinstructions at Adding a Host to the Cluster to add gateway hosts to the cluster. Apply the template
created in the previous step to these gateway hosts. If your cluster is kerberized, confirm that the krb5.conf file
on your gateway hostsis correct.

. Test Spark 2 integration on the gateway hosts.
a) SSH to agateway host.

b) If your cluster is kerberized, run kinit to authenticate to the CDH cluster’s Kerberos Key Distribution Center.
The Kerberos ticket you create is not visible to Cloudera Data Science Workbench users.

¢) Submit atest job to Spark by executing the following command:
CDH 6

spark-submit --class org.apache. spark. exanpl es. SparkPi --master yarn \
--depl oy-npde client SPARK HOVWE/ | i b/ spar k- exanpl es*.jar 100

To view a sample command, click

spark-submt --class org.apache. spark. exanpl es. SparkPi --master yarn \
--depl oy-node client /opt/clouderalparcel s/ CDH |i b/ spark/exanpl es/jars/
spar k- exanpl es*.jar 100

d) View the status of the job in the CLI output or in the Spark web Ul to confirm that the host you want to use for
the Cloudera Data Science Workbench master functions properly as a Spark gateway.
To view sample CLI output, click

19/ 02/ 15 09: 37: 39 | NFO spar k. Spar kCont ext: Running Spark version 2.4.0-c
dh6.1.0

19/ 02/ 15 09: 37: 39 | NFO spar k. Spar kCont ext: Submnitted application: Spark
Pi

19/ 02/ 15 09:37:40 INFO util.Utils: Successfully started service 'spar
kDriver' on port 37050.

19/ 02/ 15 09: 38: 06 | NFO schedul er. DAGSchedul er: Job 0 finished: reduce at
Spar kPi . scal a: 38, took 18.659033 s

Use the following stepsto install Cloudera Data Science Workbench on the master host.

IE Note: The airgapped clusters and non-airgapped clusters use different files for installation.

Note: To download Cloudera Data Science Workbench, you must have an active subscription agreement
B aong with the required authentication credentials (namely, the username and password). The authentication
credentials are provided in an email sent to the customer account from Clouderawhen anew licenseisissued.

If you do not have the authentication credentials, contact your account representative to receive the same.

Y ou can download the CDSW version 1.10.0 using the URL s listed in Download and Install the Cloudera
Data Science Workbench.
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1. Non-airgapped Installation - Download the Cloudera Data Science Workbench repo file (cloudera-cdsw.repo)
from the following location:

https://usernanme: passwor d@r chi ve. cl ouder a. conf p/ cdswl/ 1. 10. 0/ r edhat 7/ yun!
cl ouder a- cdsw. r epo

Airgapped installation - For airgapped installations, download the Cloudera Data Science Workbench RPM file
from the following location:

htt ps://usernane: passwor d@r chi ve. cl oudera. com p/ cdswl/ 1. 10. 0/ r edhat 7/ yum
RPVS/ x86_64/

Note: Make sure all Cloudera Data Science Workbench hosts (master and worker) are running the same
E version of Cloudera Data Science Workbench.

2. Skip this step for airgapped installations. Add the Cloudera Public GPG repository key. This key verifies that you
are downloading genuine packages.

sudo rpm --inport https://usernane: passwor d@r chi ve. cl oudera. com p/ cdswl
/1.10. 0/ redhat 7/ yumi RPM GPG- KEY- cl ouder a

3. Non-airgapped Installation - Install the latest RPM with the following command:
sudo yuminstall cloudera-data-science-workbench

Airgapped Installation - Copy the RPM downloaded in the previous step to the appropriate gateway host. Then,
use the complete filename to install the package. For example:

sudo yum install cloudera-data-science-workbench-1.10.0.12345.rpm

For guidance on any warnings displayed during the installation process, see Understanding Installation Warnings.

4. Edit the configuration file at /etc/cdsw/config/cdsw.conf. The following table lists the configuration properties that
can be configured in cdsw.conf.

Required Configuration

DOMAIN Wildcard DNS domain configured to point to the master host.

If the wildcard DNS entries are configured as cdsw.<your_domain>.com and *.cd
sw.<your_domain>.com, then DOMAIN should be set to cdsw.<your_domain>.com. Users
browsers should then contact the Cloudera Data Science Workbench web application at http://c
dsw.<your_domain>.com.

Thisdomain for DNS and is unrelated to Kerberos or LDAP domains.

MASTER_IP IPv4 address for the master host that is reachable from the worker hosts.

Within an AWS VPC, MASTER_IP should be set to theinternal | P address of the master host; for
instance, if your hostname is ip-10-251-50-12.ec2.internal, set MASTER_I P to the corresponding IP
address, 10.251.50.12.

DISTRO The Hadoop distribution installed on the cluster. Set this property to HDP.

DOCKER_BLOCK_DEVICES | Block device(s) for Docker images (space separated if there are multiple).
Usethe full path to specify the image(s), for instance, /dev/xvde.



https://docs.cloudera.com/cdsw/1.10.0/troubleshooting/topics/cdsw-understanding-installation-warnings.html
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Properties Description

JAVA_HOME Path where Javaisinstalled on the Cloudera Data Science Workbench hosts.

This path must match the JAVA_HOME environment variable that is configured for your HDP cluster.
Y ou can find the value in hadoop-env.sh on any node in the HDP cluster.

Note that Spark 2.3 requires JDK 1.8. For more details on the specific versions of Oracle
JDK recommended for HDP clusters, see the Hortonworks Support Matrix - https:/
supportmatrix.cloudera.con.

Optional Configuration

APPLICATION_BLOCK_DE (Master Host Only) Configure a block device for application state.

VICE If this property isleft blank, the filesystem mounted at /var/liblcdsw on the master host will be used to
store all user data. For production deployments, Cloudera strongly recommends you use this option with
adedicated SSD block device for the /var/lib/cdsw mount.

(Not recommended) If set, Cloudera Data Science Workbench will format the provided block device as
ext4, mount it to /var/lib/cdsw, and store all user dataon it. This option has only been provided for proof-
of-concept setups, and Cloudera is not responsible for any dataloss.

Use the full path to specify the mount point, for instance, /dev/xvdf.

RESERVE_MASTER Set this property to true to reserve the master host for Cloudera Data Science Workbench's internal
components and services, such as Livelog, the PostgreSQL database, and so on. User workloads will
now run exclusively on worker hosts, while the master is reserved for internal application services.

This feature only applies to deployments with more than one Cloudera Data Science Workbench host.
Enabling this feature on single-host deployments will leave Cloudera Data Science Workbench incapable
of scheduling any workloads.

DISTRO_DIR Path where the Hadoop distribution is installed on the Cloudera Data Science Workbench hosts. For
HDP clusters, the default location of the packagesis /usr/hdp. Specify this property only if you are using
anon-default location.

ANACONDA_DIR Path where Anacondais installed. Set this property only if you are using Anaconda for package
management.

By default, the Anaconda package is installed at: /home/<your-username>/anaconda<2 or 3>
Refer to the Anaconda FAQs for more details.

If you choose to start using Anaconda anytime post-installation, you must set this property and then
restart Cloudera Data Science Workbench to have this change take effect.

TLS ENABLE Enable and enforce HTTPS (TLS/SSL) for web access.
Set to true to enable and enforce HTTPS access to the web application.

Y ou can also set this property to true to enable external TL S termination. For more detailson TLS
termination, see Enabling TLS/SSL for Cloudera Data Science Workbench.

TLS CERT Certificate and private key for internal TLS termination.

TLS KEY Setting TLS _CERT and TLS_KEY will enableinternal TLS termination. You must also set TLS ENAB
LE to true above to enable and enforce internal termination. Set these only if you are not terminating
TLS externaly.

Make sure you specify the full path to the certificate and key files, which must bein PEM format.

For details on certificate requirements and enabling TLS termination, see Enabling TLS/SSL for
Cloudera Data Science Workbench.
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Properties Description

HTTP_PROXY If your deployment is behind an HTTP or HTTPS proxy, set the respective HTTP_PROXY or HTTP
HTTPS PROXY S PROXY property in /etc/cdsw/config/cdsw.conf to the hostname of the proxy you are using.

HTTP_PROXY="<htt p: // pr oxy_host >: <pr oxy- port >"
HTTPS_ PROXY="<htt p: // pr oxy_host >: <pr oxy_port >"

If you are using an intermediate proxy, such as Cntlm, to handle NTLM authentication, add the Cntlm
proxy address to the HTTP_PROXY or HTTPS_PROXY fieldsin cdsw.conf.

HTTP_PROXY="http:/ /| ocal host: 3128"
HTTPS_PROXY="http://| ocal host: 3128"

If the proxy server uses TL S encryption to handle connection requests, you will need to add the proxy's
root CA certificate to your host's store of trusted certificates. Thisis because proxy serverstypicaly sign
their server certificate with their own root certificate. Therefore, any connection attempts will fail until
the Cloudera Data Science Workbench host trusts the proxy's root CA certificate. If you do not have
access to your proxy's root certificate, contact your Network / 1T administrator.

To enable trust, copy the proxy's root certificate to the trusted CA certificate store (ca-trust) on the
Cloudera Data Science Workbench host.

cp /tnp/ <proxy-root-certificate>. crt /etc/pki/ca-tru
st/ source/ anchor s/

Use the following command to rebuild the trusted certificate store.

updat e-ca-trust extract

ALL_PROXY If aSOCKS proxy isin use, set to socks5://<host>:<port>/.



http://cntlm.sourceforge.net/
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NO_PROXY

NVIDIA_GPU_ENABLE

NVIDIA_LIBRARY_PATH

Commea-separated list of hostnames that should be skipped from the proxy.

Starting with version 1.4, if you have defined a proxy in the HTTP_PROXY (S) or ALL_PROXY
properties, Cloudera Data Science Workbench automatically appends the following list of |P addresses
tothe NO_PROXY configuration. Note that thisis the minimum required configuration for thisfield.

Thislist includes 127.0.0.1, localhost, and any private Docker registries and HTTP services inside the
firewall that Cloudera Data Science Workbench users might want to access from the engines.

"127.0.0.1, 1 ocal host, 100. 66. 0. 1, 100. 66. 0. 2, 100. 66. 0. 3,
100. 66. 0. 4, 100. 66. 0. 5, 100. 66. 0. 6, 100. 66. 0. 7, 100. 66. 0.

8, 100. 66. 0. 9,

100. 66. 0. 10, 100. 66. 0. 11, 100. 66. 0. 12, 100. 66. 0. 13, 100. 66
. 0. 14,

100. 66. 0. 15, 100. 66. 0. 16, 100. 66. 0. 17, 100. 66. 0. 18, 100. 6
6.0.19,

100. 66. 0. 20, 100. 66. 0. 21, 100. 66. 0. 22, 100. 66. 0. 23, 100.
66. 0. 24,

100. 66. 0. 25, 100. 66. 0. 26, 100. 66. 0. 27, 100. 66. 0. 28, 100
.66.0. 29,

100. 66. 0. 30, 100. 66. 0. 31, 100. 66. 0. 32, 100. 66. 0. 33, 100. 66
. 0. 34,

100. 66. 0. 35, 100. 66. 0. 36, 100. 66. 0. 37, 100. 66. 0. 38, 100. 6
6. 0. 39,

100. 66. 0. 40, 100. 66. 0. 41, 100. 66. 0. 42, 100. 66. 0. 43, 100.
66. 0. 44,

100. 66. 0. 45, 100. 66. 0. 46, 100. 66. 0. 47, 100. 66. 0. 48, 100
.66. 0. 49,

100. 66. 0. 50, 100. 77. 0. 10, 100. 77. 0. 128, 100. 77. 0. 129, 100.
77.0.130,

100. 77. 0. 131, 100. 77. 0. 132, 100. 77. 0. 133, 100. 77. 0. 134, 10
0.77.0. 135,

100. 77. 0. 136, 100. 77. 0. 137, 100. 77. 0. 138, 100. 77. 0. 139"

Set this property to true to enable GPU support for Cloudera Data Science Workbench workloads. When
this property is enabled on a host is equipped with GPU hardware, the GPU(s) will be available for use
by Cloudera Data Science Workbench hosts.

If this property is set to true on a host that does not have GPU support, there will be no effect. By default,
this property is set to false.

For detailed instructions on how to enable GPU-based workloads on Cloudera Data Science Workbench,
see Using NVIDIA GPUsfor Cloudera Data Science Workbench Projects.

Complete path to the NVIDIA driver libraries.

5. Initialize and start Cloudera Data Science Workbench.

cdsw start

The application will take a few minutes to bootstrap. Y ou can watch the status of application installation and
startup with watch cdsw status.

Cloudera Data Science Workbench supports adding and removing additional worker hosts at any time. Worker hosts
allow you to transparently scale the number of concurrent workloads users can run.
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Worker hosts are not required for a fully-functional Cloudera Data Science Workbench deployment. For proof-of-
concept deployments, you can deploy a 1-host cluster with just a Master host. The Master host can run user workloads
just as aworker host can.

Use the following steps to add worker hosts to Cloudera Data Science Workbench. Note that airgapped clusters and
non-airgapped clusters use different files for installation.

Note: To download Cloudera Data Science Workbench, you must have an active subscription agreement
E aong with the required authentication credentials (namely, the username and password). The authentication
credentials are provided in an email sent to the customer account from Clouderawhen anew licenseisissued.

If you do not have the authentication credentials, contact your account representative to receive the same.
Y ou can download the CDSW version 1.8 or later using one of the following methods:

¢ Log in to the Cloudera Downloads web page and download the required files
« Usethe URLslisted in this section and provide the login information as provided with your Cloudera
subscription.

1. Non-airgapped Installation - Download the Cloudera Data Science Workbench repo file (cloudera-cdsw.repo)
from the following location:

htt ps://archive. cl oudera. com p/ cdswl/ 1. 8. 0/ redhat 7/ yuni cl ouder a- cdsw. r epo

Airgapped installation - For airgapped installations, download the Cloudera Data Science Workbench RPM file
from the following location:

htt ps://archive. cl oudera. com p/ cdswl/ 1. 8. 0/ redhat 7/ yum RPVS/ x86_64/

Note: Make sure all Cloudera Data Science Workbench hosts (master and worker) are running the same
B version of Cloudera Data Science Workbench.

2. Skip this step for airgapped installations. Add the Cloudera Public GPG repository key. This key verifies that you
are downloading genuine packages.

sudo rpm --inport https://archive. cl oudera.com p/cdswl/ 1. 8.0/ redhat 7/ yum
RPM GPG KEY- cl ouder a

3. Non-airgapped Installation - Install the latest RPM with the following command:
sudo yuminstall cloudera-data-science-workbench

Airgapped Installation - Copy the RPM downloaded in the previous step to the appropriate gateway host. Then,
use the complete filename to install the package. For example:

sudo yuminstall cloudera-data-science-workbench-1.8.0.12345.rpm

For guidance on any warnings displayed during the installation process, see Understanding Installation Warnings.
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4. Copy cdsw.conf file from the master host:

scp root @cdsw mast er - host nane. your _donmai n. con®: / et ¢/ cdsw/ confi g/ cdsw. co
nf /etc/cdsw config/cdsw. conf

After initialization, the cdsw.conf file includes a generated bootstrap token that allows worker hosts to securely
join the cluster. Y ou can get this token by copying the configuration file from master and ensuring it has 600
permissions.

If your hosts have heterogeneous block device configurations, modify the Docker block device settingsin the
worker host configuration file after you copy it. Worker hosts do not need application block devices, which store
the project files and database state, and this configuration option is ignored.

5. Create/var/lib/cdsw on the worker host. This directory must exist on all worker hosts. Without it, the next step
that registers the worker host with the master will fail.

Unlike the master host, the /var/lib/cdsw directory on worker hosts does not need to be mounted to an Application
Block Device. It isonly used to store client configuration for HDP services on workers.

6. On the worker host, run the following command to add the host to the cluster:
cdsw join

This causes the worker hosts to register themselves with the Cloudera Data Science Workbench master host and
increase the available pool of resources for workloads.

7. Return to the master host and verify the host is registered with this command:

cdsw st at us

After your installation is complete, set up the initial administrator account.
Go to the Cloudera Data Science Workbench web application at http://cdsw.<your_domain>.com.

Y ou must access Cloudera Data Science Workbench from the Cloudera Data Science Workbench Domain configured
when setting up the service, and not the hostname of the master host. Visiting the hostname of the master host will
resultin a404 error.

The first account that you create becomes the site administrator. Y ou may now use this account to create a new
project and start using the workbench to run data science workloads. For a brief example, see Getting Started with the
Cloudera Data Science Workbench.

As asite administrator, you can invite new users, monitor resource utilization, secure the deployment, and upload a
license key for the product.

Depending on the size of your deployment, you might also want to customize how Cloudera Data Science Workbench
schedules workloads on your gateway hosts. For more details on these tasks, see:

o Site Administration
e Customize Workload Scheduling
e Security

Y ou can also start using the product by configuring your personal account and creating a new project. For a quickstart
that walks you through creating and running a simple template project, see Getting Started with Cloudera Data
Science Workbench. For more details on collaborating with teams, working on projects, and sharing results, see the
Managing Cloudera Data Science Workbench Users.
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