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Editors

In addition to the built-in Cloudera Data Science Workbench editor, you can configure Cloudera Data Science
Workbench to work with third-party, browser-based IDEs such as Jupyter and also certain local IDEs that run on your
machine, such as PyCharm and VS Code.

Note:  ML Runtimes do not support third-party editors.

In the Cloudera Data Science Workbench documentation, browser-based IDEs such as Jupyter and RStudio are
referred to as browser IDEs, whereas IDEs such as PyCharm and VS Codethat run on your local machine outside the
browser are referred to as local IDEs.

You can use the browser or local IDE of your choice to edit and run code interactively. When you bring your own
editor, you still get many of the benefits of Cloudera Data Science Workbench behind an editor interface you are
familiar with:

• Dependency management that lets you share code with confidence
• CDH client configurations
• Automatic Kerberos authentication through Cloudera Data Science Workbench
• Reuse code in other Cloudera Data Science Workbench features such as experiments and jobs
• Collaboration features such as teams
• Compliance with IT rules for where compute, data, and/or code must reside. For example, compute occurs within

the Cloudera Data Science Workbench deployment, not the local machine. Browser IDEs run within a Cloudera
Data Science Workbench session and follow all the same compliance rules. Local IDEs, on the other hand, can
bring data or code to a user's machine. Therefore, Site Administrators can opt to disable local IDEs to balance user
productivity with compliance concerns.

Note that you can only edit and run code interactively with the IDEs. Tasks such as creating a project or deploying a
model require the Cloudera Data Science Workbench web UI and cannot be completed through an editor.

The configuration for an IDE depends on which type of editor you want to use:
Workbench editor

The Workbench editor is the built-in editor for Cloudera Data Science Workbench. No additional
configuration is required to use it. When you launch a session, select the Workbench editor.

Third-party, browser-based IDEs

Browser IDEs are editors such as Jupyter or RStudio. When you use a browser IDE, it runs within
a session and allows you to edit and run code interactively. Changes that you make in the editor
are propagated to the Cloudera Data Science Workbench project. Base Engine Image v8 ships
with Jupyter preconfigured as a browser IDE. You can select it when you start a session or add a
different browser IDE.

Keep the following in mind when using browser IDEs:

• Engine Version Requirements

• Browser-based IDEs that are configured using custom engines require Base Engine Image v8
or higher.

• Browser-based IDEs that are configured directly within individual projects do not require a
specific engine image. However, Cloudera recommends you use the latest engine image.

• When you are finished using a browser IDE, you must exit the IDE properly, including saving
your work if necessary. Do not just stop the Cloudera Data Science Workbench session. Doing
so will cause you to lose your session state.

• Depending on the behavior of the browser IDE, multiple users within a project may overwrite
each other's state.
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• Logs for browser IDEs are available on the Logs tab of the session window. This includes
information that the IDE may generate, such as error messages, in addition to any Cloudera Data
Science Workbench logs.

Local IDE Editors on your machine that can use SSH-based remote editing

These editors, referred to as Local IDEs in the documentation, are editors such as PyCharm that
run on your local machine. They connect to the Cloudera Data Science Workbench with an SSH
endpoint and allow you to edit and run code interactively. You must manually configure some sort
of file sync and ignore list between your local machine and Cloudera Data Science Workbench. You
can use functionality within the local IDE, such as PyCharm's sync, or external tools that can sync
via the SSH endpoint, such as mutagen.

Keep the following in mind before setting up local IDEs:

• Local IDEs do not require a specific engine image, but Cloudera recommends you use the latest
engine image.

• Site Administrators should work with IT to determine the data access policies for your
organization. For example, your data policy may not allow users to sync certain files to
their machines from Cloudera Data Science Workbench. Verify that users understand the
requirements and adhere to them when configuring their file sync behavior.

• Users should ensure that the IDEs they want to use support SSH. For example, VS Code
supports "remote development over SSH," and PyCharm supports using a "remote interpreter
over SSH."

For more information, see AWS Account Requirements.

Configure a Browser IDE as an Editor
When you use a browser IDE, changes that you make in the editor are propagated to the Cloudera Data Science
Workbench project. For example, if you create a new .py file or modify an existing one with the third-party editor, the
changes are propagated to Cloudera Data Science Workbench. When you run the code from the notebook, execution
is pushed from the notebook to Cloudera Data Science Workbench.

Base Engine Image v8 (and later) comes preconfigured with Jupyter. Jupyter can be selected in place of the built-in
Workbench editor when you launch a session, and no additional configuration is required.

Note:  If you create a customized engine image by extending the CDSW base image, Jupyter Notebook
will still be installed on this customized engine image. However, CDSW will not automatically list Jupyter
Notebook in the dropdown list of editors on the Start A New Session page in projects that are configured to
use this customized engine image. You must configure the custom engine image to use Jupyter Notebook. For
details, see Configure Jupyter Notebook in a Customized Engine Image.

You can configure additional IDEs to be available from the dropdown. You have two configuration options:

• Project Level: You can configure an editor at the project level so that any session launched within that project can
use the editor configured. Other projects across the deployment will not be able to use any editors configured in
such a manner. For steps, see Configure a Browser IDE at the Project Level..

• Engine Level: You can create a custom engine configured with the editor so that any project across the
deployment that uses this custom engine can also use the editor configured. This might be the only option in case
of certain browser IDEs (such as RStudio) that require root permission to install and therefore cannot be directly
installed within the project. For steps, see Configure a Browser IDE at the Engine Level..

Cloudera recommends you first test the browser IDE you intend to install in a session before you install it to the
project or build a custom engine with it. For steps, see Test a Browser IDE in a Session Before Installation..
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Test a Browser IDE in a Session Before Installation
This process can be used to ensure that a browser IDE works as expected before you install it to a project or to a
customized engine image. This process is not meant for browser IDEs that require root permission to install, such as
RStudio.

About this task
These steps are only required if you want to use an editor that does not come pre-installed as part of the default engine
image. Perform the following steps to configure an editor for your session:

Procedure

1. Ensure that your browser accepts pop-up windows and cookies from Cloudera Data Science Workbench web UI.

2. Open the Cloudera Data Science Workbench web UI.

3. Go to your project and launch a session with the kernel of your choice and the Workbench editor. Alternatively,
open an existing session.

4. In the interactive command prompt or terminal for the session, install the editor you want to use. See the
documentation for your editor for specific instructions.

For example:

Jupyter Lab

Python 2

The following example command installs Jupyter Lab for Python 2:

!pip install jupyterlab

Python 3

The following example command installs Jupyter Lab for Python 3:

!pip3 install jupyterlab

5. After the installation completes, enter the command to start the server for the notebook on the port specified in the
CDSW_APP_PORT environment variable on IP address 127.0.0.1.

For example, the following command starts the server for Jupyter Lab on the port specified in the CDSW_APP
_PORT environment variable:

!/home/cdsw/.local/bin/jupyter-lab --no-browser --ip=127.0.0.1 --port=${
CDSW_APP_PORT} --NotebookApp.token= --NotebookApp.allow_remote_access=True
 --log-level=ERROR

6. Click on the grid icon in the top right.
You should see the editor in the drop-down menu. If you select the editor, it opens in a new browser tab.

Configure a Browser IDE at the Project Level
Perform the following steps to configure an editor at the project level.

Before you begin

Note:  The following steps are only required if you want to use an editor that does not come pre-installed as
part of the default engine image that Cloudera Data Science Workbench ships with.

About this task

Perform the following steps to configure an editor at the project level:
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Procedure

1. (Recommended) Test a Browser IDE in a Session Before Installation.

2. Install the IDE of your choice to the project. For information about how to install additional packages to a project,
see AWS Account Requirements.

3. Open the Cloudera Data Science Workbench web UI.

4. Go to the project you want to configure an editor for.

5. Go to  Settings Editors  and click New Editor.

6. Complete the fields:

• Name: Provide a name for the editor. This is the name that appears in the dropdown menu for Editors when
you start a new session.

• Command: Enter the command to start the server for the editor on the Cloudera Data Science Workbench
public port specified in the CDSW_APP_PORT environment variable (default 8081).

For example, the following command starts Jupyter Lab on the port specified by the CDSW_APP_PORT
environment variable:

/home/cdsw/.local/bin/jupyter-lab --no-browser --ip=127.0.0.1 --port=${C
DSW_APP_PORT} --NotebookApp.token= --NotebookApp.allow_remote_access=Tru
e --log-level=ERROR

This is the same command you used to start the IDE to test it in a session.

7. Save the changes.
When a user starts a new session, the editor you added is available in the list of editors. Browsers must be
configured to accept cookies and allow pop-up windows from the Cloudera Data Science Workbench web UI.

Configure a Browser IDE at the Legacy Engine Level
You can make a browser IDE available to any project within a Cloudera Data Science Workbench deployment by
creating a customized legacy engine image, installing the editor to it, and then whitelisting the custom image for
projects as needed. Additionally, browser IDEs that require root permission to install, such as RStudio, can only be
used as part of a customized legacy engine image.

Before you begin

Note:  The following steps are only required if you want to use an editor that does not come pre-installed as
part of the default engine image that Cloudera Data Science Workbench ships with.

About this task

When a user launches a session, they can select the customized legacy engine with the editors available. The
following steps describe how to build a customized legacy engine image for RStudio:

Procedure

1. Create a Dockerfile for the new custom image. Note that the base engine image uses Ubuntu.

The following sample Dockerfile is for RStudio:

FROM docker.repository.cloudera.com/cdsw/engine:10

WORKDIR /tmp

#Delete the Cloudera repository that is inaccessible because of the paywal
l

RUN rm /etc/apt/sources.list.d/*
#The RUN commands that install an editor
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#For example: RUN apt-get install myeditor

RUN apt-get update && \
  apt-get install -y --no-install-recommends \
    libapparmor1 \
    libclang-dev \
    lsb-release \
    psmisc \
    sudo && \
  apt-get clean && \
  apt-get autoremove && \
  rm -rf /var/lib/apt/lists/*

RUN wget --quiet https://download2.rstudio.org/server/bionic/amd64/rstudio
-server-1.2.5033-amd64.deb && \
    dpkg -i rstudio-server-1.2.5033-amd64.deb && \
    rm rstudio-server-1.2.5033-amd64.deb
COPY rserver.conf /etc/rstudio/rserver.conf

COPY rstudio-cdsw /usr/local/bin/rstudio-cdsw
RUN chmod 777 /usr/local/bin/rstudio-cdsw

2. Create rserver.conf:

# Must match CDSW_APP_PORT
www-port=8090
server-app-armor-enabled=0
server-daemonize=0
www-address=127.0.0.1
auth-none=1
auth-validate-users=0

Make sure that the www-port property matches the port set in the CDSW_APP_PORT environment variable
(default 8090).

3. Create rstudio-cdsw:

#!/bin/bash
# This saves RStudio's user runtime information to /tmp, which ensures 
several
# RStudio sessions can run in the same project simultaneously
mkdir -p /tmp/rstudio/sessions/active
mkdir -p /home/cdsw/.rstudio/sessions
if [ -d /home/cdsw/.rstudio/sessions/active ]; then rm -rf /home/cdsw/.rst
udio/sessions/active; fi
ln -s /tmp/rstudio/sessions/active /home/cdsw/.rstudio/sessions/active
# This ensures RStudio picks up the environment. This may not be necess
ary if
# you are installing RStudio Professional. See
# https://docs.rstudio.com/ide/server-pro/r-sessions.html#customizing-sess
ion-launches.
# SPARK_DIST_CLASSPATH is treated as a special case to workaround a bug in
 R
# with very long environment variables.
env | grep -v ^SPARK_DIST_CLASSPATH >> /usr/local/lib/R/etc/Renviron.site
echo "Sys.setenv(\"SPARK_DIST_CLASSPATH\"=\"${SPARK_DIST_CLASSPATH}\")"
 >> /usr/local/lib/R/etc/Rprofile.site

# Now start RStudio
/usr/sbin/rstudio-server start
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4. Build the Dockerfile:

docker build -t <image-name>:<tag> . -f Dockerfile

If you want to build your image on a Cloudera Data Science Workbench gateway host, you must add the --networ
k=host option to the build command:

docker build --network=host -t <image-name>:<tag> . -f Dockerfile

5. Distribute the image:

• Push the image to a public registry such as DockerHub.

For instructions, refer the Docker documentation: docker push.
• Push the image to your company's Docker registry.

When using this method, make sure to tag your image with the following schema:

docker tag <image-name> <company-registry>/<user-name>/<image-name>:
<tag>

Once the image has been tagged properly, use the following command to push the image:

docker push <company-registry>/<user-name>/<image-name>:<tag>

• Distribute the image manually:

a. Save the docker image as a tarball on the host where it was built

docker image save -o ./<new_customized_engine>.tar <image-name>

b. Distribute the image to all the Cloudera Data Science Workbench gateway hosts.

scp ./<new_customized_engine>.tar root@<cdsw.your_company.com>:/tmp/

c. Load the image on all the Cloudera Data Science Workbench gateway hosts.

docker load --input /tmp/./<new_customized_engine>.tar

d. To verify that the image was successfully distributed and loaded, run:

docker images

6. Whitelist the image in Cloudera Data Science Workbench:

a) Log in to the Cloudera Data Science Workbench web UI as a site administrator.
b) Click  Admin Engines .
c) Add <company-registry>/<user-name>/<image-name>:<tag> to the list of whitelisted engine images.

7. Add th enew legacy engine to the trusted list for a project:

a) Go to the project Settings page.
b) Click Engines.
c) Select the new legacy engine from the dropdown list of available Docker images. This engine will now be used

to launch sessions within this project.
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8. Configure project(s) to use RStudio. When this is done, you will be able to select RStudio from the dropdown
list of editors on the Launch New Session page. There are two ways to do this: for an individual project, or for all
projects that use this engine.

Configure RStudio for an individual project

a) Go to the project  Settings Editors .
b) Click New Editor.
c) Complete the fields:

• Name: Provide a name for the editor. For example, RStudio. This is the name that appears in the dropdown
menu for Editors when you start a new session.

• Command: Enter the command to start the server for the editor.

For example, the following command will start RStudio:

/usr/local/bin/rstudio-cdsw

d) Click Save.

Configure RStudio for all projects that use this engine

a) Log in to the Cloudera Data Science Workbench web UI as a site administrator.
b) Click  Admin  Engines .
c) Under Engine Images, click the Edit button for the engine image that you whitelisted here in a previous step.
d) Click New Editor.

• Name: Provide a name for the editor. For example, RStudio. This is the name that appears in the dropdown
menu for Editors when you start a new session.

• Command: Enter the command to start the server for the editor.

For example, the following command will start RStudio:

/usr/local/bin/rstudio-cdsw

e) Click Save, then click Save again.

What to do next

For more information about how to create a customized engine image and limitations, see AWS Account
Requirements

Configure Jupyter Notebook in a Customized Engine Image
CDSW's base Image v8 (and later) come with Jupyter Notebook pre-installed on them. If you create a customized
engine image by extending this base image, Jupyter Notebook will still be installed on this customized engine image.
However, CDSW will not automatically list Jupyter Notebook in the dropdown list of editors on the Start A New
Session page in projects that are configured to use this customized engine image.

About this task
You must use the following steps to configure the custom engine image to use Jupyter Notebook.

Procedure

1. Log in to the Cloudera Data Science Workbench web UI as a site administrator.

2. Click Admin Engines.

3. Under Engine Images, click the Edit button for the customized engine image that you want to configure for
Jupyter Notebook.
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4. Click New Editor.

• Name: Enter Jupyter Notebook. This is the name that appears in the dropdown menu for Editors when you
start a new session.

• Command: Enter the command to start Jupyter Notebook.

/usr/local/bin/jupyter-notebook --no-browser --ip=127.0.0.1 --port=${CDS
W_APP_PORT} --NotebookApp.token= --NotebookApp.allow_remote_access=True 
--log-level=ERROR

5. Click Save, then click Save again.

Configure a SSH Gateway to Use Local IDEs
Cloudera Data Science Workbench relies on the SSH functionality of the local IDEs to connect to the SSH endpoint
on your local machine created with the cdswctl client.

Users establish an SSH endpoint on their machine with the cdswctl client. This endpoint acts as the bridge that
connects the IDE on your machine and the Cloudera Data Science Workbench deployment.

Configure and Use a Local IDE
The specifics for how to configure a local IDE to work with Cloudera Data Science Workbench are dependent on the
local IDE you want to use.

About this task
The following steps are a high-level description of the steps a user must complete:

Procedure

1. Establish an SSH endpoint with the cdswctl Command Interface Client.

2. Configure the local IDE to use Cloudera Data Science Workbench as the remote interpreter.

3. Optionally, sync files with tools (like mutagen, SSHFS, or the functionality built into your IDE) from Cloudera
Data Science Workbench to your local machine. Ensure that you adhere to IT policies.

4. Edit the code in the local IDE and run the code interactively on Cloudera Data Science Workbench.

5. Sync the files you edited locally to Cloudera Data Science Workbench.

6. Use the Cloudera Data Science Workbench web UI to perform actions such as deploying a model that uses the
code you edited.

What to do next

You can see an end-to-end example for PyCharm configuration here: Configure Pycharm as Local IDE .

Configure PyCharm as a Local IDE

About this task
Cloudera Data Science Workbench supports using local IDEs on your machine that allow remote execution and/or
file sync over SSH, such as PyCharm. This topic describes the tasks you need to perform to configure Cloudera Data
Science Workbench to act as a remote SSH interpreter for PyCharm. Once finished, you can use PyCharm to edit
and sync the changes to Cloudera Data Science Workbench. To perform actions such as deploying a model, use the
Cloudera Data Science Workbench web UI.

Note:  These instructions were written for the Professional Edition of PyCharm Version 2019.1. See the
documentation for your version of PyCharm for specific instructions.

Before you begin, ensure that the following prerequisites are met:
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• You have an edition of PyCharm that supports SSH, such as the Professional Edition.
• You have an SSH public/private key pair for your local machine that is compatible with PyCharm. If you use

OpenSSH to generate the key, include the -m PEM option because PyCharm does not support modern (RFC 4716)
OpenSSH keys.

• You have Contributor permissions for an existing Cloudera Data Science project. Alternatively, create a new
project you have access to.

Download cdswctl and Add an SSH Key
The first step to configure PyCharm or VS Code as a local IDE is to download cdswctl and add an SSH key.

Procedure

1. Open the Cloudera Data Science Workbench web UI and go to  Settings Remote Editing  for your user account.

2. Download cdswctl client for your operating system.

3. In the terminal, run cat ~/.ssh/id_rsa.pub. If you used a different filename above when generating the key, use that
filename instead. This command prints the key as a string.

4. Copy the key. It should resemble the following: ssh-rsa    AAAAB3NzaC1yc2EAAAADAQABAAACAQCha2J5
mW3i3BgtZ25/FOsxywpLVkx1RgmZunI

5. In SSH public keys for session access, paste the key.

What to do next
Cloudera Data Science Workbench uses the SSH public key to authenticate your CLI client session, including the
SSH endpoint connection to the Cloudera Data Science Workbench deployment. Any SSH endpoints that are running
when you add an SSH public key must also be restarted.

Initialize an SSH Connection to Cloudera Data Science Workbench
The following task describes how to establish an SSH endpoint for Cloudera Data Science Workbench. Creating an
SSH endpoint is the first step to configuring a remote editor for Cloudera Data Science Workbench.

Procedure

1. Log in to Cloudera Data Science Workbench with the CLI client. Depending on your deployment, make sure you
add http or https to the URL as shown below:

cdswctl login -n <username> -u http(s)://cdsw.your_domain.com -y <legacy_
api_key>

For example, the following command logs the user sample_user into the https://cdsw.your_domain.com
deployment:

cdswctl login -n sample_user -u https://cdsw.your_domain.com -y <legacy_
api_key>
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2. Create a local SSH endpoint to Cloudera Data Science Workbench. Run the following command:

cdswctl ssh-endpoint -p <username>/<project_name> [-c <CPU_cores>] [-m <
memory_in_GB>] [-g <number_of_GPUs>] [-r <runtime ID> ]

If the project is configured to use ML runtimes, the -r parameter must be specified, otherwise it must be omitted.
See Using ML runtimes with cdswctl documentation page for more information.

The command uses the following defaults for optional parameters:

• CPU cores: 1
• Memory: 1 GB
• GPUs: 0

For example, the following command starts a session for the logged-in user sample_user under the customerchurn
project with .5 cores, .75 GB of memory, 0 GPUs, and the Python3 kernel:

cdswctl ssh-endpoint -p customerchurn -c 0.5 -m 0.75

To create an SSH endpoint in a project owned by another user or a team, for example finance, prepend the
username to the project and separate them with a forward slash:

cdswctl ssh-endpoint -p finance/customerchurn -c 0.5 -m 0.75

This command creates session in the project customerchurn that belongs to the team finance.

Information for the SSH endpoint appears in the output:

...
You can SSH to it using
    ssh -p <some_port> cdsw@localhost
...

3. Open a new command prompt and run the outputted command from the previous step:

ssh -p <some_port> cdsw@localhost

For example:

ssh -p 9750 cdsw@localhost

You will be prompted for the passphrase for the SSH key you entered in the Cloudera Data Science web UI.

Once you are connected to the endpoint, you are logged in as the cdsw user and can perform actions as though you
are accessing the terminal through the Cloudera Data Science Workbench web UI.

4. Test the connection.

If you run ls, the project files associated with the session you created are shown. If you run whoami, the command
returns the cdsw user.

Add Cloudera Data Science Workbench as an Interpreter for VS Code
In PyCharm, you can configure an SSH interpreter. Cloudera Data Science Workbench uses this method to connect to
PyCharm and act as its interpreter.

About this task
Before you begin, ensure that the SSH endpoint for Cloudera Data Science Workbench is running on your local
machine. These instructions were written for the Professional Edition of PyCharm Version 2019.1 and are meant as a
starting point. If additional information is required, see the documentation for your version of PyCharm for specific
instructions.
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Procedure

1. Verify that the SSH endpoint for Cloudera Data Science Workbench is running with cdswctl. If the endpoint is not
running, start it.

2. Open PyCharm.

3. Create a new project.

4. Expand Project Interpreter and select Existing interpreter.

5. Click on ... and select SSH Interpreter

6. Select New server configuration and complete the fields:

• Host: localhost
• Port: <port_number>

This is the port number provided by cdswctl.
• Username: cdsw

7. Select Key pair and complete the fields using the RSA private key that corresponds to the public key you added to
the Remote Editing tab in the Cloudera Data Science Workbench web UI..

For macOS users, you must add your RSA private key to your keychain. In a terminal window, run the following
command:

ssh-add -K <path to your private key>/<private_key>

8. Complete the wizard. Based on the Python version you want to use, enter one of the following parameters:

• For Python 2: /usr/local/bin/python
• For Python 3: /usr/local/bin/python3

You are returned to the New Project window. Existing interpreter is selected, and you should see the connection to
Cloudera Data Science Workbench in the Interpreter field.

9. In the Remote project location field, specify the following directory:

/home/cdsw

10. Create the project.

(Optional) Configure the Sync Between Cloudera Data Science Workbench and PyCharm
Configuring what files PyCharm ignores can help you adhere to IT policies.

About this task
Before you configure syncing behavior between the remote editor and Cloudera Data Science Workbench, ensure that
you understand the policies set forth by IT and the Site Administrator. For example, a policy might require that data
remains within the Cloudera Data Science Workbench deployment but allow you to download and edit code.

Procedure

1. In your project, go to Preferences.

Depending on your operating system, Preferences may be called Settings.

2. Go to Build, Execution, Deployment and select Deployment.

3. On the Connection tab, add the following path to the Root path field:

/home/cdsw
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4. On the Excluded Paths tab, add any paths you want to exclude.

Cloudera recommends excluding the following paths at a minimum:

• /home/cdsw/.local
• /home/cdsw/.cache
• /home/cdsw/.ipython
• /home/cdsw/.ipython
• /home/cdsw/.oracle_jre_usage
• /home/cdsw/.pip
• /home/cdsw/.pycharm_helpers

5. Optionally, add a Deployment path on the Mappings tab if the code for your Cloudera Data Science Workbench
project lives in a subdirectory of the root path.

6. Expand Deployment in the left navigation and go to  Options Upload changed files automatically to the default
server  and set the behavior to adhere to the policies set forth by IT and the Site Administrator.

Cloudera recommends setting the behavior to Automatic upload because the data remains on the cluster while
your changes get uploaded.

7. Sync for the project file(s) to your machine and begin editing.

Configure VS Code as a Local IDE

About this task
Cloudera Data Science Workbench supports using local IDEs on your machine that allow remote execution and/or
file sync over SSH, such as VS Code. This topic describes the tasks you need to perform to configure Cloudera Data
Science Workbench to act as a remote SSH interpreter for VS Code. Once finished, you can use VS Code to edit
and sync the changes to Cloudera Data Science Workbench. To perform actions such as deploying a model, use the
Cloudera Data Science Workbench web UI.

Before you begin, ensure that the following prerequisites are met:

• You have an edition of VS Code that supports SSH.
• You have an SSH public/private key pair for your local machine that is compatible with VS Code.
• You have Contributor permissions for an existing Cloudera Data Science Workbench project. Alternatively, create

a new project you have access to.

Download cdswctl and Add an SSH Key
The first step to configure VS Code as a local IDE is to download cdswctl and add an SSH key.

Procedure

1. Open the Cloudera Data Science Workbench web UI and go to  Settings Remote Editing  for your user account.

2. Download cdswctl client for your operating system.

3. In the terminal, run cat ~/.ssh/id_rsa.pub. If you used a different filename above when generating the key, use that
filename instead. This command prints the key as a string.

4. Copy the key. It should resemble the following: ssh-rsa    AAAAB3NzaC1yc2EAAAADAQABAAACAQCha2J5
mW3i3BgtZ25/FOsxywpLVkx1RgmZunI

5. In SSH public keys for session access, paste the key.

What to do next
Cloudera Data Science Workbench uses the SSH public key to authenticate your CLI client session, including the
SSH endpoint connection to the Cloudera Data Science Workbench deployment. Any SSH endpoints that are running
when you add an SSH public key must also be restarted.
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Initialize an SSH Connection to Cloudera Data Science Workbench for VS Code
The following task describes how to establish an SSH endpoint for Cloudera Data Science Workbench. Creating an
SSH endpoint is the first step to configuring a remote editor for Cloudera Data Science Workbench.

Procedure

1. Log in to Cloudera Data Science Workbench with the CLI client.

cdswctl login -n <username> -u http(s)://cdsw.your_domain.com

For example, the following command logs the user sample_user into the https://cdsw.your_domain.com
deployment:

cdswctl login -n sample_user -u https://cdsw.your_domain.com

2. Create a local SSH endpoint to Cloudera Data Science Workbench.

Run the following command:

cdswctl ssh-endpoint -p <username>/<project_name> [-c <CPU_cores>] [-m <
memory_in_GB>] [-g <number_of_GPUs>] [-r <runtime ID> ]

If the project is configured to use ML runtimes, the -r parameter must be specified, otherwise it must be omitted.
To retrieve the Runtime ID, use the following command:

cdswctl runtimes list

See Using ML runtimes with cdswctl documentation page for more information.

The command uses the following defaults for optional parameters:

• CPU cores: 1
• Memory: 1 GB
• GPUs: 0

For example, the following command starts a session for the logged-in user sample_user under the customerchurn
project with .5 cores, .75 GB of memory, 0 GPUs, and the Python3 kernel:

cdswctl ssh-endpoint -p customerchurn -c 0.5 -m 0.75

To create an SSH endpoint in a project owned by another user or a team, for example finance, prepend the
username to the project and separate them with a forward slash:

cdswctl ssh-endpoint -p finance/customerchurn -c 0.5 -m 0.75

This command creates session in the project customerchurn that belongs to the team finance.

Information for the SSH endpoint appears in the output:

...
You can SSH to it using
    ssh -p <some_port> cdsw@localhost
...
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3. Open a new command prompt and run the outputted command from the previous step:

ssh -p <some_port> cdsw@localhost

For example:

ssh -p 7847 cdsw@localhost

You will be prompted for the passphrase for the SSH key you entered in the Cloudera Data Science Workbench
web UI.

The public key could be rejected when the new ssh key pair is generated with a special name such as id_rsa_syste
st. If the public key is rejected, you must add the following information to the ~/.ssh/config  file:

Host * 
          AddKeysToAgent yes 
          StrictHostKeyChecking no 
          IdentityFile ~/.ssh/id_rsa_cdswctl

Once you are connected to the endpoint, you are logged in as the cdsw user and can perform actions as though you
are accessing the terminal through the Cloudera Data Science Workbench web UI.

4. Test the connection.

If you run ls, the project files associated with the session you created are shown. If you run whoami, the command
returns the cdsw user.

Once you are connected, you should see something like this:

$ cdswctl ssh-endpoint -p ml-at-scale -m 4 -c 2
Forwarding local port 7847 to port 2222 on session bhsb7k4eqmonap62 in p
roject finance/customerchurn.
You can SSH to the session using

    ssh -p 7847 cdsw@localhost

5. Add an entry into your SSH config file.

For example:

$ cat ~/.ssh/config
Host cdsw-public
    HostName localhost
    IdentityFile ~/.ssh/id_rsa
    User cdsw
    Port 7847

HostName is always localhost and User is always cdsw. You get the Port number from Step 2.

Setting up VS Code
In VS Code, you can configure an SSH interpreter. Cloudera Data Science Workbench uses this method to connect to
VS Code and act as its interpreter.

Before you begin
Ensure that you have installed the following:

• Remote SSH extension

Remove Development using SSH
• [Optional] Python extension
• [Optional] R extension
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About this task
Before you begin, ensure that the SSH endpoint for Cloudera Data Science Workbench is running on your local
machine. If additional information is required, see the documentation for your version of VS Code for specific
instructions.

Procedure

1. Verify that the SSH endpoint for Cloudera Data Science Workbench is running with cdswctl.

If the endpoint is not running, start it.

2. Open VS Code.

3. Open the command pallet and connect to a remote host.
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4. Connect to the host you added previously.

5. For the first connection, you must accept the fingerprint.

You might not see a pop up, so pay attention to VS Code. If it's the first time your are connecting to a new session,
or the port number changed, you will need to accept the fingerprint.

While VS Code connects and sets up the remote connection, it installs some helper applications on the Cloudera
Data Science Workbench server. Sometimes the remote session dies. Click Retry or if it's taking a long time,
restart the remote session and it will recover.

Note:  If you get stuck in a loop during setup with VS Code reconnecting every 30 secs or so, the issue is
with the lock file that VS Code creates during the install. Close VS Code and in CML terminal, delete the
/home/cdsw/.vscode-server/ directory and start again.
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6. After you are connected, you can open the Explorer and view and edit the files in the /home/cdsw directory.
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7. From the Explorer view, you can edit any of the files on your Cloudera Data Science Workbench server.
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Using the Explorer view, you remotely edit and modify your Cloudera Data Science Workbench files. VS Code
also supports Python and R which you offer has some powerful coding tools that you can take advantage of over
the remote connection.

(Optional) Using VS Code with Python
You can use VS Code with Python.

About this task
To take full advantage of VS Code Python tools, you must install the Python extension into the remote ssh session.
You must install the extension the first time you connect a newly configured remote session.
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Procedure

1. Install the Python extension.

2. With the Extension installed, once you open your first python file, you will be prompted to install pylint Linter.
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3. Click Install.

VS Code opens a terminal and runs the code needed to install the linter. It's important to note that this is a remote
terminal, running on an engine in Cloudera Data Science Workbench. It's the same as if you launched a terminal
inside a running workbench.
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4. If you want to run arbitrary Python code inside VS Code, open a Python file, select some code, right click, and
select Run Selection/Line in Python Terminal.

You can also just hit Shift-Enter in the code editor window. This will open up a new terminal if there isn’t one and
run the selected code. Since this is a remote session, you can run pyspark directly inside VS Code.
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For more complex code requirements, you can also use the Python Debugging feature in VS Code.

(Optional) Using VS Code with R
You can use VS Code with R.

About this task
The R extension provides similar capabilities as Python. This means you can edit R files with code completion and
execute arbitrary code in the terminal. With sparklyr, you can run spark code using R inside VS Code.

Procedure

1. Prior to installing the R extension, check where your R binary lives in CDW by running which R and then pasting
that into the R > Rterm:    Linux setting in VS Code.

The R binary is most likely located in /usr/local/bin/R, but its best to check.
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2. After you install the R extension, you can use sparklyr to run spark code using R inside VS Code.

(Optional) Using VS Code with Jupyter
You can use VS Code with Jupyter Notebooks.

29



Cloudera Data Science Workbench Editors

About this task
You can work on Jupyter Notebooks within VS Code. This gives you all the great code completion, syntax
highlighting and documentation hints that are part of the VS Code experience and the interactivity of a Jupyter
Notebook. Any changes you make to the Notebook will be reflected on the CDSW / CML server and can be viewed
online using Jupyter Notebook as a browser based editor.
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Procedure

1. After you install the Jupyter Notebooks, you can use it inside VS Code.
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2. Another feature that you can use with VS Code is running a temporary Notebook for executing random code
snippets. Select code you want to run, right click and click Run Current File in Python Interactive Window.

This is less robust though and will create many Untitled*.ipynb files in your home directory.

(Optional) Using VS Code with Git integration
VS Code has substantial Git integration.

About this task
If you created your project from a git repo or a custom template, your changes and outside changes made to the repo
will automatically appear.
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Limiting files in Explorer view
You can limit the number of files shown in the Explorer view.

About this task
If you end up with many of .[something] directories, in /home/cdsw, it can be difficult to navigate.
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Procedure

If you add the **/.* pattern to the Files: Exclude setting, it will hide all those files and directories.
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