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Cloudera Data Science Workbench Engines for Experiments and Models

In Cloudera Data Science Workbench, models, experiments, jobs, and sessions are all created and executed within the
context of aproject.

We've described the different ways in which you can customize a project's engine environment for sessions and jobs
here. However, engines for models and experiments are compl etely isolated from the rest of the project.

Every time amodel or experiment is kicked off, Cloudera Data Science Workbench creates a new isolated Docker
image where the model or experiment is executed. Thisisolation in build and execution makes it possible for
Cloudera Data Science Workbench to keep track of input and output artifacts for every experiment you run. In case of
models, versioned builds give you away to retain build history for models and a reliable way to rollback to an older

RUN EXPERIMENT / MODEL

Therest of this topic describes the engine build process that occurs when you kick off amodel or experiment.

version of amode! if needed.

SNAPSHOT

When you first launch an experiment or model, Cloudera Data Science Workbench takes a Git snapshot of the
project filesystem at that point in time. It isimportant to note that this Git server functions behind the scenesand is
completely separate from any other Git version control system you might be using for the project as awhole.

However, this Git snapshot will recognize the .gitignore file defined in the project. This meansif there are any
artifacts (files, dependencies, etc.) larger than 50 MB stored directly in your project filesystem, make sure to
add those files or folders to .gitignore so that they are not recorded as part of the snapshot. This ensuresthat the
experiment or model environment istruly isolated and does not inherit dependencies that have been previously
installed in the project workspace.

By default, each project is created with the following .gitignorefile:

R
node_nodul es

*. pyc

i *

I.gitignore
Augment thisfile to include any extra dependencies you have installed in your project workspace to ensure atruly
isolated workspace for each model or experiment.
Multiple .gitignore files

A project can include multiple .gitignore files. However, there can only be one .git directory in the project, located at
the project root, /home/cdsw/.git, otherwise Experiment and Model deployment fails.

If you create a blank project, and then want to clone arepo into it, clone asingle project to the root of the workspace
(/home/cdsw/.git) to ensure that Experiments and Models work.

Once the code snapshot is available, Cloudera Data Science Workbench creates a new Docker image with a copy of
the snapshot.
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This new image is based off the project's designated default engine image (configured at Project Settings Engine ).
The image environment can be customized by using environmental variables and a build script that specifies which
packages should be included in the new image.

Environmental Variables

Previoudy (CDSW 1.7.1 and lower), the environment variables set at the site admin level and project level did not
automatically get pulled into the builds created for models and experiments. They needed to be explicitly coded into
the cdsw-build.sh file. With CDSW 1.7.2 and higher, experiments and models will automatically inherit these admin
and project-level environment variables.

Note that custom mounts or environment variables configured in cdsw.conf (such as NO_PROXY,
HTTP(S)_PROXY, etc.) are still not passed to the container builds for experiments and models (even though they are
applied to sessions, jobs, and deployed model s/experiments).

For more information, see AWS Account Reguirements.
Build Script - cdsw-build.sh

As part of the Docker build process, Cloudera Data Science Workbench runs a build script called cdsw-build.sh

file. You can use thisfile to customize the image environment by specifying any dependenciesto beinstalled for the
code to run successfully. One advantage to this approach is that you now have the flexibility to use different tools and
libraries in each consecutive training run. Just modify the build script as per your requirements each time you need to
test anew library or even different versions of alibrary.

f Important:

e The cdsw-build.sh script does not exist by default -- it hasto be created by you within each project as
needed.

* Thename of thefileis not customizable. It must be called cdsw-build.sh.

The following sections demonstrate how to specify dependenciesin Python and R projects so that they areincluded in
the build process for models and experiments.
Python 3

For Python, create a requirements.txt file in your project with alist of packages that must be
installed. For example:

beauti f ul soup4==4.6.0
seaborn==0.7.1

Then, create a cdsw-build.sh file in your project and include the following command to install the
dependencies listed in requirements.txt.

pip3 install -r requirenents.txt

Now, when cdsw-build.sh is run as part of the build process, it will install the beautifulsoup4 and
seaborn packages to the new image built for the experiment/model.

For R, create a script called install.R with the list of packages that must be installed. For example:

i nstal |l . packages(repos="https://cloud.r-project.org", c("tidyr",
"stringr"))
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Then, create a cdsw-build.sh file in your project and include the following command to run inst
al.R.

Rscript install.R

Now, when cdsw-build.sh is run as part of the build process, it will install the tidyr and stringr
packages to the new image built for the experiment/model.

If you do not specify abuild script, the build process will still run to completion, but the Docker image will not have
any additional dependenciesinstalled. At the end of the build process, the built image is then pushed to an internal
Docker registry so that it can be made available to all the Cloudera Data Science Workbench hosts. This pushis
largely transparent to the end user.

Note: If you want to test your code in an interactive session before you run an experiment or deploy a
model, run the cdsw-build.sh script directly in the workbench. Thiswill allow you to test code in an engine
environment that is similar to one that will eventually be built by the model/experiment build process.

Once the Docker image has been built and pushed to the internal registry, the experiment/model can now be executed
within thisisolated environment.

In case of experiments, you can track live progress as the experiment executes in the experiment's Session tab.

Unlike experiments, models do not display live execution progress in a console. Behind the scenes, Cloudera Data
Science Workbench will move on to deploying the model in a serving environment based on the computing resources
and replicas you requested. Once deployed you can go to the model's Monitoring page to view statistics on the
number of requests served/dropped and stderr/stdout logs for the model replicas.
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