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Configuring a NiFi instance

NiFi instances are configured through the CRs used to deploy them.

A custom resource (CR) isa YAML file that describes your desired NiFi deployments. This single file contains all
configuration information required for the NiFi instance, no additional configuration is required after deployment.

This documentation provides sample configuration code snippets to help you create a CR.

Resource recommendations for NiFi deployments

Learn about the recommended resource sizes for NiFi deployments. Every NiFi deployment is unique on the basis
of the purpose it serves, therefore the values here are just recommendations not requirements. Actual values may
substantially differ depending on your use case.

Resource Type Amount

CPU 2+ per Pod

Memory 4Gi+ per Pod

PVCIPV 5 per Pod

Secrets 4 + #Pods

ConfigMaps 13

Services 1 + #Connections

Pods 1 min, 3+ recommended
Stateful Set 1

Deployment 0

Ingress 1 + #IngressConnection

Example NiFi cluster size

Thefollowing list of resources represents the whole of a deployed NiFi cluster managed by the Cloudera Flow
Management Operator for Kubernetes. The following example is run in kind with cert-manager and ingress-nginx

deployed as dependencies.
api Versi on: cfm cl oudera. com vlal phal
kind: Nifi
nmet adat a:
name: nynifi
spec:

replicas: 3
nifiVersion: 1.0.0
i mage:
repository: container.repository.cloudera.conicl oudera/cfmnifi-k8s
tag: 2.8.0-b94-nifi_1.25.0.2.3.13.0-36
pul | Secret: cl oudera-container-repository-credentials
pul | Policy: |fNotPresent
tini |l mage:
repository: container.repository.cloudera.conicloudera/cfmtin
tag: 2.8.0-b94
pul | Secret: cl oudera-container-repository-credentials
pul | Policy: |fNotPresent
per si st ence:
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size: 1G

cont ent Repo:
size: 1G

flowfil eRepo:
size: 1G

pr ovenanceRepo:
size: 2QG

data: {}

security:

initial Adm nldentity: anonynous

nodeCert Gen
i ssuer Ref :
name:

si ngl eUser Aut h:
enabl ed: true

credenti al sSecr et Nane:

host Nanme: nifi.io
ui Connecti on:
type: Ingress
annot at i ons:
ngi nx. i ngr ess.
ngi nx. i ngr ess.
ngi nx. i ngr ess.
ngi nx. i ngr ess.
ngi nx. i ngr ess.
resour ces
nifi:
requests:
cpu: "1"
menory: 2G
limts:
cpu: "4"
menory: 4G
| 0g:
requests:
cpu: 50m
nmenory: 128M

St at ef ul Set

$ kubect| get stateful set
NAME READY ACGE

nyni fi 3/3 24h

Pods

$ kubect!l get pod

NAME READY STATUS
myni fi-0 777 Runni ng
myni fi-1 77 Runni ng
nyni fi-2 717 Runni ng
Conf i gvaps

$ kubect!l get confignmap
NAME

myni fi -aut hori zers
myni fi -authori zers-enpty
nyni fi-bootstrap

cr

kuber net es.
kuber net es.
kuber net es.
kuber net es.
kuber net es.

RESTARTS

0
0
0

myni fi-certificate-setup-script

myni fi - deconm ssi on-scri pt
myni fi-identities-config
myni fi -1 ogback

myni fi-login-identity-providers

nynifi-nifi-cli-properties
nyni fi-nifi-properties
myni fi-start-script

myni fi - st at e- managenent

sel f-si gned- ca-i ssuer
ki nd: d usterlssuer

eds

io/affinity: cookie
i o/ affinity-node:
i o/ backend- pr ot ocol
i o/ ssl - passt hrough
io/ssl-redirect:

AGE
23h
23h
23h

ATA  AGE
24h
24h
24h
24h
24h
24h
24h
24h
24h
24h
24h
24h

RPRRPRRRRPRRRRPRRRRERJ

per si st ent

HTTPS
"true"

"true"
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nyni fi-stop-script 1 24h
Secrets
$ kubectl get secret
NAME TYPE DATA  AGE
creds Opaque 2 27h
myni fi - 0- node- cert kubernetes.io/tls 5 24h
nyni fi-1-node-cert kubernetes.io/tls 5 23h
nyni fi-2-node-cert kubernetes.io/tls 5 23h
myni fi - keyst or epasswor d Opaque 1 24h
myni fi - proxy-cert kubernetes.io/tls 3 27h
myni fi-sensitive-props-key Opaque 1 24h
Certificates
$ kubect!| get certificates
NAME READY SECRET AGE
myni fi - 0- node- cert Tr ue myni fi - 0- node- cert 24h
myni fi - 1- node- cert Tr ue myni fi - 1- node- cert 23h
myni fi - 2- node-cert Tr ue myni fi - 2- node-cert 23h
myni fi - proxy-cert Tr ue myni fi - proxy-cert 24h
Servi ces
$ kubect!| get service
NAME TYPE CLUSTER- | P EXTERNAL- I P PORT(S)
AGE
myni fi Clusterl P None <none> 6007/ TCP, 5000/ TCP 24
h
nyni fi-web Clusterl P  10.96. 28. 159 <none> 8443/ TCP
24h
I ngresses
$ kubect!| get ingresses
NAME CLASS HOSTS ADDRESS PORTS AGE
myni fi -web <none> nifi.io | ocal host 80 24h
Per si st ent Vol uned ai ns
$ kubect!| get persistentvol unecl ai m
NAME STATUS  VOLUME

CAPACI TY  ACCESS MODES  STORAGECLASS AGE
content-repository-nmynifi-0 Bound pvc- d5b00d05- d8ee- 4b5c- abe4- 2caebl
61f a4b 1G st andard 24h
content-repository-nmynifi-1 Bound pvc- 3a510ebf - 2f 63- 409b- 992b- 5a08
480d4b31 14 st andard 23h
content-repository-nynifi-2 Bound pvc-f 1baf e8e- b8b2- 485c- a0c8- ddb583
ac994b 1G st andard 23h
data-mynifi-0 Bound pvc- 67072ae8- blae- 445c- b81a- 0771
9417a441 1G RWO st andard 24h
data-nmynifi-1 Bound pvc-4d20ellb- 0d93- 4blb- 95f f - a19189
506686 14 RWO st andard 23h
data-nynifi-2 Bound pvc- 71b92ed3- 3a70- 4c4d- a848- 44f 8
79896f 59 1G RWO st andard 23h
flowfile-repository-mynifi-0 Bound pvc- c9cOeall- 0f 59- 4eeb- b9ac- a795b5
62c059 14 RWO st andard 24h
flowfile-repository-nmynifi-1 Bound pvc-58200919- b8b2- 43be- 8d2f - 16b1
f 7d39a75 14a RWO st andard 23h
flowfile-repository-nmynifi-2 Bound pvc- 869c0159-51c7- 4857- aa52- 8c775¢C
709692 1G RWO st andard 23h
provenance-repository-mynifi-0 Bound pvc- 97dc6f 41- b8ea- 4682- 9f 60- 74c8
756f b344 2G RWO st andard 24h
provenance-repository-nynifi-1 Bound pvc- bd529e22- 7024- 4bef - a951- 0a3f b7
53277b 2G st andard 23h
provenance-repository-nynifi-2 Bound pvc- cbcc2b50- 3404- 4f ea- 8¢c3c- 6a2f
e2bf db13 2G RWO st andard 23h
state-nynifi-0 Bound pvc- d0e72637- 2b7d- 40b7- al47- 724094
2599a4 1G RWO st andard 24h
state-nynifi-1 Bound pvc- c17f 3f e2- b93d- 4774- b49d- 5564
e794c671 1d RWO st andard 23h
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state-nynifi-2 Bound pvc- 19a010f 0- 0397- 496b- a77d- 89944b
94a9b0 1G RWO st andar d 23h

kind documentation

Thisistheinitial section of your YAML file that you need to specify in all cases.

Y ou need to add the following section to the top of each NiFi CR you write. It defines the group “ cfm.cloudera.com”,
the version “vlalphal”, the kind “Nifi”, and the name of your cluster and the NiFi nodes. It can also specify the name
space in which resources will be deployed. It is expected that a single NiFi cluster is deployed in a given namespace.
Y ou can also specify namespace during deployment, if that is what you want, omit namespace from the CR

api Versi on: cfm cl oudera. com vlal pha
kind: Nifi
nmet adat a:
name: [***Nl FI CLUSTER NANME***]
nanmespace: [***NI FI CLUSTER NAMESPACE***]

Replace [***NIFI CLUSTER NAME***] and [***NIFI CLUSTER NAMESPACE***] with the desired cluster name
and cluster namespace respectively.

Environment variables can be added to the NiFi container using the following spec:

spec:
st at ef ul set:
env:
- nane: [***VARI ABLE NAME***]
val ue: [***VARI ABLE VALUE***]

Specify locaction of the image used for deployment.

Thisis how you specify the NiFi image repository and image version to be used for deployment. This describes the
images used for running NiFi. This also provides away of manually upgrading the NiFi version in an existing cluster
or very quickly rolling out NiFi clusters with new versions.

spec:
i mage:
repository: container.repository.cloudera.conicdp-private/cfmnifi-k8s
tag: []

Note:

E container.repository.cloudera.com/cdp-private/cfm-nifi-k8s is the default repository for Cloudera Kubernetes
images. If your Kubernetes cluster has no internet access or you want to use a self-hosted repository, replace
it with the relevant path.
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Arbitrary volumes and volume mounts can be added to the NiFi container. This can be used to provide Python scripts
or other artifacts to the NiFi runtime. Combined with a Cloud Storage Interface driver and Persistent VVolume Claim,
you can give NiFi accessto filesin cloud storage such as EFS or S3 buckets.

Define your custom volumes and mounts with the following spec:

spec:
st at ef ul set:
vol unes:
- nane: foo-vol une
per si st ent Vol uneC ai m f oo- pvc
vol uneMount s:
- nane: foo-vol une
nmount Pat h: /opt/nifi/foo

To learn more about Kubernetes volumes, see Persistent volumes in the Kubernetes documentation.

Specify the number of podsin your deployment.

This section configures the number and capacity of your podsin the cluster.

spec:
replicas: [***NUMBER OF REPL| CAS***]
resources:
nifi:
requests:
cpu: "[***CPU I N CORES***]"
nmenmory: [***MEMORY | N Bl TES***]
limts:
cpu: "[***CPU I N CORES***]"
nmenory: [***MEMORY | N BI TES***]
| 0g:

requests:
cpu: [***CPU | N CORES***]
nenory: [***MEMORY | N BI TES***]

Y ou can optionally specify the step size in memory increase to prevent out of memory (OOM) crashes to your pods.
Y ou can also specify an upper bound to memory increase, to prevent infinite scaling.

The Cloudera Flow Management Operator for Kubernetes can detect an Out of Memory event in aNiFi cluster and
scale up the memory footprint when configured for Out of Memory Recovery. Thisfeatureis not preventative but
responsive, the NiFi cluster must first run out of memory and fail a Readiness check before the recovery attempt
will be made, potentially impacting Flow performance. OOM Recovery isintended to be a safe guard and isnot a

replacement for good cluster sizing. If OOM Recovery hastriggered, it is recommended that you reevaluate your NiFi
resource sizing.
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OOM Recovery hastwo fieldsto configure: stepSize and upperBound. stepSize defines the amount of memory that
should be added for each OOM event. upperBound defines the maximum amount of memory to which the OOM
Recovery processis allowed to grow.

spec:
out OF Menor yRecovery:
stepSi ze: [***DEFI NES THE MEMORY | NCREASE EVERY Tl ME PODS ARE
OOWKI LLED* * *]
upper Bound: [***SPECI FI ES THE UPPER LIM T OF MEMORY | NCREASE FOR MEMORY
PROTECTI ON* * * ]

For example:

spec:
out OF Menor yRecovery:
stepSi ze: 1G
upper Bound: 8G
resour ces:
nifi:
requests:
cpu: "1"
menory: 4G

The above spec starts with NiFi containers at 4Gi and will grow by 1Gi for every OOM that occurs until the NiFi
container memory reaches 8Gi. When only memory requests are provided, the NiFi container memory request will
grow. If memory limits are provided, only the memory limit will grow.

Note: This can break Quality of Service for the Pod, in the future the requests and limits will grow proportionately.

Once the OOM Recovery has taken effect, it will never automatically scale down. Removal of the OOM Recovery
growth will occur when a NiFi resource spec change is detected or when OOM Recovery isremoved from the NiFi

Spec.

The following status field and condition have been added to track the OOM Recovery process:

st at us:

condi tions:

- lastTransitionTine: "2025-04-15T16: 16: 152"
message: N Fi has vertically scaled for OOMrecovery
observedCGeneration: 2
reason: OOVRecoveryScal eUp
status: "Fal se"
type: VerticallyScal eUp

out Of Menor yRecoveryG owt h: 500M

The field outOfmemoryRecoveryGrowth tracks how much the NiFi memory has already grown. The VerticallySc
aleUp condition provides the last time the cluster scaled up aswell asif the scaling action is complete or not. While
the status of VerticallyScaleUp is“True”, the scaling isin progress. Once the scaling action is complete, the statusis
setto “False”.

Set aschedule for aNiFi cluster. A field, clusterSchedule, defines the “up time” of your NiFi cluster. During the
down time, the cluster is suspended which means all data and DataFlow configuration is still persisted. For more
information, see Cluster Suspension.

10

Configuring cluster scheduling
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The clusterSchedul e supports two time formats for declaring a schedule: cron and time range.

The cron scheduler takes in a standard Cron expression and a run duration. The following example unsuspends the
NiFi cluster once every three hours, starting at 00:00, and runs for one hour before suspending again.

spec:
cl ust er Schedul e:
cron:
schedule: "0 */3 * * **
runDurati on: 1h

The runDuration field supports setting minutes (30m) and hours (2h) or a combination (2h30m).

TimeRange specifies two wall clock time instances between which the NiFi cluster will run. The following example
runs daily between the hours of 12:00 and 13:00 UTC.

spec:
cl ust er Schedul e:
ti mreRange:
startTinme: "12:00: 00Z"
stopTi ne: "13: 00: 00Z"

To configure timeRange to begin at night and finish in the morning, timeRange supports setting astopTimethat is
earlier than the startTime. The following example begins running at 22:00 UTC and ends at 03:00 UTC the following

day.

spec:
cl ust er Schedul e:
ti meRange:
startTinme: "22:00: 002"
stopTi ne: "03: 00: 002"

Both startTime and stopTime support numerical time offsets for timezones. For example, “12:00:00-04:00" is hoon
(12pm) in Eastern Standard Time and 16:00 in UTC.

The NiFi Resource Status will show a ClusterScheduled condition.

When there is no schedule, the condition status will be False and will indicate that there is no schedule.

condi ti ons:

- lastTransitionTi me: "2025-04-15T15:51: 527"
message: Ni Fi cluster has no schedul e
observedGeneration: 2
reason: Nod ust er Schedul e
status: "Fal se"
type: C usterSchedul ed

When a schedule is set and the NiFi cluster is currently not running, the ClusterScheduled condition will have status
True and state the time at which the cluster will be restored.

condi tions:
- lastTransitionTinme: "2025-04-15T20: 45: 122"
message: NiFi cluster is scheduled to be restored at 2025-04-15T20: 50: 0
0Z

11
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observedGeneration: 1

reason: O uster Schedul edFor Restorati on
status: "True"

type: C usterSchedul ed

When ascheduleis set and the NiFi cluster is currently running, the ClusterScheduled condition will have status True
and state the time at which the cluster will be suspended.

condi tions:
- lastTransitionTi nme: "2025-04-15T20: 45: 122"
message: NiFi cluster is scheduled to be suspended at 2025- 04- 15T20: 48:
00z
observedGeneration: 1
reason: Cl uster Schedul edFor Suspensi on
status: "True"
type: C uster Schedul ed

Learn about Java memory calculations, defaults and how to override them with custom values.

Cloudera Flow Management Operator for Kubernetes calculates VM memory setting Max Direct Memory Size, Min
Heap Size (xms), and Max Heap Size (xmx) based on container memory limits or requests.

In bootstrap settings, java.arg.10 is DirectMem, java.arg.2 isMin Heap, and java.arg.3 is Max Heap.
Javamemory is calculated and set in the following order:
1. Based on memory of the NiFi resource

*  Theminimum DirectMem allowed for NiFi is512MB. DirectMem is set to the maximum value
between 512MB and 10% of the memory limit. If you do not provide a memory limit, the same
calculation is made on the memory request in the specifications.

* MinHeap Size (xms) and Max Heap Size (xmx) is set to 75% of the memory limit subtracting
the calculated DirectMem.

2. Defaults

If you do not specify memory for the NiFi resource, the following default values are automatically
Set:

e javaarg.2: -Xms2g
e javaarg.3: -Xmx2g
e javaarg.10: -XX:MaxDirectMemorySize=512m

Y ou can set each java argument for memory as part of NiFi specifications, under the configOverride key.

spec:
configOverri de:
boot st r apConf :
upsert:
java.arg. 2: -Xms2g
java.arg. 3. -Xnx2g
java.arg. 10: -XX: MaxDi rect MenorySi ze=512m

12
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Specify storage size and class globally, or for individual repositories.

This section specifies the storage to be used for the NiFi repositories. Y ou can define storage globally, or have
overrides for specific repositories. In case of Openshift, the storage classes have to be specified at the OpenShift level
to match the |OPS expectations for your NiFi workloads.

The Cloudera Flow Management Operator for Kubernetes can configure persistent disk storage for the following
directories:;

e dtate

+ data

* FlowFile Repository

« Content Repository

* Provenance Repository

In the persistence spec, you can define a default size and StorageClass which appliesto each of the directories. The
spec can be further configured to define specific sizes and StorageClasses for each directory, if necessary.

spec:
per si st ence:
size: [***SIZE I N G GABI TES***]
storageC ass: [***STORAGE CLASS***]
cont ent Repo:
size: [***SIZE I N d GABI TES***]
storageC ass: [***STORAGE CLASS***]
flowfil eRepo:
size: [***SIZE I N G GABI TES***]
pr ovenanceRepo:
size: [***SIZE I N d GABI TES***]

Learn about configuring accessto NiFi assets.

Y ou can make NiFi assets, like configuration files available to your NiFi cluster using the assetsfield. Thisfield
alows you to specify a mount path within the NiFi Pods to which the provided pre-existing Persistent Volume Claim
(PVC) ismounted. Cloudera Flow Management Operator for Kubernetes does not provide a method of loading assets
into this volume. Using the example below, al files located in the volume associated with my-nifi-assets-volume-cl
aim are accessible at the path /opt/nifi/nifi-assets for use within your flow.

Before you can start using assets with NiFi deployed through Cloudera Flow Management Operator for Kubernetes,
you have to provide the following:

« A volume provisioner which supports creating volumes that are ReadWriteMany (RWX), for example nfs-
provisioner.

» A pod running some kind of software or process (for example, an FTP server) attached to the RWX volume for
loading files onto the volume. Alternatively, you can usethe kubect | cp command to directly copy filesinto
most containers, such as Ubuntu.

After meeting the above prerequisites, you need to create a Persistent VVolume Claim (PV C) which creates the
required RWX volume. For example:

ki nd: Persistent Vol uned ai m
api Version: vl

13
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nmet adat a:
nane: nifi-assets
spec:
st orageCl assNane: [***STORAGE CLASS***]
accessMdes:
- ReadWit eMany
r esour ces:
requests:
storage: 1G

where [*** STORAGE CLASS **] refersto the Storage Class associated with the RWX volume provisioner.

With the PV C created and the PV provisioned, attach the pod you have created, expose the pod via Ingress or Service
if required, and load the asset files.

spec:
assets:
nount Pat h: [***ASSETS PATH***]
per si st ent Vol unmed ai m
nane: nifi-assets

where [*** ASSETS PATH***] isthe filesystem path within the NiFi container where the assets are located, for
example, /opt/nifi/assets.

ReadWriteMany (RWX)
nfs-provisioner
Persistent Volume Claim (PVC)

Provide custom NARsto NiFi.

Custom NARs can be provided to NiFi via Kubernetes volumes. The volumes used for NARs must support RWX
(Read Write Many) access mode, such as an NFS volume. Y ou need a Persistent VVolume Claim which references
your RWX volume, such as:

ki nd: Persi st ent Vol uned ai m
api Version: vl
nmet adat a:

name: [***YOUR VOLUME CLAI M NANME***]
spec:

st orageCl assNane: "nfs"

accesshMdes:

- ReadWit eMany

r esour ces:

requests:
storage: 10M

The above storage class provisions an NFS volume from the nfs-server-provisioner, if it isinstalled in your cluster.
Cloud provider classes like EFS or S3 on AWS can be used if their CSI drivers are installed.

Finally, provide your persistent volume claim to the NiFi spec as follows. Y ou can optionally provide a subPath for
the volume if you wish to specify only a certain directory within that volume.

spec:
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nar Pr ovi der:
vol unes:
- vol uned ai mMName: [***YOUR VOLUME CLAI M NANME***]
subPat h: [ ***OPTlI ONAL SUBPATH***]
- vol uned ai mNanme: [*** ANOTHER VOLUME CLAI M **]

Persistent volumes | Kubernetes

NFS Server Provisioner | ArtifactHUB

CSl Driver for Amazon EFS | GitHub
Mountpoint CSI driver for Amazon S3 | GitHub

Specify Kubernetes native state management provider as the state management provider of your cluster.

Clouderas distribution of NiFi comes with a Kubernetes native state management provider. Thisis the recommended
state management for use with Cloudera Flow Management Operator for Kubernetes. However, asit is not the default
state management provider set by Cloudera Flow Management Operator for Kubernetes, you need to add this section

to the configuration. Without this configuration, a ZooK eeper cluster is expected.

To configure the Kubernetes state management provider, use the below YAML.

spec:
st at eManagenent :
cl ust er Provi der:
i d: kuber net es-provi der
cl ass: org.apache. ni fi.kubernetes. state. provi der. Kuber net esConfi gMapS
t at eProvi der
configOverri de:
ni fi Properties:
upsert:
nifi.cluster.|leader.election.inplenmentation: “KuberneteslLeaderEl ect
i onManager”

Learn about certificate generation options.

Cloudera Flow Management Operator for Kubernetes provides automatic certificate generation for each NiFi node
inagiven cluster by way of cert-manager certificates to secure intra-cluster communication between NiFis. To
configure nodeCertGen, a cert-manager Issuer or Clusterlssuer isrequired. A self-signed Issuer setup is sufficient for
development environments. In production environments use a third-party authority, or internal signing CAs.

spec:
security:
nodeCert Gen:
i ssuer Ref:
nane: self-signed-ca-issuer
ki nd: Cdusterlssuer

Issuers and Clusterlssuers
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Add custom certificates to the NiFi truststore to allow NiFi to trust third party services.

There are two methods for adding certificates to NiFi's truststore: in-line in the custom resource or through a
Secret/ConfigMap. For multiple certificates, it is recommended to provide them via Secret/ConfigMap to maintain
readability of the NiFi custom resource.

spec:
security:
addi ti onal CABundl es: [***BASE64 ENCODED CERT CHAI N***]

First create a Secret with the needed Certificates. The referenced files may have multiple certificates in them.

kubect| create secret generic nifi-additional-cas --fromfile=certl.cr
t=[***A CERTI FI CATE FILE***] --fromfile=cert2.crt=[***ANOTHER CERTI FI CATE
FI LE***]

Then supply the Secret/ConfigMap name to the following spec:

spec:
security:
addi ti onal CABundl esRef :
nane: nifi-additional-cas
ki nd: Secr et

Learn how to override default NiFi configuration settings provided by Cloudera Flow Management Operator for
Kubernetes from the CR file.

NiFl settings are available as part of the specification, under the configOverride key. They can be provided in one of
the following ways.

* inling,
» asaConfigMap
e asaSecret

spec:
configOverri de:
nifi Properties:
upsert:
nifi.cluster.|oad. bal ance. connecti ons. per. node: "1"
nifi.cluster.| oad. bal ance. max.thread. count: "4"
nifi.cluster.node.connection.tineout: "60 secs"
nifi.cluster.node.read.tinmeout: "60 secs"
boot st r apConf :
upsert:
java.arg. 2: -Xms2g
java.arg. 3: -Xmx2g
java.arg. 13: - XX +UseConcMar kSweepGC
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Learn about overriding default NiFi settings using ConfigMaps and Secrets.
The ConfigMap or Secret values are available to inject into the environment for the following files:

e authorizers.xml

* bootstrap.conf

* logback.xml

« login-identity-providers.xml
e nifi.properties

e state-management.xml

Each of these config overrides must be in an individual ConfigMap with the key being the filename to be replaced.
Using this ConfigMap or Secret reference method entirely overrides the defaults provided by the Cloudera Flow
Management Operator for Kubernetes, which may impact cluster operation.

Ni Fi Spec
spec:
configOverri de:
aut hori zer sObj ect Ref er ence:
ki nd: " Confi gVap"
nane: "custom authori zers"

Conf i gMapSpec
dat a:
aut hori zers. xm : |
<aut hori zer s>
<aut hori zer >
<identifier>single-user-authorizer</identifier>
<cl ass>or g. apache. ni fi. aut hori zati on. si ngl e. user. Si ngl eUser Aut h
orizer</cl ass>
</ aut hori zer>
</ aut hori zers>

Learn about scaling NiFi clusters either manually or automatically, using HPA.

It is possible to manually scale up and down the NiFi cluster size by editing the replicas value in the deployment file
and applying the changes. It is also possible to specify an HPA to automatically scale the NiFi cluster (replica count)
based on the Kubernetes resources (CPU/memory).

To manually scale the cluster, simply edit the replicas field to your desired replica count.
For autoscaling, apply a Horizontal Pod Autoscaling (HPA) resource targeting the NiF CR, as follows:

api Versi on: autoscal i ng/v2
ki nd: Hori zont al PodAut oscal er

met adat a:
nane: nifi-hpa
spec:

maxRepl i cas: 3
m nReplicas: 1
nmetrics:
- type: Resource
resource:
nane: cpu
target:
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type: Utilization
averageUtilization: 75
scal eTar get Ref :
api Versi on: cfm cl oudera. com vlal phal
kind: Nifi
name: [***N FI CLUSTER NAME***]

Pod affinity controls where pods are deployed based on node configuration and placement of other pods.
To learn more about Pod Affinity, read Assigning Pods to Nodes in the Kubernetes documentation.

Y ou can configure the affinity settings of the NiFi pod in the NiFi Custom Resource under spec.statefulset. The
following example represents the default configuration which will be added to the Custom Resource in the defaulting
webhook.

Note:
E If any affinity is provided in spec.stateful set, the default in the example will not be applied.

spec:
stat ef ul set:
affinity:
podAnti Affinity:
pr ef erredDur i ngSchedul i ngl gnor edDur i ngExecut i on:
- podAffinityTerm
| abel Sel ect or:
mat chExpr essi ons:
- key: app. kubernetes.io/instance
operator: In
val ues:
- nmynifi
t opol ogyKey: kubernetes. i o/ host name
wei ght: 1

This default configuration attempts to spread NiFi cluster pods to different nodes of the Kubernetes cluster. If there
aremore NiFi pods than available Kubernetes nodes, then some pods will coexist on the same node.

Assigning Pods to Nodes | Kubernetes documentation

Learn about configuring connections for your NiFi cluster.

Cloudera Flow Management Operator for Kubernetes provides a flexible method of configuring connections to NiFi
called Connections. Using Connections, a Service, Ingress, or Route can be configured to route to a specific port on
NiFi. For defining Connections targeting an arbitrary port on NiFi, use the spec.connections array. For configuring
connection to the NiFi Web Ul, use the spec.uiConnection field. This documentation provides afull reference for
Connections.

Learn about configuring session affinity. It makes possible to keep connection to the web Ul aivein clusters with
several nodes.
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Regardless of your connection type, a NiFi cluster with more than one node requires session affinity of some type

for the Web Ul to operate. Thisis because each NiFi node can supply its own web Ul and if a LoadBalancer shifts
you to another instance, your authentication tokens become invalid. The best method of applying session affinity
varies greatly depending on the Kubernetes cluster provider. In the simplest case, defining session affinity on the web
Service resource itself is sufficient:

spec:
ui Connecti on:
servi ceConfi g:
sessionAffinity: dientlP

In certain clouds, for example AWS, the backing LoadBalancer resources do not support session affinity, and cause
provisioning to break.

Learn about configuring a connections array.

Y ou can use the connections array to flexibly define routing to ports on NiFi. The below example configures an
Ingress resource with some annotations and labels provided. The Ingress will expose a URL https://nifi.io/listenTCP
which routesto port 9432 on NiFi. Additionally, the backing Service is configured to have two extra ports, 8496 and
8495.

spec:
connecti ons:
- type: Ingress
nane: soneConnecti on
annot ati ons:
someanno: myanno
| abel s:
sonel abel : nyl abel
i ngressConfig:
hostnanme: nifi.io

pat hs:
- port: 9432
path: /listenTCP
nane: |istentcp
servi ceConfi g:
ports:
- port: 8496

protocol: TCP
name: porta

- port: 8495
prot ocol : UDP
nane: portb

Learn about configuring a connection to the NiFi web Ul.

Y ou can configure a connection to the NiFi Web Ul using the spec.uiConnection field. It is astandard connection
field with special validation and handling. The name of this connection is always ignored and set to [***CR
NAME***]-web. For Ingress type connections, a maximum of one path may be specified. When you configure a
uiConnection, the spec.hostname field is required.

The uiConnection can support hostname routing with and without an additional context path. It is not recommended
to use a context path for routing as NiFi does not support it well, but it is possible. For more information, see NiFi
documentation on proxy configuration. An example using ingress-nginx isincluded in this section.
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NiFi proxy configuration

Learn about configuring an Ingress resource using TL S files generated by Cloudera Flow Management Operator for
Kubernetes.

This YAML snippet configures an Ingress resource for accessing the NiFi Web UI. It usesthe TLSfiles generated by
a Cloudera Flow Management Operator for Kubernetes created Certificate as defined in spec.security.ingressCertGen.
The supplied annotations are for the ingress-nginx Ingress controller. The affinity settings enable a persistent session
so that Ul interactions go to the same NiFi node in the cluster. The backend-protocol setting is needed for when NiFi
is configured to be secure, asit will reject any non-HTTPS connection attempts.

spec:
ui Connecti on:
type: Ingress
i ngressConfi g:
i ngressd assNane: nyl ngressd ass
i ngressTLS:
- hosts:
- nifi.local host
secret Name: nynifi-ingress-cert
annot at i ons:
ngi nx. i ngress. kubernetes.io/affinity: cookie
ngi nx. i ngress. kubernetes.io/affinity-node: persistent
ngi nx. i ngr ess. kuber net es. i o/ backend- prot ocol : HTTPS

Learn about configuring a Route resource to acces the NiFi web UI.

This YAML snippet configures a Route resource for accessing the NiFi web UI.

spec:
ui Connecti on:
type: Route
rout eConfi g:
tls:
term nati on: passthrough

Learn about configuring an Ingress resource that rewrites the connection path in incoming requests and does a
reverse-rewrite on Ul calls going to the backend.

This YAML code snippet configures an ingress Ul Connection with a path. The annotations here are for the ingress-
nginx ingress controller and all are required for NiFi to correctly understand the incoming reguests.

In the example the path includes some regex at the end: (/|]$)(.*). This regex informs the rewrite directivesin the
configuration-snippet and rewrite-target annotations. NiFi does not handle proxy paths well, it does not understand
that https:/nifi.loca host/some/path/to/nifi coming through the defined Ingressisintended to call the /nifi API to load
the Ul. The rewrite-target annotation addresses this by capturing the /nifi and anything that comes after and sends
that as the path to the NiFi pod. It translates /some/path/to/nifi/ to /nifi/. Similarly, the NiFi web Ul does not correctly
form API calls going to the backend, attempting to call /nifi/ instead of /some/path/to/nifi/. Thisis addressed by the
configuration-snippet rewrite instruction. It does the reverse of the rewrite-target, reapplying the removed context
path /some/path/to. The remaining configuration-snippet lines are headers required by a NiFi behind a proxy. For
more information, see the NiFi System Administrator’s Guide.

spec:
ui Connecti on:
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type: Ingress
i ngressConfi g:
i ngressd assNane: nyl ngressd ass
i ngressTLS:
- hosts:
- nifi.local host
secret Name: nmnynifi-ingress-cert
pat hs:
- port: 8443
path: "/sone/path/to(/|$)(.*)"
annot at i ons:
ngi nx. i ngress. kubernetes.io/affinity: cookie
ngi nx. i ngress. kubernetes.io/affinity-node: persistent
ngi nx. i ngr ess. kuber net es. i o/ backend- protocol : HTTPS
ngi nx. i ngress. kuber net es. i o/ confi gurati on-sni ppet: |-
proxy_set header X-ProxySchene $schene;
proxy_set header X-ProxyHost $host;
proxy_set header X-ProxyPort $server port;
proxy_set _header X-ProxyContextPath /sone/path/to;
rewite (.*\/nifi)$ $1/ redirect;
proxy_ssl _nane nynifi.default.svc.cluster.| ocal
ngi nx. i ngress. kubernetes.io/rewite-target: /%2

Learn about adding alist of expected proxy hosts. NiFi will reject API requests sent through proxiesif it is not aware
of those proxy hosts.

Provide alist of expected proxy hoststo NiFi beyond the hostname provided in hostName. To add additional proxy
hosts, add the following to your NiFi YAML:

spec:
addi ti onal Pr oxyHost s:
- [***YOUR PROXY***]

- [*** ANOTHER PROXY***]

Learn about configuring the type of authentication appropriate for your use case.

Note:
IE NiFi requiresall web and API traffic be over HTTPS to support user authentication and authorization. For
information on adding an auto-generated certificate to each node, see Node certificate generation.

When you set up a secured NiFi instance for the first time, you must manually designate an "Initial Admin Identity".
Thisinitial admin user is granted access to the Ul and given the ability to create additional users, groups, and policies.

NiFi requires aninitial admin user which will be given sufficient privilegesto configure other users and policies.
When configuring an authentication method other than single user authentication, an initial admin user is required.

Specify the initial admin user with the following Y AML snippet:

spec:
security:

21


https://docs.cloudera.com/cfm-operator/2.10.0/configure-nifi-cr/topics/cfm-op-configure-nifi-cr-cert-gen.html

Cloudera Flow Management - Kubernetes Operator Configuring authentication for NiFi

initial Adminldentity: [***I NI TIAL ADM N | DENTI TY***]

Replace [***INITIAL ADMIN IDENTITY***] with a username, LDAP distinguished name (DN), or a Kerberos
principal.

Configuring single user authentication
Configuring LDAP authentication
Configuring OIDC authentication

Single user authentication is NiFi’s most basic authentication option, sufficient for individual development clusters
and also production clusters where flows are deployed in a controlled manner, such as continuous integration (Cl) or
site reliability engineering (SRE). A single user is granted all permissions on the NiFi cluster, no other users can be
configured.

» Configuration snippet for letting NiFi generate the password.
spec:
security:
si ngl eUser Aut h:
enabl ed: true
Y ou find the generated username and password in the app-log container logs.
« Configuration snippet for setting NiFi username and password using a Secret:
spec:
security:
si ngl eUser Aut h:
enabl ed: true
credenti al sSecret Nane: [***YOUR CREDENTI ALS SECRET***]
Replace:
[***YOUR CREDENTIALS SECRET***]
Create your credentials secret with the following command:
kubect| create secret generic [***YOUR CREDENTI ALS SECRET***] --

fromliteral =usernane=[ ***YOUR USER NAME***] --fromliteral =pass
wor d=[ *** YOUR PASSWORD* * * ]

Replace:

[***YOUR CREDENTIALS SECRET***]

with the desired credential s secret name

[***YOUR USER NAME***]

with the generated username in the app-log container logs

[***YOUR PASSWORD***]
with the generated password in the app-log container logs

Configuring the initial admin user
Configuring LDAP authentication
Configuring OIDC authentication
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Learn how to configure an LDAP server for user authentication in your NiFi or NiFi Registry cluster.

Cloudera Flow Management Operator for Kubernetes can configure NiFi to connect to an LDAP server for user
authentication.

Prerequisites:
* Full LDAPURL, i.e. Idap://[***LDAP SERVER URL***]:[***LDAP PORT***]
» Desired authentication strategy

* Authentication credentials and key/trust storesif using LDAPS.
*  User search filters

For LDAP servers protected with any authentication, a Secret must be created containing the correct authentication
credentials and TL S resources (if applicable). The Secret must contain the following data fields:

e managerPassword

« keystore (if TLSis configured)

» keystorePassword (if TLSis configured)
e truststore (if TLSis configured)
 truststorePassword (if TLSis configured)

Create the secret usiing the cubectl CLI utility:

kubect| create secret generic ny-|dap-creds \
--fromliteral =manager Passwor d=myMan@er PasswOord \
--fromfil e=keystore=/path/to/ keystore \
--fromliteral =keyst or ePasswor d=nmyKeyst or ePassword \
--fromfile=truststore=/path/to/truststore \
--fromliteral =truststorePassword=nmyTrust st or ePasswor d

The following example shows a connection to an LDAP server protected with basic authentication with TLS.

spec:
security:

initial Adminldentity: nynifiadmn

| dap:
aut henti cationStrategy: SIMLE
manager DN: " cn=admi n, dc=exanpl e, dc=or g"
secret Nane: ny-| dap-creds
referral Strategy: FOLLOW
connect Ti meout: 3 secs
readTi meout: 10 secs
url: ldap://mny-Idap-url: 389
user Sear chBase: "dc=exanpl e, dc=or g"
user SearchFilter: "(uid={0})"
identityStrategy: USE USERNAVE
aut henti cati onExpiration: 12 hours

tls:

keyst oreType: jks

truststoreType: jks

client Auth: NONE

protocol : TLSv1. 2

By default, Cloudera Flow Management Operator for Kubernetes does not deploy a UserGroupProvider using the
LDAP target. This means NiFi does not pull down any users, only queriesthe LDAP server for authentication. This
impedes configuring user access, requiring the NiFi administrator to create each user manually.
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The following example shows configuring user synchronization with the LDAP server:

spec:
security:
| dap:
sync:
interval: 30 nmin
user Cbj ect Cl ass: i net OrgPerson
user Sear chScope: SUBTREE
userldentityAttribute: cn
user G oupNaneAttri bute: ou
user G oupNaneRef er encedG oupAttri bute: ou
groupSear chBase: "dc=exanpl e, dc=org"
grouphj ect A ass: organi zati onal Uni t
groupSear chScope: OBJECT
groupNaneAttri bute: ou

Configuring the initial admin user
Configuring single user authentication
Configuring OIDC authentication

NiFi supports user authentication with Open ID Connect (OIDC) providers such as Keycloak.

To configure authentication with an Open ID Connect (OIDC) provider, you need to know the Discovery URL,
clientld, and clientSecret of the authenticating server.

An example of a Discovery URL from Keycloak is:

https://keycl oak. cf noperat or. net/real ms/ master/. wel | - known/ openi d- confi gur at
i on
The clientID and clientSecret fields are provided to NiFi in a Kubernetes secret. Create that secret with the following

command:

kubect| create secret generic oidc-client-secret --fromliteral=clie
ntl D=[***YOUR CLIENT ID***] --fromliteral =clientSecret=[***YOUR CLI ENT
SECRET* **]

The Discovery URL and client credentials secret are provided to NiFi with the below spec:

spec:
security:
openl DAut h:
di scoveryURL: [***YOUR DI SCOVERY URL***]
clientSecretNane: [***Q DC CLI ENT SECRET***]

OpenIDAuth a'so provides additional options:
connectTimeout

Specify the connection timeout when communicating with the OIDC provider.
readTimeout

Specify the read timeout when communicating with the OIDC provider.
JWSAIgorithm
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JWSAIlgorithm is the preferred algorithm for validating identity tokens. If this value is blank,

it defaultsto RS256 which is required to be supported by the OIDC provider according to the
specification. If thisvalue is HS256, HS384, or HS512, NiFi attempts to validate HMAC protected
tokens using the specified client secret. If thisvalue is none, NiFi attemptsto validate unsecured/
plain tokens. Other values for this algorithm attempt to parse as an RSA or EC agorithm to be used
in conjunction with the JISON Web Key (JWK) provided through the jwks_uri in the metadata found
at the discovery URL.

Note:
E For NiFi to trust the certificate presented by the OIDC server, you must add avalid CA for your OIDC server
to NiFi. For informatioon on adding a CA to NiFi, see Additional CA Bundles.

Configuring theinitial admin user
Configuring single user authentication
Configuring LDAP authentication

OpenlD Connect | Apache NiFi System Administrator's Guide

NiFi and NiFi Registry are not FIPS compliant out of the box. When booting cfm-nifi-k8s for NiFi version 1 on a
FIPS enabled cluster, the Pod will enter a CrashLoop attempting to load JKS keystores. NiFi version 2 will boot but
not necessarily be compliant. Follow the instructions here to add additional security providersto the NiFi VM to
enable FIPS compliance.

FIPS compliance requires special security providers to be given to the NiFi and NiFi Registry containers. To fully
configure these new providers, the operator requires afew pieces of information:

Security provider jars.

Keystore provider class.

Preferred keystore format.

Security providers definition.

Java policy for providers. (optional)

o rwbdheE

Security provider jars

These are Javajar files containing FIPS compliant security providers that you have obtained from
Cloudera (CCJand BCTLS) or another vendor, such as Safelogic. The jars should be referred to by
the environment variable PROVIDER_JAR _PATH.

The rest of this document will show examples using ccj and bctls from Cloudera s archive mirror.
Keystore provider class

The provider class that should be used for constructing keystores and truststores. Using ccj, this
would be com.safel ogi c.cryptocomply.jcajce.provider.CryptoComplyFipsProvider. Thiswill be
provided to NiFi by environment variable KEY STORE_PROVIDER_CLASS.

Preferred keystore format

The default keystore format JKSis aweak format and generally not FIPS compliant. Y our security
provider may provide a different format, such as Bouncy Castle FIPS KeyStore (BCFKS). This will
be supplied to NiFi by environment variable KEY STORE_TY PE.

Security providersdefinition
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The security providersto add to the VM must be provided in afile with one provider per line.

CCJexample:

$ cat additional -security-providers.txt

com saf el ogi c. crypt oconpl y. j caj ce. provi der. Crypt oConpl yFi psPr ov
i der

org. bouncycast| e. j sse. provi der. BouncyCast | eJsseProvi der fips: CCJ

A path reference to this file must be provided with an environment variable
SECURITY_PROVIDERS PATH.

Java policy for providers

For some providers, additional permissions may need to be given via Java policy. A standard Java
policy file can be provided, see this CCJ example:

$ cat additional -java-policy.txt

grant {
/1 CCJ Java Perni ssions
perni ssion java.l ang. Runti nePerni ssion "get Protecti onDomai n";
perni ssion java.l ang. Runti nePerni ssi on "accessDecl aredMenber s

perm ssion java.util.PropertyPerm ssion "java.runtine. nane",
"read";

perm ssion java.security. SecurityPernission "putProviderProp
erty. CQ)";

/1 CCJ Key Export and Transl ation

per m ssi on com saf el ogi c. crypt oconpl y. crypto. Crypt oServi cesP
erm ssi on "exportKeys";

/1 CC) SSL

per m ssi on com saf el ogi c. crypt oconpl y. crypt o. Crypt oServi ce
sPerm ssion "tlsAl gorithnsEnabl ed";

/1 CC) Setting of Default SecureRandom

perm ssi on com saf el ogi c. crypt oconpl y. crypt o. Crypt oServi ce
sPerm ssi on "defaul t RandonConfi g";

/1 CC) Setting CryptoServicesRegi strar Properties

per mi ssi on com saf el ogi c. crypt oconpl y. crypto. Crypt oServi cesP
erm ssion "gl obal Config";

/1 CCJ Enabl e JKS

per m ssi on com saf el ogi c. cryptoconpl y.jca.enable jks "true";

}

A path reference to this file must be provided with an environment variable
JAVA_POLICY_PATH.

The Cloudera Flow Management Kubernetes Operator for Apache NiFi has two methods of providing FIPS compliant
security providersto the NiFi JVM: image rebuild or with volumes.

B Note:
This option requires access to an internal container registry.

Thisisthe recommended method of enabling FIPS if you’ ve got the infrastructure to utilize, as this requires no
runtime configuration, Flow developer teams will simply reference the new FIPS enabled image.
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Y ou can provide al required VM Security Provider Information directly to the cfm-nifi-k8s and cfm-nifiregistry-k8s
images via an image rebuild. With this method, you will create a Dockerfile that modifies the images you' ve pulled
from Cloudera prior to pushing them to your internal registries.

1. Inadirectory, place the provider jars, provider definition file, and optional java policy file.

$1s
additional -java-policy.txt additional-security-providers.txt bctls.jar
ccj-3.0.2. 1. jar

2. Create a Dockerfile.

# Use args to paraneterize this Dockerfile for reuse

ARG CFM NI FI _K8S BASE | MAGE=cont ai ner. reposi tory. cl oudera. com cl ouder a/
cfmnifi-k8s

ARG CFM NI FI _K8S BASE TAG=2.9.0-b96-nifi_1.27.0.2. 3. 14.0-14

FROM ${CFM NI FI _K8S_BASE_| MAGE} : ${ CFM NI FI _K8S_BASE_TAG AS nifi -k8s

# Copy the required files

COPY bctls.jar ccj-3.0.2.1.jar $NIFl _HOVE/ |i b/

COPY addi tional -java-policy.txt additional-security-providers.txt $N FI
_HOWVE/ conf/

# Configure environnent variables to point to the provided files

ENV PROVI DER_JAR PATH="$NI FI _HOWE/lib/ccj-3.0.2.1.jar:$NIFI _HOVE/lib/bctls
.jar"

ENV JAVA POLI CY_PATH="$NI FI _HOVE/ conf/ addi ti onal -j ava-policy.txt"

ENV SECURI TY_PROVI DERS_PATH="$N FI _HOVE/ conf/ addi ti onal - security-provi de
rs.txt"

# Configure the keystore type

ENV KEYSTORE_TYPE=BCFKS

# Specify the security provider classe
ENV KEYSTORE PROVI DER CLASS=com saf el ogi c. crypt oconpl y. jcaj ce. provi der. Cr
ypt oConpl yFi psProvi der

3. Build the new image.

docker build -t <your-registry>/cloudera/cfmnifi-k8s:2.9.0-b96-nifi_1.2
7.0.2.3.14.0-14-fips .

docker push <your-registry>/cloudera/cfmnifi-k8s:2.9.0-b96-nifi _1.27.0.2
.3.14.0-14-fips

Using volumes, Security Providers can be configured at deploy time using the standard cfm-nifi-k8s and cfm-
nifiregistry-k8s images provided by Cloudera. Prior to deploying NiFi or NiFi Registry, a volume that supports RWX
should be created and populated with the required files:

e Security provider jars
e Security provider definition file
e Additional Javapolicy

1. Inyour Nifi or NifiRegistry yamls, add the following to mount the volume:

spec:
stat eful set:
vol umes:
- nane: fips-providers
per si st ent Vol uned ai m
cl ai mName: [***RWK VOLUME CLAI Mr**]
vol umeMbunt s:
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- nane: fips-providers
nmount Pat h: /opt/nifi/fips-providers

2. Reference the provided files, keystore type, and keystore provider class:

spec:
security:
j vimBecuri tyProvi derlnfo
# List of provider jars in classpath fornmat
provi derJarPath: "/opt/nifi/fips-providers/ccj-3.0.2.1.jar:/opt/n
fi/fips-providers/bctls.jar"
# O ass providing the keystore inplenentation

provi der Cl ass: com saf el ogi c. cryptoconply.jcajce. provider. Crypt oCo
npl yFi psProvi der
# Keystore fornmat

keyst oreType: BCFKS
# Path to security providers definition

securityProvidersPath: /opt/nifi/fips-providers/additional-security-
provi ders. t xt

# Path to additional Java policy
javaPol i cyPath: /opt/nifi/fips-providers/additional-java-policy.txt

The following example NiFi CR deploys a 3 node cluster with Kubernetes-based state management and leader
election, and a Route to access the NiFi Ul.

api Versi on: cfm cl oudera. conf vlal phal
kind: Nifi
net adat a:
nane: nynifi
spec:
replicas: 3
i mage:
repository: container.repository.cloudera.conicl oudera/cfnnifi-k8s
tag: [***NIFl TAG**]
pul | Secret: docker-pull-secret
tinil mage:
repository: container.repository.cloudera.conicloudera/cfmtin
tag: [***CFM TINl TAG **]
pul | Secret: docker-pull-secret
host Name: nyni fi.[***OPENSH FT ROUTER DOMAI N***]
ui Connecti on:
type: Route
servi ceConfi g:
sessi onAffinity: dientlP
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