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Cloudera Flow Management - Kubernetes Operator Configuring aNiFi Registry cluster

Cloudera Flow Management - Kubernetes Operator can deploy NiFi Registry instances using the NiFiRegistry
custom resource. NiFi Registry instances are configured through these CRs. No additional configuration is required
after deployment.

A custom resource (CR) isa YAML file that describes your desired NiFi Registry deployments. This singlefile
contains al configuration information required for the NiFi Registry instance, no additional configuration is required
after deployment.

This documentation provides sample configuration code snippets that help you create a CR.

Thisistheinitial section of your YAML file that you need to specify in all cases.

Y ou need to add the following section on top of each NiFi Registry custom resource (CR) you write. It defines the
group “cfm.cloudera.com”, the version “vlalphal”, the kind “ NifiRegistry”, and the name of your cluster and the
nodes. It can also specify the namespace in which resources will be deployed. It is expected that a single NiFi cluster
is deployed in a given namespace. Y ou can also specify hamespace during deployment, if that is what you want, omit
namespace from the CR.

api Versi on: cfm cl oudera. conf vlal pha
kind: N fiRegistry
nmet adat a:

name: [ ***NI FIl REQ STRY NAME***]

This section describes the images used for running NiFi Registry. This provides away of manually upgrading the
NiFi version in an existing cluster or very quickly rolling out NiFi clusters with new versions.

A CFM NiFi Registry deployment includes two container images. cfm-nifiregistry-k8s and cfm-tini. The cfm-
nifiregistry-k8s image is the actual registry image itself. The cfm-tini imageis asmall utility image used for
aggregating logs.

Pulling images from Cloudera s registries requires a pull secret containing your Cloudera credentials. Create this pull
secret with

kubect| create secret docker-registry ny-pull-secret \
--docker - user name=[ *** CLOUDERA USER***] \

--docker - passwor d=[ *** CLOUDERA PASSWORD***] \

- -docker - server =cont ai ner. reposi tory. cl oudera. com

spec:

i mage:
repository: [***CFM N FI - REG STRY- K8S REPCS| TORY* * *]
tag: 2.8.0-bXX
i magePul | Pol i cy: |fNotPresent
pul | Secret: ny-pull-secret

tini |l mage:
Repository: [***CFM TI NI REPGCS|I TORY* **]
tag: 2.8.0-bXX
i magePul | Pol i cy: |fNotPresent
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Cloudera Flow Management - Kubernetes Operator Configuring persistence

pul | Secret: [***PULL SECRET***]

e Thedefault [*** CFM-NIFI-REGISTRY-K8S REPOS TORY***] is contai ner.repository.cloudera.com/cloudera/c
fm-nifiregistry-k8s
e Thedefault [***CFM-TINI REPOS TORY***] is container.repository.cloudera.com/cloudera/cfm-tini

if your Kubernetes cluster has no internet connection or you want to use a self-hosted repository, replace these with
the relevant paths.

Learn about configuring storage for NiFi Registry.
Cloudera Flow Management - Kubernetes Operator can configure persistent volumes for the following directories:

« flow_storage
o data
e extension bundles

In the persistence spec, a default size and StorageClass can be defined which applies to each of the directories. The
spec can be further configured to define specific sizes and StorageClasses for each directory if desired.

spec:
per si st ence:
size: 1@
storageC ass: defaul t
fl owSt or age:
size: 3@
data: {}
ext ensi onBundl es:
st orageC ass: SOVE- STORAGE- CLASS

Learn about certificate generation options.

Cloudera Flow Management - Kubernetes Operator provides automatic certificate generation for each NiFi node
inagiven cluster by way of cert-manager certificates to secure intra-cluster communication between NiFis. To
configure nodeCertGen, a cert-manager Issuer or Clusterlssuer isrequired. A self-signed Issuer setup is sufficient for
development environments. In production environments use a third-party authority, or internal signing CAs.

spec:
security:
nodeCert Gen:
i ssuer Ref:
nane: self-signed-ca-issuer
ki nd: d usterlssuer

Issuers and Clusterlssuers

Learn about configuring connections for your NiFi Registry cluster.
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Cloudera Flow Management - Kubernetes Operator Configuring connections to NiFi Registry

Cloudera Flow Management - Kubernetes Operator provides a flexible method of configuring connections to NiFi
Registry called Connections. Using Connections, a Service, Ingress, or Route can be configured to route to a specific
port on NiFi Registry. For defining Connections targeting an arbitrary port on NiFi Registry, use the spec.connections
array. For configuring connection to the NiFi Registry Web Ul, use the spec.uiConnection field. This documentation
provides afull reference for Connections.

Learn about configuring session affinity. It makes possible to keep connection to the web Ul alivein clusters with
several nodes.

Regardless of your connection type, a NiFi cluster with more than one node requires session affinity of sometype

for the Web Ul to operate. Thisis because each NiFi node can supply its own web Ul and if aLoadBalancer shifts
you to another instance, your authentication tokens become invalid. The best method of applying session affinity
varies greatly depending on the Kubernetes cluster provider. In the simplest case, defining session affinity on the web
Serviceresource itself is sufficient:

spec:
ui Connecti on:
servi ceConfi g:
sessionAffinity: dientlP

In certain clouds, for example AWS, the backing LoadBalancer resources do not support session affinity, and cause
provisioning to break.

Learn about configuring a connections array.

Y ou can use the connections array to flexibly define routing to ports on NiFi. The below example configures an
Ingress resource with some annotations and labels provided. The Ingress will expose a URL https://nifi.io/listenTCP
which routesto port 9432 on NiFi. Additionaly, the backing Service is configured to have two extra ports, 8496 and
8495.

spec:
connecti ons:
- type: Ingress
nane: soneConnecti on
annot at i ons:
someanno: myanno
| abel s:
sonel abel : nyl abel
i ngressConfig:
hostnane: nifi.io

pat hs:
- port: 9432
path: /listenTCP
nane: listentcp
servi ceConfi g:
ports:
- port: 8496

protocol : TCP
name: porta

- port: 8495
pr ot ocol : UDP
nane: portb




Cloudera Flow Management - Kubernetes Operator Configuring connections to NiFi Registry

Learn about configuring a connection to the NiFi Registry web Ul.

Y ou can configure a connection to the NiFi Registry Web Ul using the spec.uiConnection field. It isastandard
connection field with specia validation and handling. The name of this connection is always ignored and set to
[***CR NAME***]-web. For Ingress type connections, a maximum of one path may be specified. When you
configure a uiConnection, the spec.hostname field is required.

The uiConnection can support hosthame routing with and without an additional context path. It is not recommended
to use a context path for routing as NiFi Registry does not support it well, but it is possible. For more information, see
NiFi Registry documentation on proxy configuration. An example using ingress-nginx isincluded in this section.

Learn about configuring an Ingress resource using TL S files generated by Cloudera Flow Management - Kubernetes
Operator.

This YAML snippet configures an Ingress resource for accessing the NiFi Registry Web Ul. It usesthe TLSfiles
generated by a Cloudera Flow Management - Kubernetes Operator created Certificate as defined in spec.security.in
gressCertGen. The supplied annotations are for the ingress-nginx Ingress controller. The affinity settings enable a
persistent session so that Ul interactions go to the same NiFi Registry node in the cluster. The backend-protocol
setting is needed for when NiFi Registry is configured to be secure, asit will reject any non-HTTPS connection
attempts.

spec:
ui Connect i on:
type: Ingress
i ngressConfig:
i ngressC assNanme: nyl ngressd ass
i ngressTLS:
- hosts:
- nifi.local host
secret Nane: nynifi-ingress-cert
annot at i ons:
ngi nx. i ngress. kubernetes.io/affinity: cookie
ngi nx. i ngress. kubernetes.io/affinity-node: persistent
ngi nx. i ngr ess. kuber net es. i o/ backend- protocol : HTTPS

Learn about configuring a Route resource to acces the NiFi Registry web Ul.

This YAML snippet configures a Route resource for accessing the NiFi Registry web Ul.

spec:
ui Connecti on:
type: Route
rout eConfi g:
tls:
term nati on: passthrough

Learn about configuring an Ingress resource that rewrites the connection path in incoming requests and does a
reverse-rewrite on Ul calls going to the backend.

This YAML code snippet configures an ingress Ul Connection with a path. The annotations here are for the ingress-
nginx ingress controller and all are required for NiFi Registry to correctly understand the incoming requests.




Cloudera Flow Management - Kubernetes Operator Configuring authentication for NiFi Registry

In the example the path includes some regex at the end: (/|$)(.*). This regex informs the rewrite directivesin the
configuration-snippet and rewrite-target annotations. NiFi Registry does not handle proxy paths well, it does not
understand that https://nifi-registry.localhost/some/path/to/nifi-registry coming through the defined Ingressis
intended to call the /nifi-registry API to load the Ul. The rewrite-target annotation addresses this by capturing the
/nifi-registry and anything that comes after and sends that as the path to the NiFi Registry pod. It translates /some/
path/to/nifi-registry/ to /nifi-registry/. Similarly, the NiFi Registry web Ul does not correctly form APl calls going

to the backend, attempting to call /nifi-registry/ instead of /some/path/to/nifi-registry/. Thisis addressed by the
configuration-snippet rewrite instruction. It does the reverse of the rewrite-target, reapplying the removed context
path /some/path/to. The remaining configuration-snippet lines are headers required by a NiFi Registry behind a proxy.
For more information, see the NiFi System Administrator’s Guide.

spec:
ui Connecti on:
type: Ingress
i ngressConfig:
i ngressC assNane: nyl ngressd ass
i ngressTLS:
- hosts:
- nifi.local host
secret Nanme: nynifi-registry-ingress-cert
pat hs:
- port: 8443
path: "/sonme/path/to(/|$)(.*)"
annot at i ons:
ngi nx. i ngress. kubernetes.io/affinity: cookie
ngi nx. i ngress. kubernetes.i o/ affinity-node: persistent
ngi nx. i ngress. kuber net es. i o/ backend- pr ot ocol : HTTPS
ngi nx. i ngr ess. kuber net es. i o/ confi gurati on-sni ppet: |-
proxy_set header X-ProxySchene $schene;
proxy_set header X-ProxyHost $host;
proxy_set header X-ProxyPort $server port;
proxy_set header X-ProxyContextPath /sone/path/to;
rewite (.*\/nifi)$ $1/ redirect;
proxy_ssl _nane nynifi.default.svc.cluster.| ocal
ngi nx. i ngress. kubernetes.io/rewite-target: /$2

Learn about adding alist of expected proxy hosts. NiFi Registry will reject API requests sent through proxiesif it is
not aware of those proxy hosts.

Provide alist of expected proxy hosts to NiFi Registry beyond the hostname provided in hostName. To add additional
proxy hosts, add the following to your NiFi Registry YAML.:

spec:
addi ti onal ProxyHost s:
[ ***YOUR PROXY***]
- [*** ANOTHER PROXY***]

Learn about configuring the type of authentication appropriate for your use case.




Cloudera Flow Management - Kubernetes Operator Configuring authentication for NiFi Registry

Note:

E NiF Registry requires al web and API traffic be over HTTPS to support user authentication and
authorization. For information on adding an auto-generated certificate to each node, see Node certificate
generation.

Configuring node certificate generation

When you set up a secured NiFi Registry instance for the first time, you must manually designate an "Initial Admin
Identity". Thisinitial admin user is granted access to the Ul and given the ability to create additional users, groups,
and policies.

NiFi Registry requires an initial admin user which will be given sufficient privileges to configure other users and
policies. When configuring an authentication method other than single user authentication, an initial admin user is
required.

Specify theinitial admin user with the following Y AML snippet:

spec:
security:
initial Adminldentity: [***I NI TIAL ADM N | DENTI TY***]

Replace [***INITIAL ADMIN IDENTITY***] with a username, LDAP distinguished name (DN), or a Kerberos
principal.

Learn how to configure an LDAP server for user authentication in your NiFi or NiFi Registry cluster.

Cloudera Flow Management - Kubernetes Operator can configure NiFi to connect to an LDAP server for user
authentication.

Prerequisites:

e Full LDAPURL, i.e. Idap://[*** LDAP SERVER URL***]:[*** LDAP PORT***]
« Desired authentication strategy

« Authentication credentials and key/trust stores if using LDAPS.

e User searchfilters

For LDAP servers protected with any authentication, a Secret must be created containing the correct authentication
credentials and TL S resources (if applicable). The Secret must contain the following data fields:

e managerPassword

» keystore (if TLSis configured)

e keystorePassword (if TLS s configured)
e truststore (if TLSis configured)

o truststorePassword (if TLSis configured)

Create the secret usiing the cubectl CLI utility:

kubect| create secret generic ny-|dap-creds \
--fromliteral =manager Passwor d=nyMan@er Password \
--fromfil e=keystore=/path/to/ keystore \
--fromliteral =keyst or ePasswor d=nyKeyst or ePassword \
--fromfile=truststore=/path/to/truststore \
--fromliteral =truststorePassword=nmyTrust st or ePasswor d
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Cloudera Flow Management - Kubernetes Operator Configuring authentication for NiFi Registry

The following example shows a connection to an LDAP server protected with basic authentication with TLS.

spec:
security:

initial Adm nldentity: nynifiadmn

| dap:
aut henti cati onStrategy: SIVMPLE
manager DN " cn=admi n, dc=exanpl e, dc=or g"
secret Nanme: ny-openl dap- creds
referral Strategy: FOLLOW
connect Ti meout: 3 secs
readTi meout: 10 secs
url: Idap://ny-Idap-url:389
user Sear chBase: "dc=exanpl e, dc=org"
user SearchFilter: "(uid={0})"
identityStrategy: USE USERNAVE
aut henti cati onExpiration: 12 hours

tls:

keyst oreType: jks

truststoreType: jks

cli ent Aut h: NONE

protocol : TLSv1.2

By default, Cloudera Flow Management - Kubernetes Operator does not deploy a UserGroupProvider using the
LDAP target. This means NiFi does not pull down any users, only queries the LDAP server for authentication. This
impedes configuring user access, requiring the NiFi administrator to create each user manually.

The following example shows configuring user synchronization with the LDAP server:

spec:
security:
| dap:
sync:
interval: 30 nin
user Obj ect G ass: inet OrgPerson
user Sear chScope: SUBTREE
userldentityAttribute: cn
user G oupNaneAttri bute: ou
user G oupNaneRef erencedG oupAttri bute: ou
groupSear chBase: "dc=exanpl e, dc=org"
grouphj ect d ass: organi zati onal Uni t
gr oupSear chScope: OBJECT
groupNanmeAttri bute: ou

NiFi Registry supports user authentication with Open ID Connect (OIDC) providers such as Keycloak.

To configure authentication with an Open ID Connect (OIDC) provider, you need to know the Discovery URL,
clientld, and clientSecret of the authenticating server.

An example of aDiscovery URL from Keycloak is:

htt ps:// keycl oak. cf noper at or. net/real ns/ nast er/.wel | - known/ openi d- confi gur at
i on
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Cloudera Flow Management - Kubernetes Operator Configuring VM security providers (FIPS)

The clientID and clientSecret fields are provided to NiFi Registry in a Kubernetes secret. Create that secret with the
following command:

kubect| create secret generic oidc-client-secret --fromliteral=clie
ntlD=[***YOUR CLIENT ID***] --fromliteral =clientSecret=[***YOUR CLI ENT
SECRET* * *]

The Discovery URL and client credentials secret are provided to NiFi Registry with the below spec:

spec:
security:
openl DAut h:
di scoveryURL: [***YOUR DI SCOVERY URL***]
clientSecretNane: [***O DC CLI ENT SECRET***]

Openl DAuth aso provides additional options:
connectTimeout

Specify the connection timeout when communicating with the OIDC provider.
readTimeout

Specify the read timeout when communicating with the OIDC provider.
JWSAlgorithm

JWSAlgorithm is the preferred agorithm for validating identity tokens. If this value is blank,

it defaultsto RS256 which is required to be supported by the OIDC provider according to the
specification. If thisvalueis HS256, HS384, or HS512, NiFi Registry attempts to validate HMAC
protected tokens using the specified client secret. If thisvalueisnone, NiFi Registry attempts to
validate unsecured/plain tokens. Other values for this algorithm attempt to parse as an RSA or EC
algorithm to be used in conjunction with the JSON Web Key (JWK) provided through the jwks_uri
in the metadata found at the discovery URL.

Note:

Ij For NiFi Registry to trust the certificate presented by the OIDC server, you must add avalid CA for your
OIDC server to NiFi Registry. For informatioon on adding a CA to NiFi Registry, see Additional CA
Bundles.

OpenlD Connect | Apache NiFi System Administrator's Guide

NiFi and NiFi Registry are not FIPS compliant out of the box. When booting cfm-nifi-k8s for NiFi version 1 on a
FIPS enabled cluster, the Pod will enter a CrashL oop attempting to load JKS keystores. NiFi version 2 will boot but
not necessarily be compliant. Follow the instructions here to add additional security providersto the NiFi VM to
enable FIPS compliance.

FIPS compliance requires special security providers to be given to the NiFi and NiFi Registry containers. To fully
configure these new providers, the operator requires afew pieces of information:

1. Security provider jars.

2. Keystore provider class.

3. Preferred keystore format.

4. Security providers definition.
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5. Javapolicy for providers. (optional)
Security provider jars

These are Java jar files containing FIPS compliant security providers that you have obtained from
Cloudera (CCJand BCTLYS) or another vendor, such as Safelogic. The jars should be referred to by
the environment variable PROVIDER_JAR PATH.

Therest of this document will show examples using ccj and bctls from Cloudera’ s archive mirror.
Keystore provider class

The provider class that should be used for constructing keystores and truststores. Using ccj, this
would be com.safel ogic.cryptocomply.jcajce.provider.CryptoComplyFipsProvider. Thiswill be
provided to NiFi by environment variable KEY STORE_PROVIDER_CLASS.

Preferred keystore format

The default keystore format JKSis aweak format and generally not FIPS compliant. Y our security
provider may provide a different format, such as Bouncy Castle FIPS KeyStore (BCFKS). Thiswill
be supplied to NiFi by environment variable KEY STORE_TYPE.

Security providersdefinition
The security providersto add to the VM must be provided in afile with one provider per line.

CCJexample:

$ cat additional -security-providers.txt

com saf el ogi c. crypt oconpl y. j caj ce. provi der. Crypt oConpl yFi psPr ov
i der

org. bouncycast| e. j sse. provi der. BouncyCast | eJsseProvi der fips: CCJ

A path reference to this file must be provided with an environment variable
SECURITY_PROVIDERS PATH.

Java policy for providers

For some providers, additional permissions may need to be given via Java policy. A standard Java
policy file can be provided, see this CCJ example:

$ cat additional-java-policy.txt

grant {
/1 CCJ Java Perni ssions
perni ssion java.l ang. Runti nePerni ssi on "get Protecti onDomai n";
perni ssion java.l ang. Runti nePerni ssi on "accessDecl aredMenber s

perm ssion java.util.PropertyPerm ssion "java.runtine. nane",
"read";

perm ssion java.security. SecurityPerni ssion "putProviderProp
erty. CQ)";

/1 CCJ Key Export and Transl ation

per m ssi on com saf el ogi c. cryptoconpl y. crypto. Crypt oServi cesP
erm ssi on "exportKeys";

/1 CC) SSL

per m ssi on com saf el ogi c. crypt oconpl y. crypt o. Crypt oServi ce
sPerm ssion "tlsAl gorithnsEnabl ed";

/1 CC) Setting of Default SecureRandom

per m ssi on com saf el ogi c. crypt oconpl y. crypt o. Crypt oServi ce
sPerm ssi on "def aul t RandonConfi g";

/1 CC) Setting CryptoServicesRegi strar Properties

per mi ssi on com saf el ogi c. crypt oconpl y. crypto. Crypt oServi cesP
erm ssion "gl obal Config";

/1 CCJ Enabl e JKS

per m ssi on com saf el ogi c. cryptoconply.jca.enable jks "true";

12
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s

A path reference to this file must be provided with an environment variable
JAVA_POLICY_PATH.

The Cloudera Flow Management Kubernetes Operator for Apache NiFi has two methods of providing FIPS compliant
security providersto the NiFi JVM: image rebuild or with volumes.

B Note:
This option requires access to an internal container registry.

Thisis the recommended method of enabling FIPS if you' ve got the infrastructure to utilize, as this requires no
runtime configuration, Flow developer teams will simply reference the new FIPS enabled image.

Y ou can provide all required VM Security Provider Information directly to the cfm-nifi-k8s and cfm-nifiregistry-k8s
images via an image rebuild. With this method, you will create a Dockerfile that modifies the images you' ve pulled
from Cloudera prior to pushing them to your internal registries.

1. Inadirectory, place the provider jars, provider definition file, and optional java policy file.

$1s
addi tional -java-policy.txt additional-security-providers.txt bctls.jar
ccj-3.0.2. 1. jar

2. Create aDockerfile.

# Use args to paraneterize this Dockerfile for reuse

ARG CFM NI FI _K8S BASE_| MAGE=cont ai ner . reposi tory. cl oudera. com cl ouder a/
cfmnifi-k8s

ARG CFM NI FI _K8S BASE_TAG=2.9.0-b96-nifi_1.27.0.2.3.14.0-14

FROM ${CFM NI FI _K8S_BASE_| MAGE} : ${ CFM NI FI _K8S_BASE_TAGH AS nifi -k8s

# Copy the required files

COPY betls.jar ccj-3.0.2.1.jar $N FI _HOVE/ | i b/

COPY addi tional -java-policy.txt additional-security-providers.txt $N Fl
_HOWVE/ conf/

# Configure environnent variables to point to the provided files

ENV PROVI DER _JAR _PATH="$NI FI _HOWE/lib/ccj-3.0.2.1.jar: $NIFI _HOVE/l i b/ bctl s
.Jar”

ENV JAVA POLI CY_PATH="$N FI _HOVE/ conf/addi ti onal -j ava- policy.txt"

ENV SECURI TY_PROVI DERS_PATH="$NI FI _HOVE/ conf/ addi ti onal - security-provi de
rs.txt"

# Configure the keystore type

ENV KEYSTORE_TYPE=BCFKS

# Specify the security provider classe
ENV KEYSTORE PROVI DER _CLASS=com saf el ogi c. crypt oconpl y. jcaj ce. provi der. Cr
ypt oConpl yFi psProvi der

3. Build the new image.

docker build -t <your-registry>/cloudera/cfmnifi-k8s:2.9.0-b96-nifi_1.2
7.0.2.3.14.0-14-fips .

docker push <your-registry>/cloudera/cfmnifi-k8s:2.9.0-b96-nifi _1.27.0.2
.3.14.0-14-fi ps
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Using volumes, Security Providers can be configured at deploy time using the standard cfm-nifi-k8s and cfm-
nifiregistry-k8s images provided by Cloudera. Prior to deploying NiFi or NiFi Registry, a volume that supports RWX
should be created and populated with the required files:

»  Security provider jars
e Security provider definition file
e Additional Javapolicy

1. Inyour Nifi or NifiRegistry yamls, add the following to mount the volume:

spec:
st at ef ul set:
vol unes:
- nane: fips-providers
per si st ent Vol uned ai m
cl ai mName: [***RWK VOLUVE CLAI Mr**]
vol uneMount s:
- nane: fips-providers
mount Pat h: /opt/nifi/fips-providers

2. Reference the provided files, keystore type, and keystore provider class:

spec:
security:
j vnSecuri t yProvi der| nf o:

# List of provider jars in classpath format

provi derJarPath: "/opt/nifi/fips-providers/ccj-3.0.2.1.jar:/opt/n
fi/fips-providers/bctls.jar"
# O ass providing the keystore inplenentation

provi derCl ass: com saf el ogi c. cryptoconply.jcajce. provider. CryptoCo
nmpl yFi psProvi der
# Keystore format

keyst oreType: BCFKS
# Path to security providers definition

securityProvidersPath: /opt/nifi/fips-providers/additional-security-
provi ders. t xt
# Path to additional Java policy

javaPol i cyPath: /opt/nifi/fips-providers/additional-java-policy.txt

This custom resource example configures a basic NiFi Registry instance with asingle replica, no security, and a
Route to connect to the UI.

api Versi on: cfm cl oudera. conif vlal phal
kind: N fiRegistry
net adat a:
nane: nynifiregistry
spec:
i mage:
repository: container.repository.cloudera.conicl oudera/cfmnifi-k8s
tag: [***NIFI REGQ STRY TAG **]
tinil mge:
repository: container.repository.cloudera.conicloudera/cfmtini
tag: [***CFM TINI TAG **]
host Nane: nynifiregistry.[***OPENSH FT ROUTER DOVAI N***]
ui Connecti on:
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type: Route
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