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Cloudera Flow Management - Kubernetes Operator Configuring aNiFi Registry cluster

Cloudera Flow Management - Kubernetes Operator can deploy NiFi Registry instances using the NiFiRegistry
custom resource. NiFi Registry instances are configured through these CRs. No additional configuration is required
after deployment.

A custom resource (CR) isa YAML file that describes your desired NiFi Registry deployments. This singlefile
contains al configuration information required for the NiFi Registry instance, no additional configuration is required
after deployment.

This documentation provides sample configuration code snippets that help you create a CR.

Thisistheinitial section of your YAML file that you need to specify in all cases.

Y ou need to add the following section on top of each NiFi Registry custom resource (CR) you write. It defines the
group “cfm.cloudera.com”, the version “vlalphal”, the kind “ NifiRegistry”, and the name of your cluster and the
nodes. It can also specify the namespace in which resources will be deployed. It is expected that a single NiFi cluster
is deployed in a given namespace. Y ou can also specify hamespace during deployment, if that is what you want, omit
namespace from the CR.

api Versi on: cfm cl oudera. conf vlal pha
kind: N fiRegistry
nmet adat a:

name: [ ***NI FIl REQ STRY NAME***]

This section describes the images used for running NiFi Registry. This provides away of manually upgrading the
NiFi version in an existing cluster or very quickly rolling out NiFi clusters with new versions.

A CFM NiFi Registry deployment includes two container images. cfm-nifiregistry-k8s and cfm-tini. The cfm-
nifiregistry-k8s image is the actual registry image itself. The cfm-tini imageis asmall utility image used for
aggregating logs.

Pulling images from Cloudera s registries requires a pull secret containing your Cloudera credentials. Create this pull
secret with

kubect| create secret docker-registry ny-pull-secret \
--docker - user name=[ *** CLOUDERA USER***] \

--docker - passwor d=[ *** CLOUDERA PASSWORD***] \

- -docker - server =cont ai ner. reposi tory. cl oudera. com

spec:

i mage:
repository: [***CFM N FI - REG STRY- K8S REPCS| TORY* * *]
tag: 2.8.0-bXX
i magePul | Pol i cy: |fNotPresent
pul | Secret: ny-pull-secret

tini |l mage:
Repository: [***CFM TI NI REPGCS|I TORY* **]
tag: 2.8.0-bXX
i magePul | Pol i cy: |fNotPresent
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Cloudera Flow Management - Kubernetes Operator Configuring persistence

pul | Secret: [***PULL SECRET***]

e Thedefault [*** CFM-NIFI-REGISTRY-K8S REPOS TORY***] is contai ner.repository.cloudera.com/cloudera/c
fm-nifiregistry-k8s
e Thedefault [***CFM-TINI REPOS TORY***] is container.repository.cloudera.com/cloudera/cfm-tini

if your Kubernetes cluster has no internet connection or you want to use a self-hosted repository, replace these with
the relevant paths.

Learn about configuring storage for NiFi Registry.
Cloudera Flow Management - Kubernetes Operator can configure persistent volumes for the following directories:

« flow_storage
o data
e extension bundles

In the persistence spec, a default size and StorageClass can be defined which applies to each of the directories. The
spec can be further configured to define specific sizes and StorageClasses for each directory if desired.

spec:
per si st ence:
size: 1@
storageC ass: defaul t
fl owSt or age:
size: 3@
data: {}
ext ensi onBundl es:
st orageC ass: SOVE- STORAGE- CLASS

Learn how to configure an LDAP server for user authentication in your NiFi or NiFi Registry cluster.

Cloudera Flow Management - Kubernetes Operator can configure NiFi to connect to an LDAP server for user
authentication.

Prerequisites:
e Full LDAPURL, i.e. Idap://[*** LDAP SERVER URL***]:[*** LDAP PORT***]
« Desired authentication strategy

« Authentication credentials and key/trust stores if using LDAPS.
e User searchfilters

For LDAP servers protected with any authentication, a Secret must be created containing the correct authentication
credentials and TL S resources (if applicable). The Secret must contain the following data fields:

e managerPassword

» keystore (if TLSis configured)

e keystorePassword (if TLS s configured)
e truststore (if TLSis configured)

» truststorePassword (if TLSis configured)




Cloudera Flow Management - Kubernetes Operator Configuring LDAP authentication

Create the secret usiing the cubectl CLI utility:

kubect| create secret generic ny-|dap-creds \
--fromliteral =manager Passwor d=myMan@er Password \
--fromfil e=keystore=/path/to/ keystore \
--fromliteral =keyst or ePasswor d=nyKeyst or ePassword \
--fromfile=truststore=/path/to/truststore \
--fromliteral =truststorePassword=nmyTrust st orePasswor d

The following example shows a connection to an LDAP server protected with basic authentication with TLS.

spec:
security:
initial Adm nldentity: nynifiadmn
| dap:
aut henti cati onStrategy: SIMPLE
manager DN " cn=admi n, dc=exanpl e, dc=or g"
secret Nanme: ny-openl dap- creds
referral Strategy: FOLLOW
connect Ti meout: 3 secs
readTi meout: 10 secs
url: Idap://ny-Idap-url:389
user Sear chBase: "dc=exanpl e, dc=org"
user SearchFilter: "(uid={0})"
identityStrategy: USE USERNAVE
aut henti cati onExpiration: 12 hours
tls:
keyst oreType: jks
truststoreType: jks
cli ent Aut h: NONE
protocol : TLSv1.2

By default, Cloudera Flow Management - Kubernetes Operator does not deploy a UserGroupProvider using the
LDAP target. This means NiFi does not pull down any users, only queries the LDAP server for authentication. This
impedes configuring user access, requiring the NiFi administrator to create each user manually.

The following example shows configuring user synchronization with the LDAP server:

spec:
security:
| dap:
sync:
interval: 30 nin
user Obj ect G ass: inet OrgPerson
user Sear chScope: SUBTREE
userldentityAttribute: cn
user G oupNaneAttri bute: ou
user G oupNaneRef er encedG oupAttri bute: ou
groupSear chBase: "dc=exanpl e, dc=org"
grouphj ect A ass: organi zati onal Uni t
groupSear chScope: OBJECT
groupNanmeAttri bute: ou

Node certificate generation is arequired configuration if LDAP authentication is used. The Cloudera Flow
Management - Kubernetes Operator provides automatic certificate generation for the NiFi Registry by way of cert-
manager Certificatesto provide TLS protection to the WebUI as well as between the Registry and NiFisin the cluster.




Cloudera Flow Management - Kubernetes Operator Example CR

To configure NodeCertGen, a cert-manager Issuer or Clusterlssuer isrequired. A self-signed Issuer setup is good for
development environments, while production environments should use a third-party authority or internal signing CAs.

spec:
security:
nodeCert Gen:
i ssuer Ref:
nane: self-signed-ca-issuer
ki nd: C usterlssuer

Issuers and Clusterlssuers

This custom resource example configures a basic NiFi Registry instance with asingle replica, no security, and a
Route to connect to the UI.

api Versi on: cfm cl oudera. conif vlal phal
kind: N fiRegistry
nmet adat a:
nane: nynifiregistry
spec:
i mage:
repository: container.repository.cloudera.conicl oudera/cfmnifi-k8s
tag: [***NIFI REGQ STRY TAG **]
tini |l mage:
repository: container.repository.cloudera.conicloudera/cfmtini
tag: [***CFM TIN TAG **]
host Name: nynifiregistry.[***OPENSH FT ROUTER DOMAI N***]
ui Connecti on:
type: Route
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