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Cloudera Flow Management Apache NiF and NiFi in Cloudera Flow Management

NiFi 2 marks amajor version of Apache NiFi, introducing several exciting new features, including a powerful Python
API for developing native NiFi components using Python. While this version brings significant enhancements, the
transition from NiFi 1.x to NiF 2.x comes with numerous breaking changes, potentially making the upgrade process
complex and challenging.

Cloudera has made the decision to move alarge number of components downstream that were removed from the
open-source Apache NiFi project. These changes aim to provide better support for Cloudera customers by aligning
with specific Cloudera technologies and minimizing disruptive changes.

For example:
e Hive components:

NiFi in Cloudera Flow Management includes Hive components built against Cloudera’ s version of Hive, which
has diverged from Apache Hive, ensuring compatibility with Cloudera s ecosystem.

« Kafka components:
Cloudera has retained Kafka 2.6 components in Cloudera Flow Management to facilitate smoother transitions

from legacy Kafka components to the new Kafka architecture based on controller services, reducing the risk of
breaking changes.

Learn about the breaking changes Apache NiFi 2 will bring to Cloudera Flow Management.

Moved components

In NiFi 2, some components have been relocated within the Apache NiFi repository, resulting in
changes to the bundle coordinates for the associated NAR files.

Unfortunately, no pre-upgrade actions can fully prevent these breaking changes. Y ou will need to
update the flow.json.gz file with new coordinates. Cloudera s upcoming NiFi Migration Tooling is
designed to automate as many changes as possible to help the upgrade process. Some changes will
still require manual handling, so it is highly recommended to run the pre-upgrade check script to
identify any potential issues or impacted components before proceeding with the upgrade.

JoltTransformJSON processor

"type": "org.apache.nifi.processors.standard.JoltT
r ansf or mJ SON'
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-standard-nar",
"version": "1.27.0"
}
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"type": "org.apache.nifi.processors.jolt.JoltTrans
f or mJSON',
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-jolt-nar",
"version": "2.0.0"
}

JoltTransformRecord processor

"type": "org.apache.nifi.processors.jolt.record.Jo
I t Transf or mRecor d",
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-jolt-record-nar",
"version": "1.27.0"
}
"type": "org.apache.nifi.processors.jolt.JoltTrans
formRecord",
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-jolt-nar",
"version": "2.0.0"
}

FileParameterProvider renamed to KubernetesSecretParameterProvider

"type": "org.apache.nifi.paraneter.Fil eParameterPr
ovi der",
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-standard-nar",
"version": "1.27.0"
}
"type": "org.apache.nifi.paraneter.KubernetesSecre
t Par amet er Provi der ",
"bundl e": {
"group": "org.apache.nifi",
"artifact": "nifi-standard-nar",
"version": "2.0.0"
}
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Removed key components
» Kafkaprocessors:

All Kafka processors in Apache NiFi have been removed and got replaced by new components
using a controller service-based approach. This change is a significant breaking change, as it
does not allow for a non-breaking upgrade. To ease this transition, Cloudera has preserved the
Kafka 2.6 processors without altering the bundle coordinates. However, adjustments to the
Kerberos configuration will still be necessary (see the details below). This approach provides
time to transition to the new Kafka components while on NiFi 2.

* Hive components:

All Hive-related componentsin Apache NiFi have been removed. Cloudera has introduced
specific components downstream to align with the Hive version distributed as part of CDP. Y ou
will need to perform proper bundle coordinate updates in the flow.json.gz file to migrate to these
new components. Both the old and new components are availablein the latest NiFi 1.x releases,
S0 you are advised to switch to the new components while still using NiFi 1.x.

Componentswith Kerberos configuration changes

Kerberos authentication in NiFi requires presenting a Kerberos credential which can be in one of the
following forms:

» Principal + Keytab: The keytab, stored on disk, contains the client’ s secret key. This credential is
used by the application to authenticate and obtain the Ticket Granting Ticket (TGT).

» Principal + Password: The client’s secret key is derived from a password, so no keytab is stored
on disk. Otherwise, this method functions similarly to the keytab-based approach.

» Principal + Ticket cache: The TGT must be acquired externally and stored in aticket cache,
which the application uses. The application itself is unaware of the keytab or password and is
not responsible for handling TGT acquisition.

Historically, NiFi supported the following Kerberos configuration options:

» Kerberos Principal + Kerberos Keytab: Component-level properties supporting keytab-based
credential type

» Kerberos Credentials Service: A property referencing the KerberosCredential sService controller
service interface with the following implementation: KeytabCredentialsService for keytab-based
credential type

» Kerberos Principal + Kerberos Password: Component-level properties supporting password-
based credentials

» Kerberos User Service: A property referencing the KerberosUserService controller service
interface, with implementations for all credential types:

» KerberosKeytabUserService for keytab-based credentials
» KerberosPasswordUserService for password-based credentials
» KerberosTicketCacheUserService for ticket cache-based credentials.

In NiFi 2, only the Kerberos User Service is retained because it can accommodate all credential
types (keytab, password, ticket cache) with a single property on the component. The other
configuration options have been removed in NiFi 2. For more information, see NIFI-13510.

Affected componentsin Cloudera Flow Management 2.1.7:

The table below lists the affected components and their legacy Kerberos properties. It also indicates
whether these components are planned to be available in Cloudera Flow Management 4.x and
provides additional comments on their migration.



https://issues.apache.org/jira/browse/NIFI-13510
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Comporeatmponent Type Compor@amponent | (1) 2 (©)) 4 Jmlitlture Comment
Group ArtifacgtName Ker er erb erbi ailability
PrincipeCredentRiscipdlser | in
Service Service CFM

* 4

+
Kerberos Kerbecrs
Keytak Password
org.apache.nifi.accumul o.control lerervicAsAuTuhaSaSece ce | x X X NO
accumulo-

services
nar

org.apache.nifi.dbcp.DBCPConnetifienFobIB CPConnetti onPooIx X X YES
dbep-
Service
nar

P

hadoo
dbep-

service-
nar

org.apache.nifi.dbcp. HadoopDBOﬁ’Eon;deéduﬁwlBC PonnectkonPool x X YES

hwx- by
schem ClouderaSchemaRegistry
registry-
nar

org.apache.nifi .schemaregistry.rontﬁand@HonWDWMhaWajm NO | Replaced

org.apache.nifi.controller.kudu. K ndit ookUpdarvickeupService| x YES
kudu-
nar

org.apache.nifi.controller.livy.L juyiBless ohGyr#esdienControllerx YES
livy-
nar

org.apache.nifi.processors.kudu Ruitt-udu PutK udu X X X YES
kudu-
nar

org.apache.nifi.atlas.reporting. RepditL i ndagpdidAthasged oAt as YES
atlas-
nar

CDP | org.apache.nifi.processors.hadoomlfist COIRQKjB@Sbject Store | X YES
Object cdf-
Store objectstore-
processors nar

org.apache.nifi.processors.hadoomietchOERDIG BdtSioyect Store YES
cdf-
objectstore-
nar

org.apache.nifi.processors.hadoomPit CD P} BdeSioyect Store YES
cdf-
objectstore-
nar

org.apache.nifi.processors.hadoomibiel et cOBIRERK BEfSiorect Store YES
cdf-
objectstore-
nar

Hadooporg.apache.nifi.processors.hadooplfistHORSHDFS | x X X X YES
processors hadoo
nar T

org.apache.nifi.processors.hadoomFétc HDFS YES
hadooy
nar
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org.apache.nifi.procaeors.hado&ml?UtH P&HDFS YES
hadoo
nar
org.apache.nifi.processors.hadoomibiel et ecBBEIEGRHDFS YES
hadoop-
nar
org.apache.nifi.processors.hadoomiBietH DE&HDFS YES
hadooy
nar T
org.a)ache.nifi.procrs.hadommMovirm&-@FS YES
hadoo
nar
org.apache.nifi.processors.hadoomifieti fy GestHDIFSHRxets YES
hadoop-
nar
org.apache.nifi.processors.hadoomiBietH DE&H RSBl €l nfo YES
hadoop-
nar
org.apache.nifi.processors.hadoomibietH DESBEDHSBedfikmceril e YES
hadoop-
nar
org.apache.nifi.processors.hadoomitreat el ecatepBeinazBedilkeicerile YES
hadoop-
nar
org.apache.nifi.processors.parqueniFetct arquet YES
parquet-
nar
org.apache.nifi.processors.parquenifistParBudParquet YES
parquet-
nar
org.apache.nifi.processors.orc.PUIDIRC | PUtORC NO | Replaced
hive3- by
nar PutClouderaORC
HBase org.apache.nifi.hbase.HBase_1_{nii-CliehtBesack 1 2 xClientService| x X NO | HBase 2 CljentService
services hbase 1 1 2- should
client- be used
service- instead
nar
org.apache.nifi.hbase.HBase 2 _GhieitServiBese 2 ClientService YES
hbase 22-
client-
service-
nar
Hive | org.apache.nifi.dbcp.hive.HiveCQanifiecti omflwalConnect|onPool | x X NO | Replaced
components hive- by
nar ClouderaHiveConnectionPool
org.apache.nifi.dbcp.hive.Hive3Qaifinecti dtiReBiConnegtionPoal NO | Replaced
hive3- by
nar ClouderaHiveConnectionPool
org.apache.nifi.processors.hive.PutiflveStPethhivieStreaming NO | Replaced
hive- by
nar PutClouderaHiveStreaming
org.apache.nifi.processors.hive.Putiflive3 BuddmiegStreaming | x X NO | Replaced
hive3- by
nar PutClouderaHiveStreaming




Cloudera Flow Management

Breaking changesin NiFi 2

Kafk:if_r@.a)ache.nifi .processors.kafka.putisub 7110 NO ConsumeKaﬂka_Z_G
processors kafka-1-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka. mifisub) bl sbiaiider 11 @ NO | PublishKafka 2 6
kafka-1-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka. pufisub, Cmesumetkaiiaitenntdl ® NO | ConsumeKafkaRecord 2 6
kafka-1-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka mifisub) bl sk adiftemnpot 11 M NO | PublishKafkaRecord 2 6
kafka-1-0- should
nar be used
instead
Kafka|2r@.apache.nifi.processors.kaf ka mufisub| Corssumeaikar 2 M | x NO | ConsumeKafka 2 6
processors kafka-2-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka mifisub, bl sbiaiidee 2 @ NO | PublishKafka 2 6
kafka-2-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka. mifisub, Clmssumebaikaiftano 2 @ NO | ConsumeKafkaRecord 2 6
kafka-2-0- should
nar be used
instead
org.apache.nifi.processors.kaf ka. miisub) bl shiaikaiifano 2 O NO | PublishKafkaRecord 2 6
kafka-2-0- should
nar be used
instead
Kafka, 2r§.apache.nifi.processors.kafka mifisubl Cmssumetkaikan 2 & | X YES
processors kafka-2-6-
nar
org.apache.nifi.processors.kafka. mifisub, bl sbikadiidee 2 6 YES
kafka-2-6-
nar
org.apache.nifi.processors.kaf ka mifisub, Clmssumeaik afftamt 2 6 YES
kafka-2-6-
nar
org.apache.nifi.processors.kaf ka mifisub) bl sk cifReno 2 6 YES
kafka-2-6-
nar
Kafka2@Bapache.nifi.processors.kaf ka mutisub) CorssumetaiiiaZIDE X YES
processors cdf-
kafkar2-
nar
org.apache.nifi.processors.kaf ka. miisub) bl Shi<aikccZCIDHP YES
cdf-
kafkar2-
nar
org.apache.nifi.processors.kaf ka. pufisub, Corssumetkafiaifau 2P YES
cdf-
kafka-2-
nar
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org.apache.nifi.processors.kaf ka. mifisub), Friib] sbiaiidctRmuprt 2P YES
cdf-
kafkar2-
nar
Solr | org.apache.nifi.processors.solr.GetBolr | GetSolr X X X YES
processors solr-
nar
org.apache.nifi.processors.sol r. QuefirSolrQuery Solr YES
solr-
nar
org.apache.nifi.processors.sol r. RutBbtr CoRteiSiSn@amtent Strearn YES
solr-
nar
org.apache.nifi.processors.sol r. rutiBotr Re€urtdol rRecord YES
solr-
nar

Flow migration for Kerberos configuration changes

To ensure compatibility with NiFi 2, you will need to migrate your flow by creating a new Kerberos
UserService controller service based on the old controller service or component level properties.
This process involves transitioning from legacy component-level propertiesto the updated service
and clearing outdated configurations.

Migration steps for Kerberos Principal + Kerberos K eytab:

1. Create service: Set up a KerberoskK eytabUserService using the existing Kerberos Principal and
Kerberos Keytab component-level properties.
2. Update reference: Link the new service to the component's Kerberos User Service property.

3. Remove legacy properties: Clear the old property values from Kerberos Principal and Kerberos
Keytab.

Migration steps for K erber os Credentials Service:

1. Create service: Set up a KerberoskK eytabUserService based on the properties from the KeytabCr
edentialsService.

2. Update reference: Point the component's Kerberos User Service property to the new service.

3. Remove legacy service: Clear the old Kerberos Credentials Service reference property and
delete the outdated service.

Migration steps for Kerberos Principal + K erber os Passwor d:

1. Create service: Set up a KerberosPasswordUserService using the Kerberos Principal and
K erberos Password component-level properties.
2. Update reference: Link the new service to the component’s Kerberos User Service property.

3. Remove legacy properties: Clear the old property values from Kerberos Principal and Kerberos
Password.

Componentsrequiring initial code-level changes

For certain components, the Kerberos User Service property is not yet available. These components
will require an initial code-level update before migration.

» Kafka 1 0 processors

» Kafka 2_0 processors

» CDPObjectStore processors
» ReportLineageToAtlas

e KuduL ookupService

* LivySessionController

Migration to Clouder a-specific components

10
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As part of the migration, some components will transition to new, Cloudera-specific types. The
Kerberos property migration should be included in this transition.

» HortonworksSchemaRegistry => ClouderaSchemaRegistry
* Hive[3]ConnectionPool => ClouderaHiveConnectionPool
» PutHive[3] Streaming => PutClouderaHiveStreaming

Scripted components

In NiFi 2, support for certain languages in scripted components has been removed. The affected
languages include ECM A Script, Lua, Ruby, and Python. Cloudera recommends to switch to Groovy
or leverage the new Python API feature for devel oping processors. The following components are
impacted by this change:
 org.apache.nifi.processors.script.ExecuteScript
 org.apache.nifi.processors.script.I nvokeScriptedProcessor
» org.apache.nifi.processors.script. ScriptedFilterRecord
» org.apache.nifi.processors.script. ScriptedPartitionRecord
» org.apache.nifi.processors.script. ScriptedTransformRecord
 org.apache.nifi.processors.script.ScriptedV alidateRecord
» org.apache.nifi.lookup.script.ScriptedL ookupService
» org.apache.nifi.record.script.ScriptedReader
» org.apache.nifi.record.script.ScriptedRecordSetWriter
 org.apache.nifi.record.sink.script.ScriptedRecordSink
» org.apache.nifi.lookup.script.SimpleScriptedL ookupService
» org.apache.nifi.reporting.script.ScriptedReportingTask
Important: Asof now, the Python API in NiFi 2 islimited to creating processors.
Writing controller services or reporting tasks using Python is not supported.

Custom components

If your NiFi environment includes custom components or NARs developed for NiFi 1.x, they are
unlikely to be compatible with NiFi 2. To ensure compatibility, you must update your dependencies
to align with NiFi 2 and rebuild your NARs using Java 21. This update is essential for a successful
transition to the new version.

Transition from variablesto parameters

Variables and the variable registry are removed in NiFi 2 dueto their inherent limitations, such as
requiring expression language support to reference a variable and the inability to store sensitive
values. Y ou can use parameter contexts instead, which have been significantly enhanced over recent
years. For example, the addition of the Parameter Context Provider allows for sourcing parameter
values from external stores (like HashiCorp Vault or cloud provider vaults).

This change is one of the most impactful in NiFi 2, which will require rework on existing data
flows. However, it also presents an opportunity to optimize the organization of parameters, allowing
you to split them into multiple parameter contexts and use inheritance when sharing parameters
across different use cases.

Clouderawill provide automated tools within the NiFi Migration Tooling to assist with transitioning
from variables to parameters.

Removal of XML templates

The concept of XML templatesis being phased out in NiFi 2. Historically, these templates were
stored in memory aswell asin the flow definition files (flow.xml.gz and flow.json.gz). This caused
significant issues for some NiFi users, especially those managing numerous large templates with

11
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thousands of components. Removing templates from NiFi will enhance stability and reduce memory
usage.
If you use templatesin your NiFi 1.x clusters, you should export your existing templates as JSON

definitions or version them into a NiFi Registry instance to prepare for this change. Using NiFi
Registry is the recommended best practice for version control, sharing, and reusing flow definitions.

If your template is a process group:

1. Drag and drop the template onto the canvas.

2. Right-click it, and choose to export it as a flow definition (JSON file) or start version control in
your NiFi Registry, if you have one configured.

If your template is not a process group (just a flow with components):

1. Drag and drop a process group onto the canvas.
2. Gointo that process group and drag and drop your template within that process group.

3. Go back to the parent process group containing your template and export it as a flow definition
or start version control onit.

Clouderawill provide automated tools within the NiFi Migration Tooling to help manage the
migration of templates.

Discontinuation of event driven thread pool

The Event Driven Scheduling Strategy, which was available for some processors in previous
versions of NiFi, isbeing removed in NiFi 2. This feature was experimental and did not demonstrate
significant performance improvements.

If you are using this scheduling strategy, you will need to update your components to use the time
driven scheduling strategy instead. Y ou can identify components using the Event Driven strategy by
searching for “event” in the NiFi search bar.

Java 21 compatibility

Java 21 is the minimum Java version required with NiFi 2. While most versions of NiFi 1.x may
work with Java 21, it is not officially supported to run NiFi 1.x with Java 21 for extended periods
in preparation for the upgrade. The transition to Java 21 should happen as part of the upgrade
processto NiFi 2. You have to ensure that your environment is ready for Java 21 before initiating
the upgrade.

Transition from flow.xml.gz to flow.json.gz

In NiFi 2, flow.xml.gz, which has been a cornerstone of flow configuration storage, is completely
phased out and replaced by flow.json.gz. While the two files have coexisted in many NiFi 1.x
releases, NiFi 2 will exclusively use JSON-based flow representations. Before upgrading, it is
recommended to back up your flow.json.gz file. During the upgrade, only work with this JSON file
if any updates are needed.

Repository encryption removal
The ability to encrypt repositories has been removed in NiFi 2.
NiFi Toolkit changes

The NiFi Toolkit will also undergo changes in NiFi 2, with some features being removed.

In NiFi 2, the values associated with parameters retrieved by parameter providers are no longer stored within the
flow.json.gz file. Instead, these values are retrieved on-demand or during NiFi's startup and are only stored in
memory. This change enhances security and reduces the size of flow files, but it also means that parameter values will
need to be available from their source each time NiFi is started or when the parameters are accessed. It isimportant

12
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to ensure that the external sources for these parameters are reliable and accessible to avoid disruptions during NiFi
operations. For more information, see NIFI-13560.

Starting with Cloudera Flow Management 2.1.7.1000 (Service Pack 1), you can run a pre-upgrade check to help you
prepare for the transition to NiFi 2.

The pre-upgrade check script is specifically designed to highlight necessary steps and make you aware of any
breaking changes that will not be automatically handled by Cloudera' s NiFi Migration Tooling. Its primary purposeis
to ensure a smooth upgrade by informing you of potential issues before you start your NiFi 2 upgrade.

Cloudera Manager allows you to easily run a pre-upgrade check for NiFi. This process helps identify any potential
issues before upgrading. Follow the below steps to perform the pre-upgrade check directly from Cloudera Manager.

1. From Cloudera Manager, click the Clusters tab in the left-hand navigation.
2. Click NiFi inthelist of servicesto display the NiFi service page.

3. Click the Actions drop-down next to the service name and select the Check NiFi Before Upgrade To NiFi 2.0
option.

CLOUDZRA
Hanoger

# NiFi [ cion- 50 minutesp

Mo

Health Tests . Jn8 1o Rsng i Charts = 30m ’-

" NiFi VM File Descriptor Usage NiFi VM Thread Gount
Healthy NIFL_NODE  healthy: 100.00°

Percent healthy or

Status Sumi

NiFi VM Daemon Thread Count NiFi - FlowFiles Received in Last 5 Mimutes

Health Histor """

©  iFi Node He 52504 PM

g 25 34052 AM | NI - FlowFiles Sant in Last 5 Minutes NiFi - MB Recalvad In Last 5 Minates

d with this service. Click the Edit Tags button to add, update, or

13
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4. Click Check NiFi Before Upgrade To NiFi 2.0 again.

Check NiFi Before Upgrade To NiFi 2.0

X

Are you sure you want t run the Check NiFi Before Upgrade To NiFi 2.0 command on
the service NiFi?

‘This command will

« This command will check all required configs and flow * gz files for potential
issues which could appear during/after upgrade to NiFi 2.0

Check MiFi Before Upgrade To NiFi 2.0

The script runs across all NiFi nodes, providing a comprehensive list of items to address before starting an
upgradeto NiFi 2.

Check NiFi Before Upgrade To NiFi 2.0

Staws OFaled  Context M & AWG267.5337PM @ 94s

~ Completed 1 of 1 step(s).

Show All Steps @ Show Only Failed Steps Shaw Only Running Steps

~ @ Excute 2 steps in paralel

Aug 26,7.53:37 PM
Completed only B/2 steps. First failure: Commond (Check NiF1 Before Upgrade To MiFi 2.8 (478)) has failed

~ @ Execute command Check Nifi Before Upgrade To NiFi 2.0 on ol NFi N Node (caycloud 2) &7 Aug 26, 75337 P
Node (ccycoud2)

Command (Check NiFL Before Upgrade To NiFi 2.8 (478)) has failed

~ @ Check Nifi Before Upgrade To NIFi 20 ous-2) & Aug 26, 75337 PM
Check NiFi Before Upgrade To NiFi 2.0 failed on NiFi Node (ccycloud-2).

§>csd/esd.sh []

HECKING FOR REMOVED SCRIPTING LANGUAGES
ome scripting languages have been removed in NiFi 2.8

‘ou should rewrite your scripted components using Groovy as language or leverage the new Pythen API in NAFL 2.8
f not, those companents will be showing as invalid in NiFi 2.8

ERROR: Companent identifier: 'ebd7755-976d-34ac-bded-3118a37B28d7" of type 'org.apache.nifi.processors.script.ExecuteScript’, group 'org.spache.nifi’ and artifact 'nifi-scripting-nar’ has
deprecated “Script Engine’ value 'python’

5. Review thislist thoroughly to ensure a smooth upgrade process.

Example

Hereis an example of the output:

Tue Sep 24 19:37:22 UTC 2024
JAVA HOVE=/ usr/javal/jdkl. 8.0_232-cl oudera

Usi ng - XX: OnQut O Menor yEr ror =/ opt / cl ouder a/ cm agent / servi ce/ conmon/ ki | | pa
rent.sh as CSD JAVA OPTS

Usi ng /var/run/cl oudera-scm agent/ process/ 60-ni fi - N Fl _NODE- Pr eUpgr adeCheck
as conf dir

Usi ng scripts/service-commands/ pre_upgrade_check. sh as process script

14
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CONF_DI R=/ var/ run/ cl ouder a- scm agent / process/ 60- ni fi - Nl FI _NODE- Pr eUpgr ade
Check

CVF_CONF_DI R=

Script pre_upgrade _check.sh started wor k!

CMF_PACKAGE DI R = /opt/cl ouderal/ cm agent/ service

NI FI _WORKI NG DI RECTCORY = /var/lib/nifi

Path to csv file = /var/run/cl oudera-scm agent/ process/ 60-nifi-N Fl_NODE-P

r eUpgr adeCheck/ scri pt s/ common- scri pt s/ resour ces/ CFMA- Depr ecat ed- conponent s. ¢
SV

Path to flow json.gz = /var/lib/nifi/flow json.gz

Path to bootstrap.conf = /var/lib/nifi/config_backup/bootstrap.conf

Custom j ava hone

Using Python 3 or newer versi
Script pre_upgrade_check. py s
Passed ar gunents:

Path to json flow file = /var/lib/nifi/flowjson.gz

Path to deprecated conponents CSV file = /var/run/cl oudera-scm agent/ proce
ss/ 60-ni fi-N FI _NODE- PreUpgr adeCheck/ scri pt s/ cormon-scri pts/resources/ CFM4- D
epr ecat ed- conponent s. csv

Path to conponents with kerberos properties CSV file = /var/run/cl oudera-sc
m agent / process/ 60-ni fi-N FI _NODE- PreUpgr adeCheck/ scri pt s/ conmon-scri pts/res
ources/ Ni Fi - 1. x- conponent s-wi t h-| egacy- Ker ber os- properties. csv

Path to bootstrap conf = /var/lib/nifi/config_backup/bootstrap.conf

IR I Sk I S O O I O

Val i dati ng argunents:

You are running pre upgrade check before upgrade to NNFi 2.0 for NiFi mana
ged by C oudera Manager.

Path to flow json.gz file is valid!

Path to deprecated conponents CSV file is valid!

Path to conponents with kerberos properties CSV file is valid!

Path to bootstrap.conf file is valid!

IR R I R I S S I O O

Par si ng boot strap. conf:

EIE R R R I O I

Readi ng and parsing /var/run/cl oudera-scm agent/ process/ 60-nifi-N Fl _NODE-
Pr eUpgr adeCheck/ scri pt s/ conmon- scri pt s/ resour ces/ CFMA- Depr ecat ed- conponent s.
CSV:

EIE R R I R R S S S O O

Readi ng and parsing /var/run/cl oudera-scm agent/ process/ 60-ni fi-N Fl _NODE-
Pr eUpgr adeCheck/ scri pt s/ conmon- scri pt s/ resources/ Ni Fi - 1. x- conponent s-wi t h-|
egacy- Ker ber os- properties. csv:

IR R I R I S S I O O

Readi ng and parsing flow.json.gz:

EIE R R R I O I

R b S b o S o R

Frrkkkkkkkkxkkkkkrxx CHECKI NG THAT UPGRADE PATH | S SUPPORTED
khkkkkkkkkkxkkxkkxkkkx (]t is required to be on CFM 2. 1. 7+ before upgrading to
CFM 4. 0. 0+)

*kkkkkhkhkhkkikkkkkkhkkikkikikkikkk*k

Get current CFM version from bootstrap.conf and check it's valid to upgrade
to CFMwith NFi 2.0 (CFM4.0.0.0 or newer)

Property value for 'working.dir' = /opt/clouderal/parcels/CFM2.1.7.1000-42/N
| FI

Current CFM version could be upgraded to CFMwith NiFi 2.0 (CFM4.0.0.0 or n
ewer).
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IR R I Ok I O I O
IR R I R I S S I O O
EIE R R I R R S S S O O
EIE R R R I O I

and N Fi

Rk S b o S S O

Get

CHECKI NG THAT JAVA 21 IS USED

(Java 21 is the mininum Java version required for N Fi

Regi stry 2.0)

"java' property value from bootstrap. conf
Property value for 'java

= java

Cetting java home from JAVA HOVE i n env vari abl es.

Executi ng comand:
awk -F[\"\.]
Command out put: 1

WARN: Your current Java version is too |low for upgrading to Ni Fi
Pl ease install
he upgrade docunentation for

4.0.0.0).

JDK for the current
i Fi
kkhkkkhkhkhkhkhhkhkhkhkhkhhhkkk*k
*kkkkhkkhkkhkkhkhkhhkhkkkkkkkk*k*k

EIE R R I O I
R I S Sk o O O I O

gr adi ng.

/usr/javaljdkl. 8.0 _232-cl ouderal/bin/java -version 2>&1 |
-v OFS=.

"'NR==1{print $2}'

2.0 (CFm
Java version 21 on each host with NiFi and followt
NiFi 2.0 (CFM4.0.0.0). NOTE: Do not change the

Ni Fi. It should only be changed during the upgrade to N

2.0 (CFM 4.0.0.0).

CHECKI NG FOR REMOVED COMPONENTS
Some conponents have been renoved in NN Fi 2.0.
You should switch to the recommended option before up

KRk xkkxkkxkkkxkxxkxxkxx | f not, those conponents will be showi ng as ghost conp

onents in N Fi.

ERROR: Conponent identifier: '8d74d462-7c52-35d1-adlb-665696503ea2' of type
'org. apache. nifi.processors. gettcp. Get TCP, group 'org.apache.nifi' and art

ifact 'nifi-tcp-nar' is no |onger supported.

ERROR: Conponent identifier: 'f78dba93-e6ec-38d7-b5e4-fdbcd09fd831' of type
'org. apache. ni fi.processors. pul sar. pubsub. Publ i shPul sar', group 'io.stream

ative.connectors' and artifact 'nifi-pulsar-nar' is renoved, but it is plann

ed to be reintroduced | ater.
identifier:
'org.apache. nifi.processors.twitter.GetTwitter'

"ni fi-social -nmedi a-nar'
usi ng ' ConsuneTwi tter'
identifier:
'org. apache. ni fi.kerberos. Keyt abCr edent i al sServi ce'

"nifi-kerberos-credential s-service-nar
Pl ease consi der using ' KerberosKeyt abUser Servi ce'

ERROR Conponent
nd artifact
ERROR Conponent

and artifact

R kS b S S o

EIE R R I R R S S S O O
EIE R R R I O I
IR I I O S o O O I O
IR I Sk I S I O I O

oovy as | anguage or |everage the new Python AP

Pl ease check the avail able CFM 4. x rel eases.
' 2e2edf 20- 3ef c- 388a- ac96- 943b717e5252"' of type
group 'org.apache.nifi' a
is no | onger supported. Please consider
i nst ead.
'a0766b6b- 140e- 31a8- alf b- 80f 10459f 870" of type
group 'org.apache.nifi’
is no | onger supported
i nst ead.

CHECKI NG FOR REMOVED SCRI PTI NG LANGUAGES

Some scripting | anguages have been renmoved in NiFi 2.0.
You should rewite your scripted conponents using G
in NNF 2.0.

kRkkkkkkxkkkxkxxkxkkx | f not, those conponents will be showing as invalid in
Ni Fi 2.0.

kkkkk khkhkkikkkkkkhkkikikikkikkk*k

ERROR: Conponent identifier: 'e0334fb0-738b-3000-bdf c-fee3e59f539d" of type

'org. apache. nifi.processors. script.I|nvokeScri ptedProcessor',
and artifact

he.nifi'
| ue 'ruby'.
ERROR Conponent

nd artifact

n .
R kS S S S o

EIE R R I R R S O O
EIE R R R I O I

identifier:
'org.apache. ni fi.processors. script.ExecuteScript',
"nifi-scripting-nar'

group 'org.apac
"nifi-scripting-nar' has deprecated 'Script Engine' va
' €9d304ef - 6¢58- 39ea- aa27- c01la6d5718f e’ of type

group 'org.apache.nifi' a
has deprecated ' Script Engi ne' val ue 'pytho

CHECKI NG FOR VARI ABLES
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rEkkkxkkkkxkkkxkkkx** Variables no longer exist in NiFi 2.0 and are repl aced
by Paraneters and Paraneter Contexts.

EE R I b I S b o S S b I

ERROR: Conponent identifier: 'e65el6f2-d5ba-32b4-a04e-1ae97c44da02' contains
2 variabl e(s).

ERROR: Conponent identifier: '1428d513-770b-3c26-94c9-9641d57050c1' cont ai ns
3 vari abl e(s).

IR R I R I S S I O O

EIE R R R I O I

Fhkkkkkkkkkxkkkkkkrxx CHECKI NG FOR EVENT DRI VEN SCHEDULI NG STRATEGY
kRkxkkxkkkkxkxkxkxkxx Fyent Driven Scheduling Strategy no | onger exists. Use
Time Driven scheduling strategy instead.

IR R I R I S S I O O

No conponent is configured with Event Driven scheduling strategy.

EIE R R R I O I

Rk S b o S S O

kkhkkkkhkkhkkkhkhkkkhkhkkxkkikkhhkkk*k CI_'ECKI NG Fm TE'VPLATES

Frkkkkkkkxxkkkxxkkxxk Tenpl ates no longer exist in NiFi 2.0. The use of N Fi
Regi stry is recommended for versioning flows.

kkkkkikhkhkkikkkkkkhkkikikikkikkk*k

ERROR: Conponent identifier: '6c387684-c2f2-3bbe-b485-8b6593cdabba’ with '
conmponent Type' ' TEMPLATE' .

kkhkkkkhkkhkkkhhkkkhkhkxkkikkhhkkk*k
IR R I R I S S I O O

Forkkkkkkkkkkkxkkkxxkk CHECKI NG FOR | NCORRECT KERBERCS CONFI GURATI ON

FrExkkxxxkkxkxxkxk*kx N Fi conponents with Kerberos configuration that are a

vailable in NiFi 2.0 should be configured with the 'Kerberos User Service

IR I Sk I S O O I O

ERROR: Conponent identifier: 'a716b969-9163-3e70-al62-b819b9%ec4b63' of type

'org. apache. ni fi.processors. kaf ka. pubsub. ConsuneKaf ka_2 6', group 'org.apach

e.nifi' and artifact 'nifi-kafka-2-6-nar' has configured Kerberos properties
Pl ease configure Kerberos using 'KerberosUserService', as this is the only

configuration supported in NiFi 2.0.

ERROR: Conponent identifier: '0d650d47-5136-303c-a694-678a027b27cf' of type
'org. apache. ni fi.processors. parquet. Put Parquet', group 'org.apache.nifi' a
nd artifact 'nifi-parquet-nar' has configured Kerberos properties. Please co
nfigure Kerberos using 'KerberosUserService', as this is the only configurat

ion supported in NiFi 2.0.

ERROR: Conponent identifier: '86c88c6a-369f-3209-9a79-dd6168c28b48" of type
'org.apache. nifi.processors. hadoop. Put HDFS' , group 'org. apache.nifi' and
artifact 'nifi-hadoop-nar' has configured Kerberos properties. Please config
ure Kerberos using 'KerberosUserService', as this is the only configuration
supported in N Fi 2.0.

ER R I S O
R Sk ok kR R Rk Sk S S S S R R R ko S R R Sk Sk O Sk S R R O O
R Sk S b S Sk R

Script finished work successfully
ERROR: You shoul d not upgrade until the above errors are taken care of!

Y ou can perform amanual pre-upgrade check from the command line on NiFi nodes even if NiFi is managed by
Cloudera Manager. This approach provides administrators with greater control and isideal for scenarios that require
or prefer amanual process. Follow the below stepsto perform a pre-upgrade check directly from the command line.

1. Switch the user to NiFi using su nifi.
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2. Find thelocation of these files.

a. pre_upgrade check.py
b. CFM4-Deprecated-components.csv
¢. NiFi-1.x-components-with-legacy-K erberos-properties.csv
3. ldentify the ${NIFI_WORKING_DIRECTORY} environment variable, which can be found in stdout.log during
NiFi startup.
4. Use Python3 to run the script with the following command, replacing the placeholders with the actual paths.

pyt hon3 [***/path/to***]/pre_upgrade_check. py \

"${ Nl FI _WORKI NG_DI RECTORY}/f | ow. j son. gz" \

"[***/ pat h/to***]/ CFM4- Depr ecat ed- conponent s. csv" \

"[***/path/to***]/Ni Fi - 1. x-conmponent s-wi t h-1 egacy- Ker ber os- properties.csv"
\

"[***N FI _WORKI NG DI RECTORY***]/ confi g_backup/ boot st rap. conf" \
"${ CUSTOM JAVA HOVE}"

5. If necessary, specify the { CUSTOM_JAVA_HOME} argument.

This should be set if the JAVA_HOME environment variable for the "nifi" user is different from the JAVA
_HOME you are using to run the NiFi service.

6. Onceadll file paths are updated in the command, run it to start the pre-upgrade check.

Y ou can perform amanual pre-upgrade check from the command line on NiFi nodesin environments where NiFi is
not managed by Cloudera Manager. Follow the below steps to perform a standalone pre-upgrade check directly from
the command line.

1. Download the pre-upgrade check script and the associated CSV fileslisting the components deprecated in NiFi 2
and the components with updated K erberos properties.

Thesefiles are part of the Cloudera Service Descriptor (CSD) package available behind the paywall.
a) Download the NiFi CSD file and unzip it.
b) Locatethe required files.

e scripts/service-commands/pre_upgrade check.py
scripts/common-scripts/resources/ CFM 4-Deprecated-components.csv
scripts/common-scripts/resources/NiFi-1.x-components-with-legacy-K erberos-properties.csv

2. After downloading the files, run the pre-upgrade check script using the following command.

su nifi

pyt hon3 [***path_to***]/ pre_upgrade_check. py \

"[***path_to***]/fl ow json.gz" \

"[***pat h_t o***]/ CFM4- Depr ecat ed- conponent s. csv" \

"[***path_to***]/Ni Fi -1. x- conponent s-wi t h-1 egacy- Ker ber os- properties. csv"
\

"[***path_to***]/ boot strap. conf" \
A

"[***pat h_to***]/nifi-framework-nar-<version>. nar" \
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"[***path_to***]/nifi.sh"

B Note:
Replace the placeholder paths with the actual locations of your files.

For example:

su nifi

pyt hon3 /tnp/scripts/service-conmands/ pre_upgrade_check. py \
[var/lib/nifi/flow json.gz \

"/tnp/scripts/ comon-scripts/resources/ CFMA- Depr ecat ed- conponents. csv" \
"/tnp/scripts/comon-scripts/resources/ N Fi-1.x-conponents-wi th-Iegacy-K
er beros-properties.csv" \
"/trp/nifi-1.26.0.2.1.7.1000-25/conf/bootstrap.conf" \

nn \
"/tnp/nifi-1.26.0.2.1.7.1000-25/1ib/nifi-framework-nar-1.26.0.2.1.7.1000
-25.nar" \

“/trp/nifi-1.26.0.2.1.7.1000-25/bin/nifi.sh"

The script generates a detailed report highlighting any issues that need to be resolved before upgrading to NiFi 2.
3. Review thisreport thoroughly to ensure a smooth upgrade process.
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