Cloudera Manager 7.10.1

Encrypting Data at Rest in Cloudera Manager

Date published: 2020-11-30
Date modified: 2023-01-03

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© ClouderaInc. 2024. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



Cloudera Manager | Contents | iii

Encrypting Data at RESE.......ccoviiieieceeee et 5
Data at Rest Encryption Reference ArchiteCture...........cooevceeveeiceeveeccie e 5
Data at Rest Encryption ReqUITEMENTS.........cccoviirieenieesee e 7
Resour ce Planning for Data at Rest ENCryption.........cccvoveveesieeneesenenee e 10
HDFS Transparent ENCrYPtiON.........cccvoiieiieeiie e 12
Key Concepts and ATChITECIUIE.......c..ceeeeeciee ettt st te e s tente s tesa et e ae e e e eneeneeneens 12
Keystores and the Key ManagemMENt SENVEN ........cccvcueieieeieeere et see e e e e e sresresne e 13

Data Encryption Components and SOIULIONS.........cccoveieiririesesie e see e e e s sre e s 13

ENCryption ZONES @N0 KEYS......ciuiieieeeiecieieeees sttt s e et e e e e e seeaessesaesresteseesrenteneeseens 14

Accessing Files Within an ENCryption ZONE...........ccceoeeueirieeeeesesesesesesees e e seessessesaessesssssssssessesses 15

Optimizing Performance for HDFS Transparent ENCryption..........ccceccieveeieeeeiese s s 17
Managing ENCryption KeyS ant ZONES..........cceieiierieiieieeieeieeesieseseseseste e s e saesses e ssesaessesssssessssessessessessessessens 18
Validating Hadoop K&y OPEratiONS.........cccoveieeeririsesesesesesesiessesaesaessesesessessessessessessessessessessessessens 18

(1= Tl T = aTer Y o100 g o) 1= 18

Adding Files to an ENCryption ZONE.........ccvcieieiiieieieeeeeieee et ste e s s sa e e e eneens 19

Deleting ENCrYPLION ZONES........cceiieiieieisiesiesiestesaeeeseeessesesessessessessessessessessessesssssessssssssesessessessessessessens 19

Backing Up ENCIYPLON KEYS......coceeeeieeee sttt ne et sttt e aesa e enae e eneenenns 19

Lo g To T = gTox Y o) o) g I S-S 20

Deleting ENCryption ZONE KEYS......ccuciueiieieieecestisese st stesestes e saesaeae e s eeesessessessessessessessessessessensessnns 22
Re-encrypting Encrypted Data Encryption Keys (EDEKS)........ccccevvvinieieiineseseeseeeeee e 22

Securing the Key Management SyStem (KM S).......ooi ittt sttt s e e 26
Enabling Kerberos Authentication for the KIMS..........cccooeieeieiccseese et 26

Configuring TLS/SSL for the KIMS........o ottt sttt s 26

Migrating Keys from a Java KeyStore to Cloudera Navigator Key Trustee SErVer........ocovvvvvveeieeieneseesenennens 27
Migrating Ranger Key Management Server Role Instances to a New HOSL.........cccceveeeveveececceccecceccne e, 28
Migrate the Ranger Admin role instance to @ NEW NOSt..........ccovviieiinie s 28

Migrate the Ranger KMS db role instance to @ NEW NOSt.........ccccvvvrenenein s 29

Migrate the Ranger KMS KTS role instance to a NewW hoSt.........cccvveieievereeiieseeseceses s 29

Migrating ACLs from Key Trustee KMS 1o Ranger KMS.........ooco ot s 30

Key Trustee KMS operations not supported by Ranger KMS.........cocoeveieneeceecesese e 34

ACLs supported by Ranger KM S and Ranger KMS Mapping.......ccccveereieneneseeneesieseeseesessessessessenses 34

Configuring CDP Services for HDFS ENCIYPLON........coci ettt st sa e e e enens 36
Transparent Encryption Recommendations for HBESE............ccvviiiienenevcsese e 36

Transparent Encryption Recommendations fOr HiVe..........ccccvcciie i 37

Transparent Encryption Recommendations fOr HUE...........ccvcvieiiiiie s 39

Transparent Encryption Recommendations for Impala............ccocevveievniiniese s 39

Transparent Encryption Recommendations for MapReduce and YARN.........cccooceveeveieriencesenene e, 40

Transparent Encryption Recommendations for SEarch............coceveveeeinieccescse s 40

Transparent Encryption Recommendations for Spark..........ccccecevvvir s 41

Transparent Encryption Recommendations fOr SOOO0P.......cccvieirrerereriereeieereeesese e ese e sre e e seesees 41

Integrating Components for Encrypting Data at RESL.........cccviiriiieieseieseseceser e s 41



Set up Luna 7 HSM for Ranger KM S W/datahase...........coveurieerinee s 42

Set up Luna 6 HSM for Ranger KMS, KTS, and KeyHSM.......cocoiiiiiiiieee e 50
Set up Luna 7 HSM for Ranger KMS, KTS, and KeyHSM.......cocoiiiiiiii e 54
Set up GCP Cloud HSM for Ranger KMS, KTS, and KeYHSM.........cccoiiiiiniieneee e 60
Setting up CipherTrust HSM for Ranger KMS, KTS, and KeYHSM ..o 62
Integrating Ranger KMS DB with Google Cloud HSM ...t 65
Integrating Ranger KM S DB with CipherTrust Manager HSM.........cccooiiiiiiiiiinneeeee e 70
Integrating Ranger KMS DB with SafeNet Keysecure HSM.........cocoiiiiiii e 83
Connecting KeySecure HSM to CipherTrust Manager after migration from Key Secure HSM........... 94
Using the Ranger Key Management SEIVICE.........coociirirererirenieseesiesie e seeeesee e e e s e sesbesbesaesbesbesbeseesseseeseens 96
Accessing the Ranger KIMS WED Ul.......ou e b e 96
LiSt @N0 CrEtE KEYS..... ettt ettt b e b b et e e e et et et ene s bt e bt ebesbesaeseen 101
ROII OVEr @n EXISHNG KEY.....couiiiiiieiiiiie ettt bbbt sb e ae b b e 105

D12 L= I U =Y 109



Cloudera Manager Encrypting Data at Rest

Secure data at rest using encryption mechanisms and key management.

Cloudera clusters can use a combination of data at rest encryption mechanisms, including HDFS transparent
encryption and Cloudera Navigator Encrypt. Both of these data at rest encryption mechanisms can be augmented with
key management using Cloudera Navigator Key Trustee Server and Cloudera Navigator Key HSM.

Before configuring encryption for data at rest, familiarize yourself with the requirementsin "Data at Rest Encryption
Requirements”.

Data at Rest Encryption Requirements

The following diagram illustrates product component functional relationships:
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Data at Rest Encryption Reference Architecture
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Toisolate Key Trustee Server from other CDP services, you must deploy Key Trustee Server on dedicated hosts
in a separate cluster in Cloudera Manager. Deploy Ranger KM S on dedicated hosts in the same cluster as the CDP
services that require access to Key Trustee Server. This provides the following benefits:

* You can restart your CDP cluster without restarting Key Trustee Server, avoiding interruption to other clusters or
clients that use the same Key Trustee Server instance.

« You can manage the Key Trustee Server upgrade cycle independently of other cluster components.
* Youcan limit access to the Key Trustee Server hosts to authorized key administrators only, reducing the attack

surface of the system.

» Resource contention is reduced. Running Key Trustee Server and Ranger KM S services on dedicated hosts
prevents other cluster services from reducing available resources (such as CPU and memory) and cresting

bottlenecks.

If you are using virtual machines for the Key Trustee Server or Ranger KMS hosts, see "Resource Planning for Data

at Rest Encryption”.
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Resource Planning for Data at Rest Encryption

Encryption comprises several components, each with its own requirements.

Data at rest encryption protection can be applied at a number of levels within Hadoop:

e OSfilesystem-level
*  Network-level
» HDFS-level (protects both data at rest and in transit)

For more information on the components, concepts, and architecture for encrypting data at rest, see "Encrypting Data
at Rest".

See "Product Compatibility Matrix for Cloudera Navigator Encryption” for the individual compatibility matrices for
each Cloudera Navigator encryption component.

Cryptographic operations require entropy to ensure randomness.

Y ou can check the available entropy on a Linux system by running the following command:
cat /proc/sys/kernel/randonm entropy_avai l

The output displays the entropy currently available. Check the entropy several times to determine the state of the
entropy pool on the system. If the entropy is consistently low (500 or less), you must increase it by installing rng-tools
and starting the rngd service.

Note: Dueto arecent Linux kernel change the ‘entropy_avail' reported by the kernel will always be 256. This
will lead to erroneous alerts being issued if you changed the default settings for ‘Host Entropy Thresholds.
These values will need to be changed to reflect the 256 value for ‘entropy_avail'.

For RHEL 7, run the following commands:

sudo yuminstall rng-tools

cp /usr/lib/systend/systenirngd. service /etc/systend/ system
systentt!| daenon-rel oad

systenct!| start rngd

systenct!| enabl e rngd

Make sure that the hosts running Key Trustee Server, Ranger KM S, and Navigator Encrypt have sufficient entropy to
perform cryptographic operations.

Key Trustee Server must be installed on a dedicated server or virtual machine (VM) that is not used for any other
purpose. The backing PostgreSQL database must be installed on the same host as the Key Trustee Server, and must




Cloudera Manager Data at Rest Encryption Requirements

not be shared with any other services. For high availability, the active and passive Key Trustee Servers must not share
physical resources. See "Resource Planning for Data at Rest Encryption™ for more information.

The recommended minimum hardware specifications are as follows:

* Processor: 1 GHz 64-bit quad core
* Memory: 8 GB RAM
e Storage: 20 GB on moderate- to high-performance disk drives

For information on the supported Linux distributions, see "Product Compatibility Matrix for Cloudera Navigator
Encryption".

Installing and managing Key Trustee Server using Cloudera Manager requires Cloudera Manager 5.4.0 and higher.
Key Trustee Server does not require Cloudera Navigator Audit Server or Metadata Server.

Key Trustee Server installation requires the default umask of 0022.

For new Key Trustee Server installations (5.4.0 and higher) and migrated upgrades (see " Cloudera Enterprise
Upgrade Guide"> for more information), Key Trustee Server requires the following TCP ports to be opened for
inbound traffic:

« 11371
Clients connect to this port over HTTPS.
» 11381 (PostgreSQL)
The passive Key Trustee Server connects to this port for database replication.
For upgrades that are not migrated to the CherryPy web server, the pre-upgrade port settings are preserved:
« 80

Clients connect to this port over HTTP to obtain the Key Trustee Server public key.
« 443 (HTTPS)

Clients connect to this port over HTTPS.
e 5432 (PostgreSQL)

The passive Key Trustee Server connects to this port for database replication.

To ensure secure network traffic, Cloudera recommends obtaining Transport Layer Security (TLS) certificates
specific to the hostname of your Key Trustee Server. To obtain the certificate, generate a Certificate Signing Request
(CSR) for the fully qualified domain name (FQDN) of the Key Trustee Server host. The CSR must be signed by
atrusted Certificate Authority (CA). After the certificate has been verified and signed by the CA, the Key Trustee
Server TLS configuration requires:

* The CA-signed certificate
e The private key used to generate the original CSR
« Theintermediate certificate/chain file (provided by the CA)

Cloudera recommends not using self-signed certificates. If you use self-signed certificates, you must use the --sk
ip-ssl-check parameter when registering Navigator Encrypt with the Key Trustee Server. This skips TLS hostname
validation, which safeguards against certain network-level attacks. For more information regarding insecure mode,
see "Registering Cloudera Navigator Encrypt with Key Trustee Server>Registration Options'.
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The recommended minimum hardware specifications are as follows:

e Processor: 1 GHz 64-bit quad core
¢ Memory: 8 GB RAM
» Storage: 20 GB on moderate- to high-performance disk drives

For information on the supported Linux distributions, see "Product Compatibility Matrix for Cloudera Navigator
Encryption".

The Ranger KM S workload is CPU-intensive. Cloudera recommends using machines with capabilities equivalent

to your NameNode hosts, with Intel CPUs that support AES-NI for optimum performance. Also, Cloudera strongly
recommends that you enable TL S for both the HDFS and the Ranger services to prevent the passage of plain text key
material between the KM S and HDFS data nodes.

The following are prerequisites for installing Navigator Key HSM:

* Oracle Java Runtime Environment (JRE) 7 or higher with Java Cryptography Extension (JCE) Unlimited Strength
Jurisdiction Policy Files:
e JCEforJavaSE7
* JCEfor JavaSE 8

» A supported Linux distribution. See "Product Compatibility Matrix for Cloudera Navigator Encryption".

* A supported HSM device:

* SafeNet Luna

¢ HSM firmware version: 6.2.1
¢« HSM software version: 5.2.3-1
» SafeNet KeySecure

 HSM firmware version: 6.2.1
« HSM software version: 8.0.1
* Thales nSolo, nConnect

¢ HSM firmware version: 11.4.0
¢ Client software version: 2.28.9cam136
« Key Trustee Server 3.8 or higher

i Important: You must install Key HSM on the same host as Key Trustee Server.

Root accessisrequired to install Navigator Key HSM.

« For supported Linux distributions, see "Product Compatibility Matrix for Cloudera Navigator Encryption”.
Supported command-line interpreters:

» sh(Bourne)
 bash (Bash)
* dash (Debian)
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E Note: Navigator Encrypt does not support installation or use in chroot environments.

For new Navigator Key Trustee Server (5.4.0 and higher) installations, Navigator Encrypt initiates TCP traffic over
port 11371 (HTTPS) to the Key Trustee Server.

For upgrades and Key Trustee Server versions lower than 5.4.0, Navigator Encrypt initiates TCP traffic over ports 80
(HTTP) and 443 (HTTPS) to the Navigator Key Trustee Server.

Y ou must have an active connection to the Internet to download many package dependencies, unless you have
internal repositories or mirrors containing the dependent packages.

Datais not accessible during the encryption process. Plan for system downtime during installation and configuration.

To enforce ahigh level of security, all Navigator Encrypt commands require administrative (root) access (including
installation and configuration). If you do not have administrative privileges on your server, contact your system
administrator before proceeding.

Navigator Encrypt requires these packages, which are resolved by your distribution package manager during
installation:

e dkms

o keyutils

e ecryptfs-utils

* libkeytrustee

* navencrypt-kernel-module
e openss

o |sof

e gcc

e Cryptsetup

These packages may have other dependencies that are also resolved by your package manager. | nstallation works with
gce, gee3, and gec4.

Product Compeatibility Matrix for Cloudera Navigator Encryption
Encrypting Data at Rest
Resource Planning for Data at Rest Encryption

For production environments, you must configure high availability for:
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e Key Trustee Server
* Ranger KMS

For high availahility, you must provision two dedicated Key Trustee Server hosts and at least two dedicated Ranger
KMS hosts, for aminimum of four separate hosts. Do not run multiple Key Trustee Server or Ranger KM S services
on the same physical host, and do not run these services on hosts with other cluster services. Doing so causes resource
contention with other important cluster services and defeats the purpose of high availability. See "Data at Rest
Encryption Reference Architecture” for more information.

The Ranger KM S workload is CPU intensive. Cloudera recommends using machines with capabilities equivalent to
your NameNode hosts, with Intel CPUs that support AES-NI for optimum performance.

Make sure that each host is secured and audited. Only authorized key administrators should have access to them. Red
Hat provides security guides for RHEL :

e RHEL 7 Security Guide

For hardware sizing information, see "Data at Rest Encryption Requirements' for recommendations for each
Cloudera Navigator encryption component.

For Cloudera Manager deployments, deploy Key Trustee Server in its own dedicated cluster. Deploy Ranger
KMS in each cluster that uses Key Trustee Server. See "Data at Rest Encryption Reference Architecture” for more
information.

For information about enabling Key Trustee Server high availability, refer to "Setting up Key Trustee Server High
Availability".

For information about enabling Ranger KMS high availability, refer to "Installing Ranger KM S backed with aKey
Trustee Server and HA".

If you are using virtual machines, make sure that the resources (such as virtual disks, CPU, and memory) for each
Key Trustee Server and Ranger KM S host are allocated to separate physical hosts. Hosting multiple services on the
same physical host defeats the purpose of high availability, because a single machine failure can take down multiple
services.

i Important:

Each and every HDFS operation, even for non-encrypted data, will contact KM S. This impacts CPU
reguirements and must be considered when planning Key Management System and Key Trustee Server
implementations.

To maintain the security of the cryptographic keys, make sure that al copies of the virtual disk (including any back-
end storage arrays, backups, snapshots, and so on) are secured and audited with the same standards you apply to the
live data.

Data at Rest Encryption Requirements

Data at Rest Encryption Reference Architecture

RHEL 7 Security Guide

Installing Ranger KM S backed with a Key Trustee Server and HA
Setting up Key Trustee Server High Availability

11
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Data encryption is mandatory for many government, financial, and regulatory entities, worldwide, to meet privacy
and other security requirements. For example, the card payment industry has adopted the Payment Card Industry Data
Security Standard (PCI DSS) for information security.

Other examples include requirements imposed by United States government's Federal Information Security
Management Act (FISMA) and Health Insurance Portability and Accountability Act (HIPAA). Encrypting data stored
in HDFS can help your organization comply with such regulations.

Transparent encryption for HDFS implements transparent, end-to-end encryption of dataread from and written

to HDFS blocks across your cluster. Transparent means that end-users are unaware of the encryption/decryption
processes, and end-to-end means that datais encrypted at-rest and in-transit (see the Cloudera Engineering Blog post
for complete details).

Note: HDFS Transparent Encryption is not the same as TL S encryption. Clusters configured TLS/SSL
encrypt network communications throughout the cluster. Depending on the type of services your cluster
supports, you may want to configure both HDFS Transparent Encryption and TLS/SSL for the cluster.

HDFS encryption has these capahilities:

* Only HDFS clients can encrypt or decrypt data.

« Key management is external to HDFS. HDFS cannot access unencrypted data or encryption keys. Administration
of HDFS and administration of keys are separate duties encompassed by distinct user roles (HDFS administrator,
Key Administrator), thus ensuring that no single user has unrestricted access to both data and keys.

e The operating system and HDFS interact using encrypted HDFS data only, mitigating threats at the OS- and file-
system-level.

e HDFS uses the Advanced Encryption Standard-Counter mode (AES-CTR) encryption algorithm. AES-CTR
supports a 128-hit encryption key (default), or can support a 256-hit encryption key when Java Cryptography
Extension (JCE) unlimited strength JCE isinstalled.

» HDFS encryption has been designed to take advantage of the AES-NI instruction set, a hardware-based encryption
acceleration technique, so your cluster performance should not adversely affected by configuring encryption. (The
AES-NI instruction set can be an order of magnitude faster than software implementations of AES.) However,
you may need to update cryptography libraries on your HDFS and MapReduce client hosts to use the acceleration
mechanism.

Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy Files 7 Download
Optimizing Performance for HDFS Transparent Encryption
Setting up Data at Rest Encryption for HDFS

HDFS must be integrated with an external enterprise-level keystore. The Hadoop Key Management server serves as a
proxy between HDFS clients and the keystore. The keystore can be either the Cloudera Navigator Key Trustee Server
or asupport Hardware Security Module.

HDFS transparent encryption involves the creation of an encryption zone, which is a directory in HDFS whose
contents will be automatically encrypted on write and decrypted on read. Each encryption zone is associated with a
key (EZ Key) specified by the key administrator when the zoneis created. The EZ keys are stored on the external
keystore.

12
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Integrating HDFS with an external, enterprise-level keystore is the first step to deploying transparent encryption. This
is because separation of duties between akey administrator and an HDFS administrator is avery important aspect of
this feature.

However, most keystores are not designed for the encrypt/decrypt request rates seen by Hadoop workloads. Thisled
to the development of a new service, called the Key Management Server (KMS), which serves as a proxy between
HDFS clients and the backing keystore. Both the keystore and KM S must use Hadoop's KeyProvider API to interact
with each other and with HDFS clients.

While HDFS encryption can be used with aloca Java KeyStore for key management, Cloudera does not recommend
this for production environments where a more robust and secure key management solution should be used. Cloudera
offers the following two options for enterprise-grade key management:

« Key Trustee Server is akey store for managing encryption keys. To integrate with the Key Trustee Server,
Cloudera provides Ranger KMS.
« Hardware security modules (HSM) are third-party appliances that provide the highest level of security for keys.

The diagram below illustrates how HDFS clients and the NameNode interact with an enterprise keystore through the
Key Management Server. The keystore can be either the Key Trustee Server or a support HSM.

) HDFS
Proxied requests to
. NameNode
backing keystore

- «—

-

Key Provider
operations

HDFS
Client

Cloudera supports four encryption components which may be combined as unique solutions. When selecting a
Key Management System (KMS), you must decide which components meet the key management and encryption
reguirements for your enterprise.

Descriptions of Cloudera components for encrypting data at rest follow:

Ranger Key Management System (KM S)
Ranger extends the native Hadoop KM S functionality by allowing you to store keysin a secure
database or you can use the secure key store like Key Trustee Server. Cryptographic key
management service supporting HDFS TDE. Not a general purpose Key Management System,
as opposed to Hadoop KM S which stores keys in file based Java Keystore, can be accessed only
through KeyProvider API.

Key Trustee Server (KTS)
Key Manager that stores and manages cryptographic keys and other security artifacts
Key HSM

Allows Ranger Key Trustee Server to seamlessly integrate with the following hardware security
modules (HSM)

13
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Luna6& 7
e CipherTrust
GCP Cloud HSM
e AzureKey Vault

Navigator Encrypt
Transparently encrypts and secures data at rest without requiring changes to your applications

Y ou can deploy encryption components as any of the following solutions for encrypting data at rest:
Ranger KM S Only

e Consistsof ONLY Ranger KM S with a backend database that provides key storage
» Ranger KMS provides enterprise-grade key management
Ranger KMS + HSM
» Consists of Ranger KM S with database + integration with a backend hardware security module
(HSM)
» Ranger KMS provides enterprise-grade key management
» HSM provides encryption zone key protection
e HSM stores only the encryption master key

Ranger KMS + Key Trustee Server (KTS)

» Ranger KMS provides enterprise-grade key management
» KTSprovidesthe key store that stores and manages cryptographic keys and other security
artifacts

Ranger KMS+ KTS+ Key HSM
Allows Cloudera Key Trustee Server to seamlessly integrate with aHSM in addition to aboveitems

HDFS transparent encryption introduces the concept of an encryption zone (EZ), which is a directory in HDFS whose
contents will be automatically encrypted on write and decrypted on read.

Encryption zones always start off as empty directories, and tools such as distcp with the -skipcrccheck -update flags
can be used to add data to a zone. (These flags are required because encryption zones are being used.) Every file and
subdirectory copied to an encryption zone will be encrypted.

IE Note: An encryption zone cannot be created on top of an existing directory.

Each encryption zone is associated with akey (EZ Key) specified by the key administrator when the zone is created.
EZ keys are stored on a backing keystore external to HDFS. Each file within an encryption zone has its own
encryption key, called the Data Encryption Key (DEK). These DEK s are encrypted with their respective encryption
zone's EZ key, to form an Encrypted Data Encryption Key (EDEK).

The following diagram illustrates how encryption zone keys (EZ keys), data encryption keys (DEKSs), and encrypted
data encryption keys (EDEKS) are used to encrypt and decrypt files.

14
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P =

EZ key DEK EDEK

© P

EDEK EZ key DEK

P ]
DEK File Encrypted File
[\

. 3 ]
Encrypted File DEK File

EDEKSs are stored persistently on the NameNode as part of each file's metadata, using HDFS extended attributes.
EDEKSs can be safely stored and handled by the NameNode because the hdfs user does not have access to the
EDEK's encryption keys (EZ keys). Even if HDFSis compromised (for example, by gaining unauthorized accessto a
superuser account), amalicious user only gains access to the encrypted text and EDEKs. EZ keys are controlled by a
separate set of permissions on the KMS and the keystore.

An EZ key can have multiple key versions, where each key version hasits own distinct key materia (that is, the
portion of the key used during encryption and decryption). Key rotation is achieved by bumping up the version for
an EZ key. Per-file key rotation is then achieved by re-encrypting the file's DEK with the new version of the EZ key
to create new EDEK's. HDFS clients can identify an encryption key either by its key name, which returns the latest
version of the key, or by a specific key version.

Related Information

Managing Encryption Keys and Zones
Extended Attributesin HDFS

Accessing Files Within an Encryption Zone

To encrypt anew file, the HDFS client requests anew EDEK from the NameNode. The HDFS client then asks the
KMSto decrypt it with the encryption zone's EZ key. This decryption resultsin a DEK, which is used to encrypt the
file.
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The diagram above depicts the process of writing a new encrypted file. Note that the EDEK cache on the NameNode
is populated in the background. Since it is the responsibility of KM S to create EDEKS, using a cache avoids having to
call the KM S for each create request. The client can request new EDEK s directly from the NameNode.

To decrypt afile, the NameNode provides the HDFS client with the file's EDEK and the version number of the EZ
key that was used to generate the EDEK. The HDFS client requests the KM S to decrypt the file's EDEK with the
encryption zone's EZ key, which involves checking that the requesting client has permission to access that particular
version of the EZ key. Assuming decryption of the EDEK is successful, the client then uses this DEK to decrypt the
file.

Encryption and decryption of EDEK s takes place entirely on the KMS. More importantly, the client requesting
creation or decryption of an EDEK never handles the EZ key. Only the KM S can use EZ keysto create and decrypt
EDEKSs as requested. It isimportant to note that the KM S does not store any keys, other than temporarily in its cache.
It is up to the enterprise keystore to be the authoritative storage for keys, and to ensure that keys are never lost, as a
lost key is equivalent to introducing a security hole. For production use, Cloudera recommends you deploy two or
more redundant enterprise key stores.

16



Cloudera Manager HDFS Transparent Encryption

CDP implements the Advanced Encryption Sandard New Instructions (AES-NI), which provide substantial
performance improvements. To get these improvements, you need a recent version of libcrypto.so on HDFS and
MapReduce client hosts -- that is, any host from which you originate HDFS or MapReduce requests.

Many OS versions have an older version of the library that does not support AES-NI. The instructions that follow tell
you what you need to do for each OS version that CDP supports.

Warning: To ensure that HDFS encryption functions as expected, the steps described in this section are
mandatory for production use.

RHEL/CentOS 6.5 or |ater

Theinstalled version of libcrypto.so supports AES-NI, but you need to install the openssl-devel package on all
clients:

sudo yuminstall openssl-devel

RHEL/CentOS 6.4 or earlier 6.x versions, or SLES 11

Download and extract a newer version of libcrypto.so from a CentOS 6.5 repository and install it on al clientsin /var
/lib/hadoop/extra/native/:

1. Download the latest version of the openss package. For example:

wget http://mrror.centos. org/centos/6/os/x86 64/ Packages/ openssl -1. 0. 1e
-30. el 6. x86_64.rpm

The liberypto.so file in this package can be used on SLES 11 as well as RHEL/CentOS.
2. Decompress the filesin the package, but do not install it:

rpm2cpi o openssl-1.0.1e-30.el 6. x86_64.rpm | cpio -idnv
3. If you are using parcels, create the /var/lib/hadoop/extra/native/ directory:

sudo nkdir -p /var/lib/hadoop/extral/native

4. Copy the shared library into /var/lib/hadoop/extra/native/. Name the target file libcrypto.so, with no suffix at the
end, exactly asin the command that follows.

sudo cp ./usr/lib64/1ibcrypto.so.1.0.1e /var/lib/hadoop/extra/native/lib
crypto. so

Debian Wheezy
The installed version of libcrypto.so supports AES-NI, but you need to install the libssl-devel package on all clients:

sudo apt-get install Iibssl-dev

Ubuntu Precise and Ubuntu Trusty
Install the libssl-devel package on all clients:

sudo apt-get install Iibssl-dev

Testing if encryption optimization works
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To verify that a client host is ready to use the AES-NI instruction set optimization for HDFS encryption at rest, use
the following command:

hadoop checknati ve
Y ou should see a response such as the following:

14/ 12/ 12 13:48: 39 | NFO bzi p2. Bzi p2Factory: Successfully | oaded & initialized
native-bzi p2

library systemnativeld/12/12 13:48:39 INFO zlib. Zl i bFactory: Successfully
|l oaded & initialized native-zlib library

Native library checking:

hadoop: true /usr/lib/hadoop/lib/native/libhadoop.so.1.0.0

zli b: true /1ib64/1ibz.so.1

snappy: true /usr/lib64/libsnappy.so.1

| z4: true revision: 99

bzi p2: true /1ib64/1ibbz2.so.1

openssl: true /usr/lib64/1ibcrypto.so

If you see true in the openssl row, Hadoop has detected the right version of libcrypto.so and optimization will work. If
you see false in this row, you do not have the right version.

Interacting with the KM S and creating encryption zones requires the use of two CLI commands. hadoop key and hdfs
crypto. Before getting started with creating encryption keys and setting up encryption zones, make sure that your
KMS ACLs have been set up according to best practices.

Use hadoop key create to create a test key, and then use hadoop key list to retrieve the key list.

hadoop key create keytrustee_test
hadoop key i st

Warning: If you are using or plan to use Cloudera Navigator Key HSM in conjunction with Cloudera
Navigator Key Trustee Server, ensure that:

Key names begin with al phanumeric characters and do not use special characters other than hyphen (-), period
(.), or underscore (). Using other special characters can prevent you from migrating your keysto an HSM.

Once aKMS has been set up and the NameNode and HDFS clients have been correctly configured, use the hadoop k
ey and hdfs crypto command-line tools to create encryption keys and set up new encryption zones.

Important: Cloudera does not currently support configuring the root directory as an encryption zone. Nested
& encryption zones are also not supported.

Important: The Java Keystore KM S default Truststore (for example, org.apache.hadoop.crypto.key.JavaK ey
& StoreProvider) does not support uppercase key names.

» Create an encryption key for your zone as keyadmin for the user/group (regardless of the application that will be
using the encryption zone):

hadoop key create <key nanme>

« Create anew empty directory and make it an encryption zone using the key created above.

hadoop fs -nkdir /encryption_zone
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hdf s crypto -createZone -keyName <key nanme> -path /encrypti on_zone

Y ou can verify creation of the new encryption zone by running the -listZones command. Y ou should see the
encryption zone along with its key listed as follows:

$ hdfs crypto -1istZones
[ encryption_zone <key_ name>

Warning: Do not delete an encryption key aslong asit is still in use for an encryption zone. This results
in loss of accessto datain that zone. Also, do not delete the KM S service, as your encrypted HDFS data
will beinaccessible. To prevent dataloss, first copy the encrypted HDFS data to a non-encrypted zone
using the distcp command.

Configuring CDP Services for HDFS Encryption

Y ou can add files to an encryption zone by copying them to the encryption zone using distcp.

For example:
hadoop distcp /user/dir /encryption_zone

i Important: You can delete files or directories that are part of an HDFS encryption zone.

By default, distcp compares checksums provided by the filesystem to verify that data was successfully copied to
the destination. When copying from an encrypted location, the file system checksums will not match because the
underlying block datais different. Thisis true whether or not the destination location is encrypted or unencrypted.

In this case, you can specify the -skipcrccheck and -update flags to avoid verifying checksums. When you use -ski
pcrccheck, distcp checks the file integrity by performing afile size comparison, right after the copy completes for
each file.

To remove an encryption zone, delete the encrypted directory.

Warning: This command deletes the entire directory and al of its contents. Ensure that the datais no longer
needed before running this command.

hadoop fs -rm-r -skipTrash /encryption_zone

Important: The Key Trustee KMS does not directly run akey deletion (for example, it may perform a
soft delete instead, or delay the actual deletion to prevent mistakes). In these cases, errors may occur when
creating or deleting akey using the same name after it has already been deleted.

It is very important that you regularly back up your encryption keys. Failure to do so can result inirretrievable loss of
encrypted data.

If you are using the Java KeyStore KM S, make sure you regularly back up the Java KeyStore that stores the
encryption keys.
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When you roll an EZ key, you are essentially creating a new version of the key (ezKeyVersionName). Rolling EZ
keys regularly helps enterprises minimize the risk of key exposure. If a malicious attacker were to obtain the EZ key
and decrypt encrypted data encryption keys (EDEKS) into DEKSs, they could gain the ability to decrypt HDFSfiles.
Rolling an EZ key ensuresthat all DEKs for newly-created files will be encrypted with the new version of the EZ
key. The older EZ key version that the attacker obtained cannot decrypt these EDEKSs.

Before attempting to roll an encryption key (also known as an encryption zone key, or EZ key),you must be familiar
with the concepts associated with Navigator Data Encryption and the HDFS Transparent Encryption.

Y ou may want to roll the encryption key periodically, as part of your security policy or when an external security
compromise is detected.

1. Beforeroalling any keys, log in as HDFS Superuser and verify/identify the encryption zones to which the current
key applies.
This operation a so helps clarify the relationship between the EZ key and encryption zones, and, if necessary,
makes it easier to identify more important, high priority zones.

$ hdfs crypto —IistZones
ez keyl

[ ez2 key2

[user keyl

Thefirst column identifies the encryption zone paths; the second column identifies the encryption key name.

2. You can verify that the files inside an encryption zone are encrypted using the hdfs crypto -getFileEncryptioninfo
command.

Note the EZ key version name and value, which you can use for comparison and verification after rolling the EZ
key.

$ hdfs crypto —getFil eEncryptionlnfo —path /ez/f

{ci pherSuite: {name: AES/ CTR/ NoPaddi ng, al gorithnBl ockSi ze: 16}. crypto

Pr ot ocol Ver si on:

Crypt oProt ocol Versi on{descri pti on="Encrypti on zones’, version=2, unknow

nVal ue=nul I }, edek: 373c0c2e919c27e58c1c343f54233chd,

iv: d129c913c8a34cde6371lec95edf b7337, keyNanme: keyl, ezKeyVersi onNane:
7mbvopZ0WVeuvsOXt TkpGA3P2KuWe4edxcTXI 0bXCpF}

3. Log off asHDFS Superuser and log in as Key Administrator.

Because keys can be rolled, akey can have multiple key versions, where each key version hasits own key
material (the actual secret bytes used during DEK encryption and EDEK decryption). Y ou can fetch an encryption
key by either its key name, returning the latest version of the key, or by a specific key version.

Roll the encryption key (previously identified/confirmed by the HDFS Superuser in step 1. Here, the <key name>
iskeyl.

hadoop key roll keyl

This operation contacts the KM S and rolls the keys there. Note that this can take a considerable amount of time,
depending on the number of key versionsresiding in the KMS.

Rol I'i ng key version from KeyProvi der: org.apache. hadoop. crypto. key. kns. L
oadBal anci ngKMsSCl i ent Provi der @ea434c8
for keyNane: keyl
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keyl has been successfully roll ed.

or g. apache. hadoop. crypt o. key. kns. LoadBal anci ngkKMsC i ent Pr ovi der @ea434c8
has been updat ed.

4. Logout as Key Administrator, and log in as HDFS Superuser. Verify that new filesin the encryption zone have a
new EZ key version.

Note: For performance reasons, the NameNode caches EDEKS, so after rolling an encryption key, you
E may not be able to see the new version encryption key immediately, or at least until after the EDEK cache
is consumed. Of course, the file decryption and encryption still works with these EDEKSs. If you require

that all files DEKsin an encryption zone are encrypted using the latest version encryption key, please re-
encrypt the EDEKs.

$ hdfs crypto —getFil eEncryptionlnfo —path /ez/new file
{ci pherSuite: {name: AES/ CTR/ NoPaddi ng, al gorithnBl ockSi ze: 16}. cryptoP
r ot ocol Ver si on:
Crypt oProt ocol Ver si on{descri ption="Encrypti on zones’, version=2, unknown
Val ue=nul I }, edek: 9aal3ead4a700f 96287cf el349f 6ff 4f 2,
iv: 465c878ad9325e42f a460d2a22d12a72, keyNanme: keyl, ezKeyVer si onNane:

4t uvor J6Feeqk8W Cf dDs9K32KuEj 7g2ydCAvOgNQbY}

Alternatively, you can use KM S Rest API to view key metadata and key versions. Elements appearing in brackets
should be replaced with your actual values. So in this case, before rolling akey, you can view the key metadata
and versions as follows:

$ curl -k --negotiate -u: "https://<KM5_HOSTNAVE>: 16000/ kns/ v1/ key/ <key-
nane>/ net adat a"

{

"nanme" : "<key-name>",

"ci pher" : "<cipher>",

"l ength" : <l ength>,

"description" : "<decription>",

"created" : <millis-epoc>,

"versions" : <versions> (For exanple, 1)
}

$ curl -k --negotiate -u: "https://<KVM5_HOSTNAME>: 16000/ kns/ v1/ key/ <key-
nanme>/ currentversion”

"material" : "<material >",
"name" : "<key-name>",
"versi onName" : "<versionNane>" (For exanple, version 1)

Roll the key and compare the results:
$ hadoop key roll keyl

Rol i ng key version from KeyProvi der: KMSC ientProvider[https://<KM5_HCS
TNAME>: 16000/ kns/ v1/ ]

for key nane: <key-name>
keyl has been successfully roll ed.
KMSCl i ent Provi der[ https://<KMs_ HOSTNAME>/ kns/ v1l/] has been updat ed.

$ curl -k --negotiate -u: "https://<KVM5_HOSTNAME>: 16000/ kns/ v1/ key/ <key-
nanme>/ currentversion”
{

"material" : "<material>", (New material)

"name" : "<key-name>",
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"versi onNane" : "<versionName>" (New version nanme. For exanple, version
2)

$ curl -k --negotiate -u: "https://<KM5_HOSTNAME>: 16000/ kns/ v1/ key/ <key-
name>/ net adat a"

{

"name" : "<key-nane>",

“ci pher" : "<cipher>",

"l ength" : <l ength>,

"description" : "<decription>",

"created" : <millis-epoc>,

"versions" : <versions> (For exanple, version 2)
}

For information on how to delete encryption zone keys, see Delete aKey

When you re-encrypt an EDEK, you are essentially decrypting the original EDEK created by the DEK, and then re-
encrypting it using the new (rolled) version of the EZ key. The file's metadata, which is stored in the NameNode, is
then updated with this new EDEK. Re-encryption does not impact the data in the HDFS files or the DEK-the same
DEK isstill used to decrypt the file, so re-encryption is essentially transparent.

Rolling Encryption Keys

In addition to minimizing security risks, re-encrypting the EDEK offers other capabilities and benefits.

* Re-encrypting EDEKs does not require that the user explicitly re-encrypt HDFS files.

* Incases where there are several zones using the same key, the Key Administrator has the option of selecting
which zone' s EDEK s are re-encrypted first.

e The HDFS Superuser can also monitor and cancel re-encryption operations.

* Re-encryption isrestarted automatically in cases where you have a NameNode failure during the re-encryption
operation.

There are certain considerations that you must be aware of as you re-encrypt an EDEK.

« Itisrecommended that you perform EDEK re-encryption at the same time that you perform regular cluster
maintenance because the operation can adversely impact CPU resources on the NameNode.

e In Cloudera Manager, review the cluster’s NameNode status, which must be in “Good Health”. If the cluster
NameNode does not have a status of “Good Health”, then do not proceed with the re-encryption of the EDEK. In
the Cloudera Manager WebUI menu, you can verify the status for the cluster NameNode, which must not bein
Safe mode (in other words, the WebUI should indicate “ Safemode is of f”).

Running the re-encryption command without successfully verifying the preceding items will result in failures with
errors.

There are few limitations associated with the re-encryption of EDEKSs.
Caution: You cannot perform any rename operations within the encryption zone during re-encryption. If you
attempt to perform a rename operation during EDEK re-encryption, you will receive an |OException error.

EDEK re-encryption does not change EDEK s on snapshots, due to the immutable nature HDFS snapshots. Thus, you
should be aware that after EZ key exposure, the Key Administrator must delete snapshots.
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This scenario operates on the assumption that an encryption zone has already been set up for this cluster.

1. Navigateto the cluster in which you will be rolling keys and re-encrypting the EDEK.
2. Login as HDFS Superuser.
3. View all of the options for the hdfs crypto command:

$ hdfs crypto

[ -createZone —keyNane <keyNane> -path <path>]
[-1istZones]

[-provisionTrash —pat h <pat h>]

[-getFil eEncryptionlnfo —path <path>]
[-reencrypt Zone <action> -path <zone>]
[-1istReencryptionStat us]

[ - hel p <conmand- nanme>]

4. Beforerolling any keys, verify/identify the encryption zones to which the current key applies.

This operation also helps clarify the relationship between the EZ key and encryption zones, and, if necessary,
makes it easier to identify more important, high priority zones.

$ hdfs crypto —listZones
l ez keyl

Thefirst column identifies the encryption zone path (/ez); the second column identifies the encryption key name
(keyl).

5. Exit from the HDFS Superuser account and log in as Key Administrator.

6. Roll the encryption key (previoudly identified/confirmed by the HDFS Superuser in step 4).
Here, the <key name> iskey 1

hadoop key roll keyl

This operation contacts the KM S and rolls the keys. Note that this can take a considerable amount of time,
depending on the number of key versions.

Rol I'i ng key version from KeyProvi der: org.apache. hadoop. crypto. key. kns. L

oadBal anci ngKMsSCl i ent Provi der @ea434c8

for keyNane: keyl

keyl has been successfully rolled.

or g. apache. hadoop. crypt o. key. kns. LoadBal anci ngkMSCl i ent Pr ovi der @ea434c8
has been updat ed.

7. Logout as Key Administrator, and log in as HDFS Superuser.
8. Before performing the re-encryption, you can verify the status of the current key version being used (keyName).

Then, after re-encrypting, you can confirm that the EZ key version (ezKeyVersionName) and EDEK have
changed.

$ hdfs crypto —getFil eEncryptionlnfo —path /ez/f

{ci pherSuite: {name: AES/ CTR/ NoPaddi ng, al gorithnBl ockSi ze: 16}. crypto

Pr ot ocol Ver si on:

Crypt oPr ot ocol Versi on{descri ption="Encryption zones’, version=2, unknow

nVal ue=nul I }, edek: 9aal3ead4a700f 96287cf el349f 6ff 4f 2,

iv: d129c913c8a34cde6371lec95edf b7337, keyNanme: keyl, ezKeyVersi onNane:
7mbvopZ0OWeuvsOXt TkpGA3@P2KuWe4edxcTXI 0bXCpF}
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9. After the EZ key has been rolled successfully, re-encrypt the EDEK by running the re-encryption command on the

encryption zone:

$ hdfs crypto —reencryptZone —start —path /ez

The following information appears when the submission is complete. At this point, the NameNode is processing
and re-encrypting all of the EDEKs under the /ez directory.

re-encrypt command successfully subnitted for zone:

/ ez action: START:

Depending on the number of files, the re-encryption operation can take along time. Re-encrypting a 1M EDEK
file typically takes between 2-6 minutes, depending on the NameNode hardware. To check the status of the re-

encryption for the zone:

hdfs crypto —listReencryptionStatus

Column Name Description Sample Data

which used for re-encryption comparison.
After re-encryption is complete, all filesin
the encryption zone are guaranteed to have
an EDEK whose encryption zone key version
isat least equal to thisversion.

ZoneName The encryption zone name lez
Status Submitted: the command is received, Completed
but not yet being processed by the
NameNode.
¢ Processing: the zone is being processed
by the NameNode.
*  Completed: the NameNode has finished
processing the zone, and every filein the
zone has been re-encrypted.
EZKey Version Name The encryption zone key version name, ZMHfRoGKeX X gf0QzCX8g16Nczlw2sq0r\W

Submission Time

The time at which the re-encryption
operation commenced.

2017-09-07 10:01:09,262-0700

Is Canceled?

True: the encryption operation has been
canceled.

False: the encryption operation has not been
canceled.

False

Completion Time

The time at which the re-encryption
operation completed.

2017-09-07 10:01:10,441-0700

Number of files re-encrypted

The number that appearsin this column
reflects only the files whose EDEK s have
been updated. If afileis created after the key
isrolled, then it will already have an EDEK
that has been encrypted by the new key
version, so the re-encryption operation will
skip that file. In other words, it's possible

for a"Completed" re-encryption to reflect a
number of re-encrypted filesthat isless than
the number of files actually in the encryption
zone.

Note: In cases when you re-encrypt an EZ
key that has already been re-encrypted and
there are no new files, the number of filesre-
encrypted will be 0.
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Number of failures When 0, no errors occurred during the re- 0
encryption operation. If larger than O, then
investigate the NameNode log, and re-
encrypt.

Last file Checkpointed Identifies the current position of there- 0
encryption process in the encryption zone--in
other words, the file that was most recently
re-encrypted.

10. After the re-encryption completes, you can confirm that the EDEK and EZ Key Version Name values have
changed.

$ hdfs crypto —getFil eEncryptionlnfo —path /ez/f

{ci pherSuite: {name: AES/ CTR/ NoPaddi ng, al gorithnBl ockSi ze: 16}. crypto

Pr ot ocol Ver si on:

Crypt oProt ocol Versi on{descri pti on="Encrypti on zones’, version=2, unknow

nVal ue=nul I}, edek: 373c0c2e919c27e58c1c343f54233chd,

iv: d129c913c8a34cde6371lec95edf b7337, keyNanme: keyl, ezKeyVersi onNane:
ZMHF RoGKeXXgf 0Qz CX8q16Nczl w2sqOr WRTCHS3Yj Cz }

There are various facets of the EDEK re-encryption process such as cancelling re-encryption, rolling keys during are-
encryption operation, and throttling re-encryption operations.

Only users with the HDFS Superuser privilege can cancel the EDEK re-encryption after the operation has started.

To cancel are-encryption:

hadoop crypto -reencrypt Zone cancel -path <zone>

Whileit is not recommended, it is possible to roll the encryption zone key version on the KM S while are-encryption
of that encryption zone is already in progress in the NameNode. The re-encryption is guaranteed to complete with all
DEKs re-encrypted, with akey version equal to or later than the encryption zone key version when the re-encryption
command was submitted. This meansthat, if initially the key versionisrolled from vO to v1, then are-encryption
command was submitted. If later on the KM S the key version isrolled again to v2, then all EDEK s will be at least
re-encrypted to v1. To ensure that all EDEKs are re-encrypted to v2, submit another re-encryption command for the
encryption zone.

Rolling keys during re-encryption is not recommended because of the potential negative impact on key management
operations. Due to the asynchronous nature of re-encryption, there is no guarantee of when, exactly, the rolled
encryption keys will take effect. Re-encryption can only guarantee that all EDEKs are re-encrypted at |east on the EZ
key version that existed when the re-encryption command is issued.

With the default operation settings, you will not typically need to throttle re-encryption operations. However, in cases
of excessive performance impact due to the re-encryption of large numbers of files, advanced users have the option of
throttling the operation so that the impact on the HDFS NameNode and KT KM S are minimized.

Specifically, you can throttle the operation to control the rate of the following:

e The number of EDEK s that the NameNode should send to the KM S to re-encrypt in a batch
(dfs.namenode.reencrypt.batch.size)

e The number of threadsin the NameNode that can run concurrently to contact the KMS.
(dfs.namenode.reencrypt.edek.threads)
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» Percentage of time the NameNode read-lock should be held by the re-encryption thread
(dfs.namenode.reencrypt.throttle.limit.handler.ratio)

» Percentage of time the NameNode write-lock should be held by the re-encryption thread
(dfs.namenode.reencrypt.throttle.limit.updater.ratio)

Y ou can monitor the HDFS NameNode heap and CPU usage from Cloudera Manager.

Cloudera provides the following Key Mangement System (KM S) implementations: Ranger KM S with database,
Ranger KM S with HSM, Ranger KM S with Key Trustee Server, and Ranger KM S with Key Trustee Server and Key
HSM. Y ou can secure Ranger KM S using Kerberos, TLS/SSL communication, and access control lists (ACLSs) for
operations on encryption keys.

Cloudera Manager supports wizard-driven instructions for installing both Ranger KM S with a database and Ranger
KMSwith KTS.

Y ou can use Cloudera Manager to enable Kerberos authentication for the KMS.

Minimum Required Role: Full Administrator

Open the Cloudera Manager Admin Console and go to the KM S service.
Click Configuration.

Set the Authentication Type property to kerberos.

Click Save Changes.

Because Cloudera Manager does not automatically create the principal and keytab file for the KMS, you must run
the Generate Credentials command manually.

On the top navigation bar, go to Administration Security Kerberos Credentials and click Generate Missing
Credentials

o~ w DR

Note: This does not create anew Kerberos principal if an existing HTTP principal existsfor the KMS
host.

Return to the home page by clicking the Cloudera Manager 1ogo.

Click the ¥ icon that is next to any stale services to invoke the cluster restart wizard.
Click Restart Stale Services.

. Click Restart Now.

10. Click Finish.

© © N o

Y ou must configure specific TLS/SSL properties associated with the KMS.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. GototheKMSservice.
2. Click Configuration.
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3.

In the Search field, type TLS/SSL to show the KMS TLS/SSL properties (in the Key Management Server Default

Group Security category).

4. Edit thefollowing TLS/SSL properties according to your cluster configuration.

© © N o O»

Enable TLS/SSL for Key
Management Server

Key Management Server TLS/SSL
Server JKS Keystore File Location
Key Management Server TLS/SSL
Server JKS Keystore File Password

Key Management Server Proxy TLS/
SSL Certificate Trust Store File

Key Management Server Proxy TLS
SSL Certificate Trust Store Password

Click Save Changes.

Encrypt communication between clients and Key Management Server using Transport Layer
Security (TLS) (formerly known as Secure Socket Layer (TLS/SSL)).

The path to the TLS/SSL keystore file containing the server certificate and private key used for
TLS/SSL. Used when Key Management Server is acting asa TLS/SSL server. The keystore must
be in JKS format.

The password for the Key Management Server JKS keystore file.

Thelocation on disk of the truststore, in .jks format, used to confirm the authenticity of TLS/SSL
servers that Key Management Server Proxy might connect to. Thisis used when Key Management
Server Proxy isthe clientin aTLS/SSL connection. This truststore must contain the certificates
used to sign the services connected to. If this parameter is not provided, the default list of well-
known certificate authorities is used instead.

The password for the Key Management Server Proxy TLS/SSL Certificate Trust Store File. This
password is not required to access the truststore; this field can be left blank. This password provides
optional integrity checking of the file. The contents of truststores are certificates, and certificates
are public information.

Return to the home page by clicking the Cloudera Manager 1ogo.
Click the ¥ icon that is next to any stale services to invoke the cluster restart wizard.

Click Restart Stale Services.
Click Restart Now.

10. Click Finish.

Y ou can migrate keys from an existing Java KeyStore (JKS) to Key Trustee Server to improve security, durability,
and scalability.

This procedure assumes that the Java KeyStore (JKS) is on the same host as the new Key Trustee KMS service.

Stop the Java KeyStore KM S service.
Add and configure the Key Trustee KM S service, and configure HDFS to use it for its KM S Service setting.
Restart the HDFS service and redeploy client configuration for this to take effect.

a. Home Cluster-wide Deploy Client Configuration

Add the following to the Key Management Server Proxy Advanced Configuration Snippet (Safety Valve) for
kms-sitexml ( Key Trustee KM S Service Configuration Category Advanced ):

<property>

<nanme>hadoop. kns. key. provi der. uri </ nanme>
<val ue>keytrustee://file@var/li b/ kns-keyt rust ee/ keytrust ee/. keytrust ee/
,jceks://file@path/to/kmns. keyst ore</val ue>

<descri pti on>URI
</ property>

of the backi ng KeyProvider for the KMS</description>
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<property>

<nanme>hadoop. security. keystore.java-keystore-provi der. password-fil e</
name>

<val ue>/t np/ passwor d. t xt </ val ue>

<descri pti on>Java KeyStore password fil e</description>
</ property>

If the Java KeyStoreis not password protected, omit the hadoop.security.keystore.java-keystore-provider.pass
word-file property.

5. Click Save Changes and restart the Key Trustee KMS service.
If the Java KeyStoreis not password protected, skip to step 7.

6. Createthefile /var/lib/keytrustee-kmg/jetty-depl oyment/webapps/kms/WEB-INF/classes/tmp/passwor d.txt and
add the Java KeyStore password to it.

7. Change the ownership of /var/lib/keytrustee-kmg/jetty-depl oyment/webapps/kms/WEB-INF/classes/tmp/
password.txt to kms:kms.

sudo chown kns: knms /var/|lib/keytrustee-kns/jetty-depl oyment/webapps/ kns/
VEB- | NF/ cl asses/ t np/ passwor d. t xt

8. From the host running the Key Trustee KM S service, if you have not configured Kerberos and TLS/SSL, run the
following command:

curl -L -d "trusteeOp=m grate"
"http://kns01l. exanpl e. com 16000/ kns/ v1/trusteel/ key/ m grate?user.n
ane=user nanmeé&t r ust eeQp=mi gr at e"

If you have configured Kerberos and TLS/SSL, use the following command instead:

curl --negotiate -u : -L -d "trusteeQp=nigrate"
"https://knms01. exanpl e. com 16000/ kns/ v1/trust ee/ key/ m grat e?user.n
anme=user nameé&t r ust eeQp=m grate" --cacert /path/to/kns/cert

9. Monitor /var/log/lkms-keytrustee/lkms.log and /var/log/kms-keytrustee/kms-catalina.< date>.log to verify that the
migration is successful.

Y ou can also run sudo -u <key_admin> hadoop key list to verify that the keys are listed.

10. After you have verified that the migration is successful, remove the safety valve entry used in step 3 and restart
the Key Trustee KM S service.

Role Instances

Y ou can move the Ranger Admin, Ranger KM S db and Ranger KMS KTS role instances for an existing Ranger KMS
service from one host to another, using Cloudera Manager.

Note: This procedure applies only to the Ranger Key Management Server role instances. Do not attempt to
move the Key Trustee Server.

In some cases—for example, after upgrading your servers-you may want to migrate a Ranger KM S Server role
instance to a new host. This procedure describes how to move a Ranger KM S role instance from an existing cluster
host to another cluster host.

To migrate the Ranger KM Srole instances to a new host, first migrate the Ranger Admin role instance.

28


https://docs.cloudera.com/cloudera-manager/7.10.1/managing-clusters/topics/cm-role-instances.html

Cloudera Manager HDFS Transparent Encryption

1. Addanew Ranger Admin role instance on another node.

E Note: If you enabled manual SSL on this cluster, you must update the SSL configs when adding a new
role.

Start the new Ranger Admin role instance.

Stop the initial Ranger Admin instance.

Delete theinitial Ranger Admin instance.

Restart the cluster.

Restarting the cluster removesthe "stale”" changes.

o~ wb

After migrating the Ranger Admin role instance to a new host, migrate the Ranger KM S db role instance.
Only if Ranger KM S has a backend database for key storage, should you migrate the Ranger KM S db role instance.

1. Addanew Ranger KMS db role instance on another node.

B Note: If you enabled manual SSL on this cluster, you must update the SSL configs when adding a new
role.

Start the new Ranger KM S db role instance.

Stop the initial Ranger KM S db instance.

Delete theinitial Ranger KM S db instance.

Restart the cluster.

Login to Ranger Admin Ul using keyadmin credentials.

Update the cm_kms service to use the kms url that refers to the new hostname.

No g s e

Managing Hosts

After migrating the Ranger Admin, Ramger KM S db role instances to a new host, migrate the Ranger KMS KTSrole
instance.

Only if Ranger KM S is backed by Key Trustee Server for key storage, should you migrate the Ranger KMS KTSrole
instance.

1. Addanew Ranger KMS KTS roleinstance on another node.

E Note: If you enabled manual SSL on this cluster, you must update the SSL configs when adding a new
role.

2. Start the new Ranger KMS KTSrole instance.
3. Stop theinitial Ranger KTS service.
4. Deletethe older Ranger KTS instance.
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Restart the cluster.
Login to Ranger Admin Ul using keyadmin credentials.
Update the cm_kms service to use the kms url that refers to the new hostname.

Copy or rsync conf and gpg files such as keytrustee.conf, pubring.gpp and secring.gpg present at /var/lib/kms-
keytrustee/keytrustee/ keytrustee/ from older host to new host. For example:

© N o’

[root @m ktslog-1 ~]# || /var/lib/kns-keytrusteel/keytrusteel/.keytrustee/

total 20

STW------ 1 kms knms 715 Oct 7 10:59 keytrustee. conf
STW------ 1 knms kms 5026 Oct 7 10:59 pubring. gpg
SV VA 1 knms ks 4885 Oct 7 10:59 secring. gpg

9. Restart the Ranger KMSKTS service.

Managing Hosts

Y ou must perform the following procedures to migrate ACL s from Key Trustee Key Management Server (KMS) to
Ranger KMS.

Before going into the details of how Key Trustee ACLs are evaluated, it is critical that you understand the key rules
that the Key Trustee Key Management Server uses in performing this evaluation.

KMSACL Flow Rules:

* Thewhitelist class bypasses key.acl and default.key.acl controls.
« Thekey.acl definitions override all default definitions.

Encryption key accessis evaluated as follows:
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ﬁoutgoing response

[GARCI [V @l —incoming request—p»

Top Level Feature Access Controls

Key Trustee

KMS hadoop.kms.

blacklist

allowed or
denied?

Allowed

Key Specific Controls and Whitelist

l Yes

configured? Yes e

default.key.acl

AIIolwed Authorize Authorize
I 1
Evaluation Exit Point Evaluation Exit Point Evaluation Exit Point
to R;turn to Return to Return
O \\ \\

land?2

The KM S evaluates the hadoop.kms.acl. <OPERATION> and hadoop.kms.blacklist. <OPERATION> classes to
determine whether or not access to a specific KM S feature or function is authorized.

In other words, a user must be allowed by hadoop.kms.acl.<OPERATION>, and not be disallowed by hadoop.kms.b
lacklist. <OPERATION>.

If auser isdenied access to a KM S-wide operation, then the flow halts and returns the result Denied.
If auser is allowed access to a KM S-wide operation, then the evaluation flow proceeds.

3

The KMS evaluates the whitelist.key.acl class.

The KMS ACL workflow evaluates the whitelist.key.acl. <OPERATION>, and if the user is allowed access, then it is
granted (Allowed) . If not, then the flow continues with the evaluation.

4and 5
The KMS evaluates the default.key.acl <OPERATION> and key.acl. <OPERATION> classes.

The KMS evaluates whether or not thereis akey.acl. KEY .<OPERATION> class that matches the action the user is
attempting to perform. If thereis, it then evaluates that value to determine whether or not the user can perform the
reguested operation.
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Note: Before evaulating the default.key.acl. <OPERATION> and key.acl. <OPERATION> classes, the flow
E logic determines which classes exist. Only one of these can exist and be used at any time (for example, key.
acl.prodkey.READ overrides default.key.acl.READ for prodkey, so the flow logic is configured with it’s own

READ ACLS)

Depending on the result of the Key Trustee ACL evaluation, controls are applied to the key and results (Allowed or
Denied).

Accessis evaluated with Ranger KM S policies as follows:

32



Cloudera Manager

HDFS Transparent Encryption

Request

Evaluate Deny
Condition of
Global
Override policy

User present?

Evaluate Allow
Condition of
Global
Override policy

User present?

Evaluate Deny g

condition Key Resource
Default policy Specific policy

e present?
all-keyname

Evaluate Allow
M g Key Resource
Specific policy

User present?

Evaluate Allow
condition
Default policy
i.e.
all-keyname

User present?

1

After the request is received, the Deny condition of the Global Override policy is evaluated. If the user is present, the

flow halts and returns the result Deny. If the user is not present, the evaluation flow proceeds.
2

Now, the Allow condition of the Global Override policy is evaluated. If the user is present, the flow halts and returns

theresult Allow. If the user is not present, the evaluation flow proceeds.
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3

If the Key Resource Specific policy is present, the Allow condition of the Key Resource Specific policy is evaluated.
If the user is not present, the flow halts and returns the result Deny. If the user is present, the flow is complete and
returns the result Allow.

4

If the Key Resource Specific policy is not present, the Deny condition of the Default policy, all-keyname, is
evaluated. If the user is present, the flow halts and returns the result Deny. If the user is not present, the evaluation
flow proceeds.

5

Now, the Allow condition of the Default policy, all-keyname, is evaluated. If the user is not present, the flow halts
and returns the result Deny. If the user is present, the flow is complete and returns the result Allow.

Thefollowing Key Trustee KM S operations are not supported by Ranger KMS.
» hadoop.kms.acl. <OPERATION>

The ACLs mentioned below areignored by Ranger KM S because these ACL s are not migrated to the Ranger
KMS policy.

hadoop. kns. acl . CREATE

hadoop. kns. acl . DELETE

hadoop. kns. acl . ROLLOVER

hadoop. kns. acl . GET

hadoop. kns. acl . GET_KEYS

hadoop. kns. acl . GET_METADATA
hadoop. kns. acl . SET_KEY_MATERI AL
hadoop. kns. acl . GENERATE_EEK
hadoop. kns. acl . DECRYPT_EEK

e keytrustee kms.acl. <OPERATION>

The ACLs mentioned below are Key Trustee-specific ACLs. These ACLs areignored by Ranger KM S because
they are not migrated to the Ranger KM S policy. Also, these ACLs are not supported by Hadoop KMS.

keytrust ee. kns. acl . UNDELETE
keytrust ee. kns. acl . PURGE

B Note: The KTSto Ranger KMS migration utility may exit with output similar to:

Fol | owi ng users do not exist in Ranger DB: [csso_XxxxX, userQ0l, €SSO _XXX2,
ser2_ol d]

Fol | owi ng groups do not exist in Ranger DB: [usergroupl, usergroup2,
unknown_t est _group, usergroup_ol d]

To fix this problem either add the users/groups to your user managenent
system and re-sync the users/groups,

or, create the |listed users/groups in Ranger, using the Ranger Adnmin Wb
U : https://<servernanme>.root. hwx. site: 6182/

The workaround is to add the required users and groups in the ranger database, as internal users and groups,
using the Ranger Admin Web Ul, then resume the upgrade process.

The following ACLs are supported by Ranger KM S and Ranger KM'S mapping.
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whitelist.key.acl.<operation> and hadoop.kms.blacklist.<Operation>

In this case, you create a Global Override policy under the service cm_kms.

Service: cm_kms

Policy K ey-resource Priority Key Trustee ACL Ranger Policy Ranger Policy
Condition Permission

Global Override
Policy

Override

.DECRYPT_EEK

whitelist.key.acl. MA | ALLOW CREATE, DELETE,
NAGEMENT ROLLOVER
whitelist.key.acl. GE | ALLOW GENERATE_EEK
NERATE_EEK

whitelist.key.acl. DE | ALLOW DECRYPT_EEK
CRYPT_EEK

whitelist.key.acl.RE | ALLOW GET, GET KEYS, G
AD ET METADATA
hadoop.kms.blacklist | DENY CREATE
.CREATE

hadoop.kms.blacklist | DENY DELETE
.DELETE

hadoop.kms.blacklist | DENY ROLLOVER
.ROLLOVER

hadoop.kms.blacklist | DENY GET

.GET

hadoop.kms.blacklist | DENY GET KEYS
GET_KEYS

hadoop.kms.blacklist | DENY GET METADATA
.GET_METADATA

hadoop.kms.blacklist | DENY SET KEY MATE
SET_KEY_MAT RIAL

ERIAL

hadoop.kms.blacklist | DENY GENERATE_EEK
.GENERATE_EEK

hadoop.kms.blacklist | DENY DECRYPT_EEK

default.key.acl.<operation>

Service: cm_kms

Default Policy
al-keyname

Key-resource
*

Priority

Normal

Key Trustee ACL

Ranger Policy Ranger Policy
Condition Permission

default.key.acl. ALLOW CREATE, DELETE,
MANAGEMENT ROLLOVER
default.key.acl. ALLOW GENERATE_EEK
GENERATE_EEK

default.key.acl. ALLOW DECRYPT_EEK
DECRYPT_EEK

default.key.acl. ALLOW GET, GET KEYS, G
READ ET METADATA
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* key.acl.<key-name>.<OPERATION> Key Specific ACL
In this case, you create a Key Resource Specific policy under the service cm_kms.

Service: cm_kms

Policy Key-resource Priority Key Trustee ACL Ranger Policy Ranger Policy
Condition Permission

Key Resource <keyname> Normal key.acl.<key-nam ALLOW CREATE, DELETE,
Spexific policy e MANAGEMENT ROLLOVER
<keyname> key.acl.<key-nam ALLOW GENERATE_EEK
e>.GENERATE_
EEK
key.acl.<key-nam ALLOW DECRYPT_EEK
e>DECRYPT_EEK
key.acl.<key-nam ALLOW GET, GET KEYS, G
e.READ ET METADATA
key.acl .<key-nam ALLOW SELECT ALL
e ALL

E Note: In Key Resource Specific policies, DENY ALL OTHER ACCESS flags are set to true.

Configuring CDP Services for HDFS Encryption

There are recommendations that you must consider for setting up HDFS Transparent Encryption with various CDP
services.

: Important: Encrypting /tmp using HDFS encryption is not supported.

Note: Ranger audit directoriesin HDFS are owned by specific service users. In case of HDFS, it will be
E the HDFS service user. Typicaly, HDFS service user is blacklisted for DECRY PT_EEK operation. Hence,
enabling encryption of ranger audit directoriesin HDFS is not recommended.

Transparent Encryption Recommendations for HBase

Make /hbase an encryption zone. Do not create encryption zones as subdirectories under /hbase, because HBase may
need to rename files across those subdirectories. When you create the encryption zone, name the key hbase-key to
take advantage of auto-generated KMS ACLSs.

Steps
On acluster without HBase currently installed, create the /hbase directory and make that an encryption zone.
On acluster with HBase already installed, perform the following steps:

Stop the HBase service.

Move data from the /hbase directory to /hbase-tmp.

Create an empty /hbase directory and make it an encryption zone.

Distcp al data from /hbase-tmp to /hbase, preserving user-group permissions and extended attributes.
Start the HBase service and verify that it isworking as expected.

Remove the /hbase-tmp directory.

o g Wb
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Inthe KMS ACL, grant the hbase user and group DECRY PT_EEK permission for the HBase key:

<property>
<nanme>key. acl . hbase- key. DECRYPT_EEK</ name>
<val ue>hbase hbase</val ue>
</ descri pti on>

</ property>

HDFS encryption has been designed so that files cannot be moved from one encryption zone to another or from
encryption zones to unencrypted directories. Therefore, the landing zone for data when using the LOAD DATA IN
PATH command must always be inside the destination encryption zone.

To use HDFS encryption with Hive, ensure you are using one of the following configurations:

With this configuration, you can use HDFS encryption by having all Hive data inside the same encryption zone. In
Cloudera Manager, configure the Hive Scratch Directory (hive.exec.scratchdir) to be inside the encryption zone.

Recommended HDFS Path: /warehouse/tabl espace/
To use the auto-generated KMS ACL, make sure you name the encryption key hive-key.

For example, to configure a single encryption zone for the entire Hive warehouse, you can rename /warehouse/table
spacel to /warehouse/tablespace-old, create an encryption zone at /warehouse/tablespace/, and then distcp al the data
from /warehouse/tabl espace-old to /warehouse/tablespace/.

In Cloudera Manager, configure the Hive Scratch Directory (hive.exec.scratchdir) to be inside the encryption zone by
setting it to /warehouse/tablespace/tmp, ensuring that permissions are 1777 on /warehouse/tabl espace/tmp.

With this configuration, you can use encrypted databases or tables with different encryption keys. To read data from
read-only encrypted tables, users must have access to atemporary directory that is encrypted at least as strongly asthe
table.

For example:

1. Configure two encrypted tables, ezThl1 and ezThl2.
2. Create two new encryption zones, /data/lezThl1 and /data/ezThl 2.
3. Load datato thetablesin Hive using LOAD statements.

* LOCALSCRATCHDIR: The MapJoin optimization in Hive writes HDFS tables to alocal directory and then
uploads them to the distributed cache. To ensure these files are encrypted, either disable MapJoin by setting hive
.auto.convert.join to false, or encrypt the local Hive Scratch directory (hive.exec.local.scratchdir) using Cloudera
Navigator Encrypt.

« DOWNLOADED_RESOURCES DIR: JARsthat are added to a user session and stored in HDFS are downl oaded
to hive.downloaded.resources.dir on the HiveServer2 local filesystem. To encrypt these JAR files, configure
Cloudera Navigator Encrypt to encrypt the directory specified by hive.downloaded.resources.dir.

« NodeManager Local Directory List: Hive stores JARs and MapJain files in the distributed cache. To use MapJoin
or encrypt JARs and other resource files, the yarn.nodemanager.local-dirs Y ARN configuration property must be
configured to a set of encrypted local directorieson all nodes.
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Y ou must consider various factors when working with Hive tables after enabling HDFS transparent encryption for
Hive.

» Loading datafrom one encryption zone to another resultsin a copy of the data. Distcp is used to speed up the
processif the size of the files being copied is higher than the value specified by HIVE_EXEC_COPYFILE_M
AXSIZE. The minimum size limit for HIVE_EXEC_COPYFILE_MAXSIZE is 32 MB, which you can modify by
changing the value for the hive.exec.copyfile.maxsize configuration property.

* When loading data to encrypted tables, Cloudera strongly recommends using alanding zone inside the same
encryption zone as the table.

« Example 1: Loading unencrypted data to an encrypted table - Use one of the following methods:

« |If you are loading new unencrypted datato an encrypted table, use the LOAD DATA ... statement. Because
the source datais not inside the encryption zone, the LOAD statement results in a copy. For this reason,
Cloudera recommends landing data that you need to encrypt inside the destination encryption zone. Y ou
can use distcp to speed up the copying processif your dataisinside HDFS.

« |f thedatato be loaded is already inside a Hive table, you can create a new table with a LOCATION inside
an encryption zone as follows:

CREATE TABLE encrypted_table [ STORED AS] LOCATION ... AS SELECT * FR
OM <unencrypt ed_t abl e>

The location specified in the CREATE TABLE statement must be inside an encryption zone. Creating a
table pointing LOCATION to an unencrypted directory does not encrypt your source data. Y ou must copy
your data to an encryption zone, and then point LOCATION to that zone.
« Example 2: Loading encrypted datato an encrypted table - If the datais already encrypted, use the CREATE
TABLE statement pointing LOCATION to the encrypted source directory containing the data. Thisisthe
fastest way to create encrypted tables.

CREATE TABLE encrypted table [STORED AS] LOCATION ... AS SELECT * FROM <
encrypted_source_directory>

» Usersreading data from encrypted tables that are read-only must have access to atemporary directory whichis
encrypted with at least as strong encryption as the table.

* Temporary datais now written to a directory named .hive-staging in each table or partition

* Previously, an INSERT OVERWRITE on a partitioned table inherited permissions for new data from the existing
partition directory. With encryption enabled, permissions are inherited from the table.

When Hive joinstables, it compares the encryption key strength for each table. For this operation to succeed, you
must configure the KMS ACL to allow the hive user and group READ access to the Hive key.

<property>
<name>key. acl . hi ve- key. READ</ nanme>
<val ue>hi ve hive</val ue>

</ property>

If you have restricted accessto the GET_METADATA operation, you must grant permission for it to the hive user or
group:

<property>
<nanme>hadoop. kns. acl . GET_METADATA</ nanme>
<val ue>hi ve hi ve</val ue>

</ property>

If you have disabled HiveServer2 Impersonation, you must configure the KMS ACLs to grant DECRY PT_EEK
permissions to the hive user, aswell as any user accessing datain the Hive warehouse.
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Cloudera recommends creating a group containing all Hive users, and granting DECRY PT_EEK access to that group.

For example, suppose user jdoe (home directory /user/jdoe) is a Hive user and a member of the group hive-users. The
encryption zone (EZ) key for /user/jdoe is named jdoe-key, and the EZ key for /user/hive is hive-key. The following
ACL example demonstrates the required permissions:

<property>
<nanme>key. acl . hi ve- key. DECRYPT_EEK</ nane>
<val ue>hi ve hi ve-users</val ue>

</ property>

<property>
<name>key. acl . j doe- key. DECRYPT_ _EEK</ nane>
<val ue>j doe, hi ve</val ue>

</ property>

If you have enabled HiveServer2 impersonation, datais accessed by the user submitting the query or job, and the
user account (jdoein this example) may still need to access datain their home directory. In this scenario, the required
permissions are as follows:

<property>
<nane>key. acl . hi ve- key. DECRYPT EEK</ nane>
<val ue>nobody hi ve-users</val ue>

</ property>

<property>
<nanme>key. acl . j doe- key. DECRYPT EEK</ nane>
<val ue>j doe</ val ue>

</ property>

Make /user/hue an encryption zone because Oozie workflows and other Hue-specific data are stored there by default.
When you create the encryption zone, name the key hue-key to take advantage of auto-generated KMS ACLs.

On acluster without Hue currently installed, create the /user/hue directory and make it an encryption zone.
On acluster with Hue already installed:

1. Create an empty /user/hue-tmp directory.

2. Make /user/hue-tmp an encryption zone.

3. DistCp all datafrom /user/hue into /user/hue-tmp.

4. Remove /user/hue and rename /user/hue-tmp to /user/hue.

Inthe KMS ACLSs, grant the hue and oozie users and groups DECRY PT_EEK permission for the Hue key:

<property>
<nanme>key. acl . hue- key. DECRYPT_EEK</ name>
<val ue>oo0zi e, hue oozi e, hue</ val ue>

</ property>

There are various recommendations to consider when configuring HDFS Transparent Encryption for Impala.

e |f HDFSencryption is enabled, configure Impalato encrypt data spilled to local disk.
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« Limit the rename operations for internal tables once encryption zones are set up. Impala cannot do an ALTER
TABLE RENAME operation to move an internal table from one database to another, if the root directories for
those databases are in different encryption zones. If the encryption zone covers a table directory but not the parent
directory associated with the database, Impala cannot do an ALTER TABLE RENAME operation to rename an
internal table, even within the same database.

« Avoid structuring partitioned tables where different partitions reside in different encryption zones, or where any
partitions reside in an encryption zone that is different from the root directory for the table. Impala cannot do an
INSERT operation into any partition that is not in the same encryption zone as the root directory of the overall
table.

« |f thedatafilesfor atable or partition are in a different encryption zone than the HDFS trashcan, use the PURGE
keyword at the end of the DROP TABLE or ALTER TABLE DROP PARTITION statement to delete the HDFS
datafilesimmediately. Otherwise, the datafiles are Ieft behind if they cannot be moved to the trashcan because of
differing encryption zones. This syntax is available in Impala 2.3 and higher.

Start every impalad process with the --disk_spill_encryption=true flag set. This encrypts all spilled data using
AES-256-CFB. Set thisflag by selecting the Disk Spill Encryption checkbox in the Impala configuration (Impala
serviceConfigurationCategorySecurity ).

Important: Impaladoes not selectively encrypt data based on whether the source datais already encrypted
& in HDFS. Thisresultsin at most 15 percent performance degradation when datais spilled.

Cloudera recommends making the impala user a member of the hive group, and following the ACL recommendations
in KMS ACL Configuration for Hive.

KMSACL Configuration for Hive

MapReduce v1 stores both history and logs on local disks by default. Even if you do configure history to be stored on
HDFS, the files are not renamed. Hence, no special configuration is required.

Make /user/history a single encryption zone, because history files are moved between the intermediate and done
directories, and HDFS encryption does not allow moving encrypted files across encryption zones. When you create
the encryption zone, name the key mapred-key to take advantage of auto-generated KMS ACLs.

On acluster with MRv2 (YARN) installed, create the /user/history directory and make that an encryption zone.
If luser/history already exists and is not empty:

1. Create an empty /user/history-tmp directory.

2. Make /user/history-tmp an encryption zone.

3. DistCp all datafrom /user/history into /user/history-tmp.

4. Remove /user/history and rename /user/history-tmp to /user/history.

Make /solr an encryption zone. When you create the encryption zone, name the key solr-key to take advantage of
auto-generated KMS ACLs.
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On acluster without Solr currently installed, create the /solr directory and make that an encryption zone.
On acluster with Solr already installed:

1. Create an empty /solr-tmp directory.

2. Make /solr-tmp an encryption zone.

3. DistCp all datafrom /solr into /solr-tmp.

4. Remove/solr, and rename /solr-tmp to /salr.

Inthe KMS ACL, grant the solr user and group DECRY PT_EEK permission for the Solr key:

<property>
<nane>key. acl . sol r - key. DECRYPT_ EEK</ nane>
<val ue>sol r solr</val ue>
</ descri pti on>

</ property>

There are various recommendations to consider when configuring HDFS Transparent Encryption for Spark.

» By default, application event logs are stored at /user/spark/applicationHistory, which can be made into an
encryption zone.

» Spark aso optionally cachesits JAR file at /user/spark/share/lib (by default), but encrypting this directory is not
required.

Inthe KMS ACL, grant DECRYPT_EEK permission for the Spark key to the spark user and any groups that can
submit Spark jobs:

<property>
<name>key. acl . spar k- key. DECRYPT_EEK</ name>
<val ue>spar k spark-users</val ue>

</ property>

There are various recommendations to consider when configuring HDFS Transparent Encryption for Sqoop.

» For Hive support: Ensure that you are using Sqoop with the --target-dir parameter set to a directory that isinside
the Hive encryption zone.

« For append/incremental support: Make sure that the sgoop.test.import.rootDir property points to the same
encryption zone as the --target-dir argument.

» For HCatalog support: No special configuration is required.

How to integrate Cloudera Data Encryption components to provide enterprise data encryption solutions.
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Consists of Ranger KM S Ranger KM S providing enterprise-grade key management with a backend database that
provides key storage.

1. Ingtal Ranger KMSusing CM Administration Security HDFS Encryption Wizard .
2. Install a seperate database to store keys.

For more information, see related links.

Consists of Ranger KM S and database integrated with a backend hardware security module (HSM). In this solution,
Ranger KM S provides enterprise-grade key management, HSM provides encryption zone key protection. HSM stores
only the encryption master key.

1. Instal Ranger KMSusing CM Administration Security HDFS Encryption Wizard .

2. Install a seperate database to store keys.

3. Obtain and Integrate one of the following hardware security modules (HSM) supplied by a vendor.

e Luna6or?
e CipherTrust
e GCP Cloud HSM
e AzureKey Vault

For more information, see related links.

Consists of Ranger KMS providing enterprise-grade key management and the Key Trustee Server key store that
stores and manages cryptographic keys and other security artifacts.

1. Install Ranger KM S backed by KTS using CM Administration Security HDFS Encryption Wizard .

Consists of Ranger KMS, KTS and Key HSM which provides seamlessintegration of all Cloudera encryption
components with aHSM added.

1. Install Ranger KM S backed by KTSusing CM Administration Security HDFS Encryption Wizard .
2. Obtain and Integrate one of the following hardware security modules (HSM) supplied by avendor.

e Luna6or?
e CipherTrust
e GCP Cloud HSM
e AzureKey Vault

For more information, see

Configuring a database for Ranger or Ranger KMS

How to integrate Cloudera Ranger Key Management System (KM S) software with the Luna 7 HSM appliance
supplied by SafeNet.

This task describes how to set up the Luna 7 hardware security moudule (HSM) supplied by SafeNet. The process
inlcudes setting up Luna 7 HSM on a client (host) and using Cloudera Manager to add configuration properties that
enable Ranger KM S and Luna7 HSM to interact.
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Y ou must:

Acquirethe Luna7 HSM from SafeNet.

Have both Ranger KM S and a backend database to store keysinstalled in your environment.

See related topics for more information about installing Ranger KM S and a database to store keys.

Set

1. Download Luna7 client on the host where Ranger KM S service resides.

Upthe Luna7 Client

610-013144-006_SW d i ent _SDK SafeNet HSM 7. 3. 0_Li nux_RevA. tar

Untar the Luna 7 client.

tar -xf 610-013144-006_SW dient_ SDK SafeNet HSM 7. 3. 0_Li nux_RevA. tar

the LunaClient_7.3.0-165_Linux/ folder gets created.
Navigate to the Lunaclient folder.

cd LunaClient 7.3.0-165_Li nux/ 64/

In the Lunaclient folder, install Luna products and components.
bash install.sh

a) Atthe (y/n) prompt, choosey.

If you select no or n, this product will not be installed.
b) At the Products prompt, choose Luna products to be installed:

e [1]: LunaNetwork HSM
e [2]: LunaPCle HSM

e [3]: LunaUSB HSM

* [4]: LunaBackup HSM
e [N|n]: Next

* [Qla]: Quit

Enter selection: 1, then enter selection n.

c) At the Components prompt, choose Luna Componentsto be installed

e [1]: Luna SDK

* [2]: Luna JSP (Java)

e [3]: Luna JCProv (Java)

* [BJb]: Back to Products selection

o [Hi]: Install

* [Qla]: Quit

Enter selection: i, then enter selection Q.
Enter selection: 1,2,and 3 then typei.
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5. Navigate to the Luna SA command directory.
cd /usr/safenet/lunaclient/bin

Y ou should see the following:
Is
ckdemo cmu common configurator lunacm multitoken openssl.cnf plink pscp

salogin uninstall.sh vt
6. Add auser to the hsmusers group.

sudo gpasswd --add kns hsnusers

7. Copy the Luna appliance server certificate to the client.

scp adm n@LunaBoxHost nane>: server. pem

scp e02paruser 115@l ab2. saf enet -i nc. com server. pem.
(grant pernission chnod 777 and chown kns: kns)
The authenticity of host 'elab2. safenet-inc.com (192.43.161.62)' can't be

est abl i shed.
ECDSA key fingerprint is SHA256: Lz36zj WHh3BM | 9TVHUBGoHf f xgA6azFt PSGRBC
ki YU.

Are you sure you want to continue connecting (yes/no)? yes

War ni ng: Permanently added ' el ab2. saf enet-inc. com 192. 43. 161. 62' (ECDSA) t
o the list of known hosts.
e02par user 115@l ab2. saf enet-i nc. com s password: Saf eNet PS5 (given by
the luna hsmteanm
press enter
server. pem 100% 1155 1. 1KB/ s
00: 00

8. Confirm that server.pem is added to the client.

l's

ckdeno crmu common configurator |lunacm nultitoken openssl.cnf plink pscp
sal ogi n server.pemuninstall.sh vtl

server.pem is added
9. Asthe KMS user, register the server with the client.

su -1 kns
./vtl addServer -n <LunaBoxHostname> -c server.pem

./vtl addserver -n elab2.safenet-inc.com-c server.pem

vtl (64-bit) v7.3.0-165. Copyright (c) 2018 SafeNet. All rights reserved.
New server elab2.safenet-inc.com successfully added to server list.
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10. Generate aclient certificate.

./vtl createCert -n <dientHostnane>

./vtl createcert -n eO2paruser115

vtl (64-bit) v7.3.0-165. Copyright (c) 2018 SafeNet. All rights reserved.
Private Key created and written to: /usr/safenet/lunaclient/cert/client/e02paruser 115K ey.pem. Certificate created
and written to: /usr/safenet/lunaclient/cert/client/e02paruser115.pem .
(grant permission chmod 777 and chown kms:kms)
11. Copy the client certificate to the server.

scp /usr/safenet/lunaclient/cert/client/<CientHostnane>. pem adm n@Luna
BoxHost nane>:

scp /usr/safenet/lunaclient/cert/client/e02paruser115. pem e02paruser115@
el ab2. saf enet-i nc. com

e02par user 115@l ab2. saf enet-i nc. com s password: Saf eNet PSG5

e02paruser 115. pem 100%
1172  201. 7KB/ s 00: 00

12. Login to luna hsm.

ssh adm n@l unaboxhost name>

ssh eO2paruser 115@l ab2. saf enet -i nc. com

e02par user 115@l ab2. saf enet-i nc. coni s password: Saf eNet PSE5
Last login: Fri Jul 19 03:59:38 2019 from 114.143.87.94

Luna Network HSM Command Line Shell v7.3.0-165.

Copyright (c) 2018 SafeNet. Al rights reserved.

[ el ab2] 1 unash: >

13. Register the client with the server, then assign the client to a server partition.

| unash: > client register -client <CientHostnane> -hostnane <O ientHostn
ame>

client register -client eO2paruser115 -hostnanme eO2paruser 115

14. Check the existing partitions.

| unash: > partition |ist

| unash: > partition |ist
St orage (bytes)

Partition Nane hj
ects Tot al Used Free

1254277068838 el ab2par 058
0 325896 0 325896
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15. Assign client to the partition.

| unash: > client assignPartition -client <CientHostname> -partition <Gat
ewayPartition>

| unash: > client assignPartition -client eO2paruser1l5 -partition el ab2pa
r 058

16. client show -client e02paruser115

ClientlD e02par user 115
Host nane: e02paruser 115
Partitions: "el ab2par 058"

17.Log out from the Luna HSM.

| unash: > exit

18. Set the read permissions for the certificate filesin the following directories.

IE Note: Make suretologin asroot user.

chnmod a+r /usr/safenet/lunaclient/cert/server/*.pem
chnmod a+r /usr/safenet/lunaclient/cert/client/*. pem
(grant pernission chnod 777 and chown kns: kns to above .pemfiles)

19. Verify that the client is connected to its assigned partition.
E Note: Make suretologin askms user.

cd /usr/safenet/lunaclient/bin/
vt verify

[root @s-mv-711-1 bin]l# ./vtl verify
vtl (64-bit) v7.3.0-165. Copyright (c) 2018 SafeNet. All rights reserved.

The followi ng Luna SA Slots/Partitions were found:

Sl ot Serial # Label

0 1254277068842 el ab2par 115
20. ./lunacm

./l unacm

[root @s-mv-711-1 bin]# ./l unacm
| unacm (64-bit) v7.3.0-165. Copyright (c) 2018 SafeNet. Al rights rese
rved.

Avai | abl e HSMs:

Slot ID -> 0

Label -> el ab2par 115
Serial # -> 1254277068842
Model -> LunaSA 7.3.0
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Firmvare version -> 7.3.0

Configuration -> Luna User Partition with SD (PW Key Export with d
eani ng Mode

Sl ot Description -> Net Token Sl ot

Current Slot ID: O

21.rolelogin-nco

enter password: hanunmanl23

22, par con
If Master Key RangerKM SKey exists, then the following will be visible:
| unacm >par con

The 'Crypto Oficer' is currently |ogged in.
Looki ng for objects accessible to the 'Crypto Oficer'.

bj ect List:

Label : Ranger KMBKey

Handl e: 131

bj ect Type: Symmentric Key

oj ect U D ba8e00002e00000554380800

Nunmber of Objects: 1
Conmand Result: No Error
El se
| unacm >par con

The 'Crypto Oficer' is currently |ogged in.
Looki ng for objects accessible to the 'Crypto O ficer'.

No objects viewable to 'Crypto Oficer' are currently stored in the

partition.
Command Result: No Error

23. Navigate to the following directory on the Gateway.

# cd /usr/safenet/lunaclient/jsp/lib/
(grant pernission chnod 777 and chown kns: kns to all the at this |ocation)

24. Copy the Luna .JAR files over to the Gateway.

cp libLunaAPl.so Luna*.jar {JAVA HOVE}/jrel/lib/ext/

cp libLunaAPl.so Luna*.jar /usr/javal/jdkl.8.0 232-clouderal/jrel/lib/ext

25. Set the file permissions for the JDK library as follows:

chnmod a+r {JAVA HOVE}/jrel/lib/

chnmod a+r /usr/javal/jdkl. 8.0 232-clouderal/jrel/lib/
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26. Open the following file in atext editor:

vim {JAVA HOVE}/jre/lib/security/java.security

vim /usr/javaljdkl. 8.0 _232-clouderal/jre/libl/security/java.security

a) Addthesetwo lines:

security. provider.6=com saf eneti nc. | una. provi der. LunaPr ovi der
com saf enetinc. | una. provi der. creat eExtract abl eKeys=true

replacing the line highlighted below:

Java SDK/JRE 1.6.x or 1.7.x installation to read as fol | ows:

security. provider.
security. provider.
security. provider.
security. provider.
security. provider.
security. provider.
security. provider.
security. provider.
security. provider.
security. provider.

1=sun. security. provider. Sun

2=sun. security.rsa. SunRsaSi gn

3=sun. security. ec. SuneC

4=com sun. net. ssl .internal.ssl.Provider
5=com sun. crypt o. provi der. SunJCE

6=com saf eneti nc. | una. provi der. LunaPr ovi der
7=sun. security.jgss. SunProvi der

8=com sun. security. sasl. Provider
9=org.jcp.xm .dsig.internal.dom XM.DSi gR
10=sun. security. smartcardi 0. SunPCSC

27. Set the file permissions for the Lunaclient as follows:

chnmod -R 777 /usr/ saf enet

chown

kns: ks

Set KM S Configuration Properties.
28.1n Cloudera Manager Ranger KM S Configs edit the following properties:

E Note: For CM-7.1.1 and CM-7.1.2 you must add properties to the dbks-site.xml, also known as
Ranger KM'S Server Advanced Configuration Snippet (Safety Valve) for conf/dbks-site.xml .

ranger
ranger
ranger
ranger

. ks. hsmtype

= LunaProvi der

. ks. hsm enabl ed = true
.ks. hsm partition. nane=el ab2par 115
.ks. hsm partition. password=hanunman123
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(CM7.1.1 & CM7.1.2 password will be in plain text)

E Note: For CM-7.1.3 and higher, update the configuration as shown in:

Show All Descriptions

Enable Hardware Security #| Ranger KMS Server Default Group * ®
Module (HSM) For Ranger

KMS (Luna)

anger.ks.hsm.enabled

HSM Type Ranger KMS Server Default Group @
ranger.ks.hsm.type

HSM Partition Name Ranger KMS Server Default Group ®
anger.ks.hsm.partition.name -

elab2par115

HSM partition password Ranger KMS Server Default Group ®

anger ks.hsm.partition.password

......

29. Restart Ranger KM S from Cloudera Manager.
30. Login to Lunaclient and validate whether the master key is successfully created.

cd /usr/safenet/lunaclient/bin/
./l unacm
role login -n co

enter password: hanumanl23

par con

| unacm >par con
The 'Crypto Oficer' is currently |ogged in.
Looki ng for objects accessible to the 'Crypto Oficer'.

bj ect List:

Label : Ranger KMBKey

Handl e: 131

bj ect Type: Symmentric Key

oj ect U D ba8e00002e00000554380800

Nunmber of Objects: 1

Command Result: No Error

Ranger KM S is successfully started.
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Y ou can now create Encryption zone keys using hadoop command or from Ranger Ul using credentials of keyadmin
user.

How to integrate Ranger KM'S and KTS with with the Luna6 HSM appliance supplied by SafeNet.

This task describes how to set up the Luna 7 hardware security moudule (HSM) supplied by SafeNet. The process
inlcudes setting up Luna 6 HSM on aclient (host), intalling KeyHSM and using Luna 7 HSM to validate keys.

Y ou must:

* Acquire the Luna 6 HSM from SafeNet.
« Have both Ranger Key Management System and Key Trustee Server installed in your environment.
¢ Get KeyHSM software.

See related topics for more information about installing Ranger KMS and KTS to store keys.

Set Up the Luna 6 Client
Ij Note: Perform the following steps on both active and passive KTS nodes.

1. SSH to (active or passive) KTS node.

alternatives --install /usr/bin/java java /usr/javal/jdkl.8.0 232-cl oudera/
bin/java 1

2. Untar the Luna 7 client.

tar -xvf safenet-linux-64bit-client-6.2.2.tar

the LunaClient_6.2.2-x_Linux/ folder gets created.
3. Navigate to the Lunaclient folder.

cd Lunadient_6.2.2-x_Li nux/ 64/
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4. Inthe Lunaclent folder, install Luna products and components.

E Note: Beforetheinstall begins, you must select network HSM and JSP as shown in the example.

yes | ./linux/64/install.sh -p sa

Example:
a) At the (y/n) prompt, choosey.

If you select no or n, this product will not be installed.
b) At the Products prompt, choose Luna products to be installed:

e [1]: LunaNetwork HSM
¢ [2]: LunaPCle HSM
e [3]: LunaUSB HSM
* [4]: LunaBackup HSM
e [N|n]: Next
* [Qld]: Quit
Enter selection: 1, then enter selection n.
c) At the Components prompt, choose Luna Components to be installed
e [1]: Luna SDK
e [2]: Luna JSP (Java)
e [3]: Luna JCProv (Java)
* [BJb]: Back to Products selection
e [Hi]: Install
* [Qla]: Quit
Enter selection: i, then enter selection Q.
Enter selection: 1,2,and 3 then typei.
5. Register the HSM on this client.
a) Retrievethe HSM's public key.

$ scp admi n@una- 2. at x. ¢l ouder a. com server. pem .

b) Register the HSM on the client machine.

$ /usr/safenet/| unaclient/bin/vtl addServer -n |una-2. atx. cl oudera. com -
C server.pem

¢) Confirm the HSM has been added.

$ /usr/safenet/lunaclient/bin/vtl |ist
you should see the following:
Is
new server <luna.server.name> successfully added to server list

6. Create client certificate.

$ /usr/safenet/lunaclient/bin/vtl createCert -n $(hostnanme -f)
where $(hostname -f) is the ip address if running on a virtual machine.

IE Note: The Luna appliance must be able to connect to the hostname across your network.
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7. Send the client's public key created in the step above to the HSM.

$ scp /usr/safenet/lunaclient/cert/client/$(hostname -f).pem

$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem adn n@ una-
2. at x. cl oudera. com

8. Register the client on the HSM.
a) SSH tothe HSM.

$ ssh adm n@ una- 2. at x. cl ouder a. com

b) Register the client with afriendly name on the HSM.

lunaclient> client register -client <friendly.name> -h <hostnane.from st
ep 5.a>

[luna-2] lunash:> client register -client
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm r oot . hwx. site -h
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm r oot . hwx. site

¢) Assign apartition to the client.

lunaclient> client assignpartition -client <friendly nane> -partition pa
ri

E Note: This example assumes only acceessto partitions 1 and 2.

[luna-2] lunash:>client assignpartition -client dsranktknsl unahsm 4. dsra
nkt kmsl unahsm root . hwx. site -partition parl

[lTuna-2] lunash:> client register -client dsranktknsl unahsm 4. dsranktkns

| unahsm root. hwx. site -h dsranktknsl unahsm 4. dsr ankt knsl unahsm r oot . hwx.
site

"client register successful.

Command result : O (Success)

| una-2] lunash: >client assignpartition -client dsranktknsl unahsm 4. dsrank
t knsl unahsm root. hwx. site -partition parl

‘client assignPartition successful.

Command result : O (Success)

9. Verify registration on the client.

$ /usr/safenet/lunaclient/bin/vtl verify

r oot @sr ankt knsl unahsm 4 /usr/safenet/| unaclient/bin/vtl verify

The followi ng Luna SA Slots/Partitions were found:
Sl ot Serial # Label

0 462309014 parl

Install and Configure HSM
E Note: Perform the following steps on both active and passive KTS nodes.
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10. SSH to active/passive KTS node.
11. Obtain Key HSM software.
12. Install Key HSM software.

# rpm-ivh keytrustee-keyhsm*.rpm

13. Move the Key Trustee Server and Key HSM installation directory.

cd /usr/sharel/ keytrustee-server-keyhsni

14. Configure Key HSM to use SafeNet Luna client.
@) Run# keyhsm setup luna.

# keyhsm setup | una

b) Use the hosthame and any port above 1024.

The recommended port is 9090.
¢) Provide data about the HSM dlot.

# service keyhsm setup | una

-- Configuring keyHsm General Setup --

Pl ease enter keyHsm SSL |istener |P address: oks-hsm vpc. cl oudera.com
Pl ease enter keyHsm SSL |istener PORT nunber: 9090

val i date Port: :[ Successful ]

-- Configuring Saf eNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Number: O

Pl ease enter SafeNet HSM password (i nput suppressed):

Configuration stored in: '"application.properties'. (Note: You can al so
use service keyHsm settings to quickly view your current configuration)
Configuration saved in 'application.properties' file

15. Validate the Key HSM service.

$ service keyhsmvalidate

Check Key HSMis stopped ;[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e : [ Successful ]
Unlinmted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai l abi lity ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

16. Start the Key HSM service.

$ service keyhsm start

17. Configure Key HSM to trust KTS.
B Note: Must bethe full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem
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18. Configure KTS to trust the Key HSM server.

$ ktadnmin keyhsm --server http://$(hostname -f):<port configured in step
14. b> --trust
$kt admi n keyhsm --server http://127.0.0.21:9090 --trust
19. Restart Key HSM.

$ service keyhsmrestart
20. Restart the KTS from Cloudera Manager Ul.
21. Test the HSM.
curl -k https://$(hostnane -f): 11371/ test _hsm

22. Login Ranger Ul using keyadmin user role for creating an encryption zone key.
Validating Keysin LunaHSM
23.Login to LunaHSM machine.

ssh adm n@ una- 2. at x. cl ouder a. com

24.[luna-2] lunash:>partition showContents -par parl
25. Enter the password for the partition and the Keys will be visible as partition objects.

Ranger KMSis successfully started.

We can now create Encryption zone keys using hadoop command or from Ranger Ul using credentials of keyadmin
user.

How to integrate Ranger KM S, KTS, and KeyHSM with with the Luna 7 HSM appliance supplied by SafeNet.

The task described in this procdural section guides you through setting up the Luna 7 hardware security moudule
(HSM) supplied by SafeNet, for use with Ranger components supplied by Cloudera. The process inlcudes setting up
Luna7 HSM on aclient (host), intalling KeyHSM and using Luna7 HSM to validate keys.

Y ou must:

* Acquirethe Luna7 HSM from SafeNet.
« Have both Ranger Key Management System and Key Trustee Server installed in your environment.
e Get KeyHSM software.

See related topics for more information about installing Ranger KMS and KTS to store keys.

Set Up the Luna 7 Client
Ij Note: Perform the following steps on both active and passive KTS nodes.

54



Cloudera Manager HDFS Transparent Encryption

1. SSH to (active or passive) KTS node.

alternatives --install /usr/bin/java java /usr/javal/jdkl.8.0 232-cl oudera/
bin/java 1

2. Untar the Luna7 client.
tar -xvf safenet-|linux-64bit-client-7.3.2.tar

the LunaClient_7.3.0-x_Linux/ folder gets created.
3. Navigate to the Lunaclient folder.

cd Lunadient 7.3.0-x_Linux/64/

4. Inthe Lunaclent folder, install Luna products and components.

B Note: Beforetheinstall begins, you must select network HSM and JSP as shown in the example.

<LunaHome>/ 64/install. sh

Example:
a) Atthe (y/n) prompt, choosey.

If you select no or n, this product will not be installed.
b) At the Products prompt, choose Luna products to be installed:

e [1]: LunaNetwork HSM
* [2]: LunaPCle HSM
e [3]: LunaUSB HSM
« [4]: LunaBackup HSM
e [N|n]: Next
* [Qld]: Quit
Enter selection: 1, then enter selection n.
¢) At the Components prompt, choose Luna Components to be installed

e [1]: Luna SDK

e [2]: LunaJSP (Java)

e [3]: Luna JCProv (Java)

* [BJb]: Back to Products selection

o [Hi]: Install

* [Qla]: Quit

Enter selection: i, then enter selection Q.
Enter selection: 1,2,and 3 then typei.
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5. Register the HSM on this client.
a) Retrievethe HSM's public key:

$ scp adm n@ una- 2. at x. cl ouder a. com server. pem .

b) Register the HSM on the client machine.

$ /usr/safenet/| unaclient/bin/vtl addServer -n |una-2. atx.cl oudera. com -
C server.pem

¢) Confirm the HSM has been added.

$ /usr/safenet/| unaclient/bin/vtl 1ist

you should see the following:
Is

new server <luna.server.name> successfully added to server list
6. Createclient certificate.

$ /usr/safenet/lunaclient/bin/vtl createCert -n $(hostnanme -f)
where $(hostnane -f) is the ip address if running on a virtual machine.

E Note: The Luna appliance must be able to connect to the hosthame across your network.
7. Send the client's public key created in the previous step to the HSM.
$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem

$ scp /usr/safenet/lunaclient/cert/client/$(hostnane -f).pem adm n@ una-
2. at x. cl oudera. com
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8. Register the client on the HSM.
a) SSH tothe HSM.

$ ssh adm n@ una- 2. at x. cl ouder a. com

b) Register the client with afriendly name on the HSM.

lunaclient> client register -client <friendly.name> -h <hostnane.from st
ep 5.a>

[luna-2] lunash:> client register -client
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm root . hwx. site -h
dsr ankt knsl unahsm 4. dsr ankt knsl unahsm r oot . hwx. site

¢) Assign apartition to the client.

lunaclient> client assignpartition -client <friendly nane> -partition pa
ri

E Note: This example assumes only acceess to partitions 1 and 2.

[luna-2] lunash:>client assignpartition -client dsranktknsl unahsm 4. dsra
nkt kmsl unahsm root . hwx. site -partition parl

[lTuna-2] lunash:> client register -client dsranktknsl unahsm 4. dsranktkns
| unahsm root. hwx. site -h dsranktknsl unahsm 4. dsr ankt knsl unahsm r oot . hwx.
site

"client register successful.

Command result : O (Success)

| una-2] lunash: >client assignpartition -client dsranktknsl unahsm 4. dsrank
t knsl unahsm root. hwx.site -partition parl

‘client assignPartition successful.

Command result : O (Success)

9. Verify registration on the client.

$ /usr/safenet/lunaclient/bin/vtl verify

r oot @sr ankt knsl unahsm 4 /usr/safenet/| unaclient/bin/vtl verify

The followi ng Luna SA Slots/Partitions were found:
Sl ot Serial # Label

0 462309014 parl

Install and Configure HSM
E Note: Perform the following steps on both active and passive KTS node.

10. SSH to active/passive KTS node.
11. Obtain Key HSM software.
12. Install Key HSM software.

# rpm-ivh keytrustee-keyhsm*.rpm
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13. Move the Key Trustee Server and Key HSM installation directory.
cd /usr/share/ keytrustee-server-keyhsm

Note: For Luna 7, you must add the keyhsm user to the hsmgroup group to provide that user accessto
B certificates used by the Luna client software.

usernod -G keytrustee, hsmusers keyhsm

14. Configure Key HSM to use SafeNet Lunaclient.
a) Run# keyhsm setup luna

# keyhsm setup | una

b) Use the hostname and any port above 1024 )
The recommended port is 9090.
¢) Provide data about the HSM dlot.

# service keyhsm setup | una

-- Configuring keyHsm General Setup --

Pl ease enter keyHsm SSL |istener |P address: oks-hsm vpc.cl oudera.com
Pl ease enter keyHsm SSL |istener PORT nunber: 9090

val i date Port: :[ Successful ]

-- Configuring Saf eNet Luna HSM - -

Pl ease enter SafeNet HSM Sl ot Number: O

Pl ease enter SafeNet HSM password (i nput suppressed):

Configuration stored in: "application.properties'. (Note: You can al so
use service keyHsm settings to quickly view your current configuration)
Configuration saved in "application.properties' file

15. Validate the Key HSM service.

$ service keyhsm val i date

Check Key HSMis stopped ;[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e . [ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai l abi lity ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

16. Start the Key HSM service.

$ service keyhsm start

17. Configure Key HSM to trust KTS.
E Note: Must bethe full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem
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18. Configure KTS to trust the Key HSM server.

$ ktadnmin keyhsm --server http://$(hostname -f):<port configured in step
14. b> --trust
$kt admi n keyhsm --server http://127.0.0.21:9090 --trust
19. Restart Key HSM.

$ service keyhsmrestart

20. Restart the KTS from Cloudera Manager Ul.
21, Test the HSM.

curl -k https://$(hostnane -f): 11371/ test _hsm

22. Login Ranger Ul using keyadmin user role for creating an encryption zone key.
Validating Keysin LunaHSM
23.Login to LunaHSM machine.

ssh adm n@ una- 2. at x. cl ouder a. com

24.[luna-2] lunash:>partition showContents -par parl
25. Enter the password for the partition and the Keys will be visible as partition objects.

Ranger KMSis successfully started.

Y ou can now create Encryption zone keys using hadoop command or from Ranger Ul using credentials of keyadmin
user. Optionally, you can change the default encryption algoritm for KeyHSM and Luna 7.

How to change the default encryption algorithm for KeyHSM and Luna 7.7.

KeyHSM supports configuring the specific encryption algorithm used by the Luna 7.7 HSM. This section describes
how to configure which specific encryption algorithm Luna 7 uses, by replacing the KeyHSM default algorithm with
one of the optional supported agorithms.

Note: Do not change the algorithm value after creating encryption zone keys and encryption keys. Changing
B the algorithm value will impact the key retrieval and encryption zone operations.

Stop the KeyHSM service.

Navigate to the KeyHSM root directory.

In the KeyHSM raoot dir, open the application.propertiesfile.

Find the hsm.luna.encryption.algorithm property, with default value=RSA/ECB/PK CS1Padding.

A w DN PR
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5. Edit the application properties file to replace the default value with one of the following ones:
Encryption agorithms supported by KeyHSM/Luna 7.7 HSM:

« RSA/ECB/PK CS1Padding (default)

« RSA

« RSA_ECB_OAEPSHA_224ANDMGF1Padding

+ AES RSA_NONE_OAEPSHA_512ANDMGF1Padding
.« AES CBC_PKCS5Padding

« RSA_NONE_OAEP WITH_SHA224AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA256AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA384AndMGF1Padding
« RSA_NONE_OAEP WITH_SHA1AndMGF1Padding

Upgrade Scenario:

Note: When upgrading KeyHSM from any version < 7.1.7.1 to 7.1.7.1, zone keys and hdfs encryption
E zone(s) will exist. Do not change the encryption algorithms without first creating new encryption keys,
using the following steps:
Unlock the encryption zones with existing keys.
Backup the zone data.
Stop the KeyHSM.
Change the algorithm value as described previously.
Start the KeyHSM.
Create new keys using the new agorithm value.
Lock the encryption zone with new keys.

Q@ o0 T

How to integrate Ranger KM S and KTS with with the Google Cloud Platform (GCP) HSM service.

This task describes how to set up the Google Cloud Platform (GCP) hardware security moudule (HSM) service
provided by Google. The process inlcudes setting up the GCP HSM service on aclient (host), setting up KeyHSM
and using the GCP HSM to validate keys.

Y ou must:

« Loginto the Google cloud console using your accout. (Requires Google account access).
» Have Ranger Key Management System, Key Trustee Server and Key HSM installed in your environment.
* HaveJava(jdk1.8.0.232) installed.

See related topics for more information about installing Ranger KM S, KTS and KeyHSM.

Set Up Google Cloud HSM

1. Login to Google Cloud console using Cloudera account.

2. Create the service account by selecting or creating the Project.
3. Createthe key.

4. Download and save the Key in JSON format.

IE Note: Record the project ID, Location ID and JSON file.
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5. In GCP Console Key Management create the key ring.

Figure 2: Creating a key ring in Google Cloud Platform

= Google Cloud Platform  $» gcpeng-sdx-daily Q  key management
6 SeCu[ity Key management + CREATE KEY RING C REFRESH SHOW INFO PANEL
= § KEY RINGS KEY INVENTORY
)} Security Command Center
@  reCAPTCHA Enterprise Cloud Key Management Service lets you create, use, rotate, and manage cryptographic
keys. A cryptographic key is a resource that is used for encrypting and decrypting data or
BeyondCorp Enterprise for producing and verifying digital signatures. To perform operations on data with a key,
use the Cloud KMS API. Learn more
HE  Identity-Aware Proxy
= Filter Enter property name or value °
{»  Access Context Manager
O nNme@ 1 Location Keys @ Tags Actions
& VPCService Controls [0  KeyHSMRing us-east TEST_HELLO_DEPOSIT2021-11-09-111318, TEST_HELLO_DEPOSIT2 H v
2] Binary Authorization No keyrings selected
©  Data Loss Prevention
@  Key Management
0 Certificate Authority Servi

[+ Secret Manager

&5  Risk Manager

This example shows a project gcp-eng-sdx-daily, service account keyhsm, and key ring KeyHSMRing.
Integrate GCP with KeyHSM
IS Note: Perform the following steps on both active and passive KTS nodes.

6. Inyour Key HSM root directory, copy the autthentication key (json file) you created in the setup process, and
provided the appropriate access.

# rpm -ivh keytrustee-keyhsm*.rpm
cd /usr/sharel/ keytrust ee-server-keyhsm
chown keyhsm keytrustee <key.fil enane>.json

7. Set up the GCP HSM.

keyhsm set up googl ecl oudhsm

keyhsm nanagenent . addr ess=127. 0. 0. 1
keyhsm server. port =9090
googl e. cl oud. hsm key. ri ng=KeyHSMRi ng

# Google App Credential File
googl e. cl oud. hsm app. cred. fil e=<authentication file>. json

# Google HSM Project Id
googl e. cl oud. hsm proj ect. i d=<proj ect |D>

# Googl e HSM Location Id
googl e. cl oud. hsm | ocati on. i d=<l ocati on | D>

IS Note: Use the key ring, authentication file, project ID, and location ID strings you created during setup.
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8. Validate the Key HSM service.

$ service keyhsm vali date

Check Key HSM i s stopped ;[ Successful ]
Configuration Avail able ;[ Successful ]
Port 127.0.0.1:9090 avail abl e ;[ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai l ability ;[ Successful ]
Al'l services avail abl e: ;[ Successful ]

9. Start the Key HSM service.

$ service keyhsm start

10. Configure KTS to trust the Key HSM server.

$ ktadm n keyhsm --server http://$(hostname -f):<port configured in setup>
--trust

$ktadm n keyhsm --server http://127.0.0.1: 9090 --trust
11. Restart Key HSM.

$ service keyhsmrestart

12. Restart the KTS from Cloudera Manager Ul.
13. Test the HSM.

curl -k https://$(hostnanme -f):11371/test_hsm

14. Login to the Ranger Ul using keyadmin user role for creating an encryption zone key.

Keyswill be created in the Key ring on GCP.

Further keys for zone operation can be created using Ranger Ul with keyadmin role credentials and also using hadoop
commands.

How to integrate Ranger KMS, KTS, and KeyHSM with the CipherTrust HSM appliance.

This task describes how to set up the CipherTrust hardware security moudule (HSM) appliance provided by Thales.
The process describes configuring the NAE port using CipherTrust Manager, setting up and configuring KeyHSM in
your cluster, and validating keys using CipherTrust Manager.

Y ou must have installed the following in your environment:

e Thaes CipherTrust Manger .
» Ranger Key Management System, Key Trustee Server and Key HSM
* Java(jdk1.8.0.232)
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See related topics for more information about installing Ranger KM S, KTS and KeyHSM.

Configuring NAE port in Thales Cipher Trust Manager

Log into Thales CipherTrust Manager.

In CipherTrust Manager Admin Settings , select Add Interface.
In Type, Select NAE (default).

In Network Interface, selectAll.

In Port, type avalue for the port number.
9000

6. In Mode, select one of the following options to match your environment:

o wbhpRE

 NOTLS, user must supply password.
e TLS, Ignoreclient cert. user must supply password.

7. Click Add.

8. Createauser.
a) In Access Management Users, click Create New User .
b) In Create aNew User, provide a username, password, and other required information.
¢) Click Create.

Setting up a cluster and configuring KeyHSM
Ij Note: Perform the following steps on both active and passive KTS nodes.

9. Inyour Key HSM root directory, make sure that appropriate versions of KeyHSM files are available with proper
permissions.

cd /usr/sharel/ keytrustee-server-keyhsm

E Note:
Cipher Trust HSM supports two KeyHSM versions.
a. If using Ingrian v6.x, then copy al JAR filesinto this folder and make sure you have provided the
required permissions.
b. If using Ingrian v8.12.x, then copy all the JAR files except gson-2.1.jar into this folder and make sure
you have provided the required permissions.

10.If SSL isenabled on CipherTrust Manager run the following command:
echo "thal es_nmachine_ip nae.keysecure.local" >> /etc/hosts

11. Setup KeyHSM service.

keyhsm set up keysecure

-- Configuring keyHsm General Setup --

O oudera Recommends to use 127.0.0.1 as the listener port for Key HSM
Pl ease enter Key HSM SSL |istener |IP address: [127.0.0.1] Hit Enter
WI| attenpt to setup listener on 127.0.0.1

Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: :[ Successful ]

-- Ingrian HSM Credential Configuration --
Pl ease enter HSM | ogi n USERNAME: user nane
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Pl ease enter HSM | ogi n PASSWORD: password

Pl ease enter HSM | P Address or Hostnanme: 18.218.251.172

Pl ease enter HSM Port nunber: 9000

Val i d address: :[ Successful ]

Use SSL? [Y/n] Y (If TSL is enabled on NAE port then press Y else type n
and hit enter and act accordingly)

org. bouncycast| e. cert. X509Certi fi cat eHol der @ 20f 09f f

org. bouncycast| e. cert. X509Certi fi cat eHol der @bb30f af

Trust this server? [y/N vy

Trusted server: :[ Successful ]

12. Validate the KeyHSM service.

$ service keyhsm val i date

13. Start the KeyHSM service.

$ service keyhsm start

14. Configure KeyHSM to trust KTS.
B Note: Must bethe full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem

15. Configure KTS to trust the KeyHSM server.
$ ktadm n keyhsm --server http://127.0.0.1:9090 --trust

16. Restart the KeyHSM service.

$ service keyhsmrestart

17. Restart the KTS from Cloudera Manager Ul.
18. Test the HSM.

curl -k https://$(hostname -f):11371/test_hsm

19. Login to the Ranger Ul using keyadmin user role for creating an encryption zone key and do further validation.
Validating Keysin Cipher Trust HSM
20.1n Thales Cipher Trust Manager Left Navigation Panel , click Keys.

Keys created in the second to last step should be present, as shown in;
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52 THALES CipherTrust Manager ® PR | admin&

BB Products

Keys

83 Access Management v

e :

O ™~ Filters ® Basic Raw

L Alarms
i= Records v

Qo Admin Settings v [ Latest version Only

Key Name Version Owner Modified Type Algorithm Size Links

3 citrus-ba292306-08b0-4d6c-acf9-71a064635¢ce ] No owner 08 Oct 2021, 04.08 Symmetric AES 256

Further keys for zone operation can be created using Ranger Ul with keyadmin role credentials and also using hadoop
commands.

How to integrate Ranger KM S DB with Google Cloud HSM

This task describes how to integrate Ranger KM S DB with Google Cloud Platform (GCP) Hardware Security Module
(HSM). This process includes setting up the GCP HSM service on aclient (host), configuring Ranger KM S with
GCP, or migrating the Master Key storage from the KM S database to the Google Cloud HSM.

« Ensureyou can log in to the Google cloud console using your accout. (Requires Google account access).
* Ensureyou have Java (jdk1.8.0.232) installed.

Set Up Google Cloud HSM

1. Loginto Google Cloud console using Cloudera account.

2. Create the service account by selecting or creating the Project.
3. Createthekey.

4. Download and save the key in JSON format.

E Note: Record the project ID, Location ID and save the JSON file.
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5. In GCP Console Key Management create the key ring.
Figure 4: Creating a key ring in Google Cloud Platform

P
&  Create key ring
Key rings group keys together to keep them organized. In the next step, you'll create keys
that are in this key ring. Learn more

Project name

gcp-eng-sdx-daily

- Key ring name *
RangerKmsRing (7]

Location type @
(O Region

Lower latency within a single region

@® Multi-region
Highest availability across largest area

Multi-region *
global (Global) * @

EKM is not available in this location See available regions

CREATE CANCEL

This example shows a project gcp-eng-sdx-daily, region Global, and key ring RangerK M SRing.

Results
The key ring is created.

Figure 5: RangerKMSRing created

Key management =+ CREATE KEY RING KMS INFRASTRUCTURE C REFRESH SHOW INFO PANEL

KEY RINGS KEY INVENTORY

Cloud Key Management Service (Cloud KMS) lets you create, use, rotate, and manage
cryptographic keys. A cryptographic key is a resource that is used for encrypting and
decrypting data or for producing and verifying digital signatures. To perform operations
on data with a key, use the Cloud KMS API. Learn more

= Filter Enter property name or value (2]
0O Neme @ 1 Location Keys @ Tags Actions
D RangerKmsRing global ApacheMasterKey1, DBToGCP_MK, 23 more - E

No keyrings selected
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Fresh Install - Steps to Configure Ranger KMS with GCP
These are the steps to configure Ranger KM S with the Google Cloud Platform ( GCP). These steps need to be
performed only when the cluster is ready with all the required services and no encryption zone keys are present.

Procedure

1. Stop the KMS serviceif running.

2. Goto CM Ranger KMS Configuration Search for Ranger KM S Server Advanced Configuration Snippet (Safety
Valve) for conf/dbks-sitexml and click on + icon to add the properties.

3. Add thefollowing properties:

Name Value

ranger.kms.gcp.enabled true

ranger.kms.gcp.keyring.id <Key Ring Name>
ranger.kms.gcp.cred.file Ipath/to/downl oadedCredFile,json
ranger.kms.gcp.project.id your-project-id
ranger.kms.gcp.location.id project-location-id
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ranger.kms.gcp.masterkey.name

YourMasterKeyName

Figure 6: Adding properties to safety valve

Description

Name

Value

Description

ranger kms gcp enabiled
| ranges kms g<p

[roe

Fimal

| ranger xms gep aeyrng 11

| Rangerkmaring

Clrmat

ranges kms. .cred file
| ranges kms gep

l /opt/gcp-eng-scte-daily-78fo07e1 0ff2 json

Fimal

l ranger kms gcp project id

| acpeng-saxamty

L Fimal

ranges kms gcp location g
I

Fimal

ranger kms gcp Masterkey name
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4. Save changes. Restart Ranger KMS

Figure 7: A master key will be created in your keyring on GCP

<  Key ring details

KEYS IMPORT JOBS

the Cloud KMS API. Learn more

Name “P

ApacheMasterKeyl

DBToGCP_MK

MasterKey_13_DEC_1

MasterKey_nonssICDEP

MasterKey101221

0O 0O OO0 0 0O

MasterKey123

D masterKey22DecSsl

= Filter Enter property name or va

-+ CREATE KEY

Keys for "RangerKmsRing” key ring

A cryptographic key is a resource that is used for encrypting and decrypting data or for
producing and verifying digital signatures. To perform operations on data with a key, use

Status @
& Available

& Available
€© Not
available

& Available
& Available

& Available

& Available

-+ CREATE IMPORT JOB

Protection level @

HSM

HSM

HSM

HSM

HSM

HSM

HSM

On restart,a master key will be created in your keyring on GCP.

What to do next

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.

Migrating the Master Key From Ranger KMS Database To Google Cloud HSM
These are the steps required to migrate the Master Key Storage from the KM S database to Google Cloud HSM. These
steps need to be performed when the cluster is ready with all the required services and encryption zone keys are

present in the Ranger KMS DB.

Procedure

IE Note: These steps are not required if Ranger KMS with GCP is being installed for the first time.
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1. Export the following as environment variables JAVA_HOME, RANGER_KMS HOME,
RANGER_KMS CONF, SQL_CONNECTOR_JAR and HADOOP_CREDSTORE_PASSWORD.Y ou can find
the values of the environment variables as follows:

a) SSH into one of the KMS hosts.
b) Run the command to find the required environment variable value

ps -ef | grep proc_rangerkns

¢) For HADOOP_CREDSTORE_PASSWORD moveto

cd /var/run/cl ouder a- scm agent/ process/ xxx-ranger _kns- RANGER_KM5_SERVER
d) Open the proc.json file and search for HADOOP_CREDSTORE_PASSWORD.

export JAVA HOVE = /usr/javal/jdkl. 8.0 232-cl ouderal

export RANGER KMS HOVE = /opt/cl oudera/ parcel s/ CDH 7. 2. 15-1. cdh7. 2. 15. p

0. 19846155/ | i b/ r anger - kns

export RANGER KMS CONF = /var/run/cl ouder a- scm agent/ process/51-ranger _km
s- RANGER_KMs_SERVER/ conf /

export SQL_CONNECTOR JAR = /usr/share/javal/ nmysql -connector-java.jar

export HADOOP_CREDSTORE PASSWORD= hadoop_credst ore_pwd

2. Stop the Ranger KM S service.

3. Once the environment variables have been exported and Ranger KM S service has been stopped, use the
MigrateMKeyStorageDbToGCP.sh utility script to migrate the master key.

${ RANGER _KM5_HOVE}/ M gr at eMKey St or ageDbToGCP. sh ApacheMast er Key 1l
my_gcpProj ect Nane ny_gcpKeyRi ngNane ny_gcpKeyRi ngLocati onName ny_pat hO
fJsonCredFil e.json

Note: Migration of Master Key Storage from Google Cloud HSM To Ranger KMS DB is not supported
as after creation, akey cannot be moved to another location or exported.

Master Key from Ranger KM S DB has been successfully migrated to GCP.

How to integrate Ranger KM'S DB with CipherTrust Manager HSM.

This task describes how to integrate Ranger KM S DB with CipherTrust Manager Hardware Security Module (HSM).
This process includes configuring the NAE port in Thales Cipher Trust Manager, configuring Ranger DB KM S to
interact with Thales CipherTrust HSM, or, migrating Ranger KMS DB Master Key To CipherTrust Manager HSM,
and migrating the master key from CipherTrust Manager HSM to Ranger KM S DB.

» Ensureyou have Thales CipherTrust Manger installed in your enivronment.
« Ensureyou have Java (jdk1.8.0.232) installed.

Configure NAE port in Thales CipherTrust Manager
1. Loginto Thales CipherTrust Manager.
2. In CipherTrust Manager Admin Settings, select Add Interface.
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In Type, Select NAE (default).
In Network Interface, selectAll.

In Port, type avalue for the port number.
9000

In Mode, select one of the following options to match your environment:

 NOTLS, user must supply password.
e TLS, Ignoreclient cert. user must supply password.
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7. Click Add.
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Add Interface

Type
MAE

Enable hard delete ﬂ

Network Interface

Port™

Mode

Username Location in Certificate

Local CA for Automatic Server Certificate Generation
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8. If selected modeis TLS, ignore client cert, user must supply password while adding interface, then click Edit and
Download Current Certificate as shown in the images below. Else, skip this step.

Name NIC
kmip all
nae all
ssh all
web all

kmip

nae

ssh

web

Interface Configurations

Port

5696

22

443

Mode

TLS, verify client cert, user name taken from client cert, auth requ
is optional

TLS, verify client cert, user must supply password

N/A

TLS, ignore client cert, user must supply password
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Configure NAE

Enabie hard delet= g

Mode

TLS, ignore dient cert, user must supply pas=wo

Usermame Locabon im Certfcabe
M

Local CA for Automatic Sereer Certificasfies Gererstion
=L ST=MDO/ L=Belkcamp O=-Gemalo TR=Key=

Disabded apher sultes ()
TLS_ECDHE_ECDSA_WITH_AES 128 _CBC_SHu
TLS_ECDHE_RSA_WITH_AES_128_CBC_SHa2"
TLS_ECDHE_ECDSA_WITH_AES_23¢_CBEC_SHu
TLS_ECDHE_ECDSA_WITH_AES 128 _CBC_SHu
TLS_ECDHE_RSA_WITH_AES_250_CBC_SHaA

TLS_ECDHE_RSA_WIMTH_AES_128_CBC_SHaA

000000

TLE_RSA_'WITH_AEES_NZ2=_CBC_SHAZSS

Local Trusted Ca=

A
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9. After the certificate is downloaded (e.g -Certificate_nae.txt) copy it to Ranger KM S server
Create a directory on Ranger KM S serverhost under /etc/security.

nmkdir etc/security/serverKeys
and scp the downloaded certificate to this directory. Ensure that the user has required access to the file

chown kns: ks etc/security/serverKeys/Certificate_nae.txt

chnod 755 etc/security/serverKeysCertificate nae.txt
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10. Create a user.
a) Goto Access Management Users, click Create New User .
b) In Create aNew User, provide a username, password, and any required information.
c) Click Create.
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Create a New User

Username

admin_1

Password

v Length is between 8 and 30 characters
v Has at least 1 special character(s)

Require user to reset password on |

Allow user to login using certificate

Connection tﬂxed]

laral acronint
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These are the steps required to configure Ranger KMS DB to interact with Thales CipherTrust HSM. These steps
need to be performed only when the cluster is ready with all the required services and no encryption zone keys are
present.

1. SSH into the Ranger KMS host.

2. Create adirectory and copy thefiles IngrianNAE.properties, libingPK CS11.so and sunpkcsll.cfg from Thales
CipherTrust Manager to the directory.

nmkdir -p /opt/safenetConf/64/8.3.1

and then copy the above mentioned files under this location.

Note: Make sure you have provided read-write access (chmod 775) to Ranger KM S service users (chown
kms:kms) to all the 3 files.

3. Updatethe IngrianNAE.properties file and initialize the below mentioned properties.

NAE | P = Hostnane / Ci pher Trust Manager | P address

NAE Port =9000 (should be the sane port provided on C pherTrust instance
under Device tab)

Protocol =tcp (valid values ssl or tcp, should be the sane protocol provi
ded on Ci pher Trust instance)

4. Initiaize the following property only when the protocol of the CipherTrust Manager instanceis SSL. Thisisthe
location of the certificate downloaded from CipherTrust Manager and copied on Ranger KM S host.

CA File=/etc/security/serverKeys/Certificate_nae.txt

5. Goto CM Ranger KMS Configuration Search for Ranger KM S Server Advanced Configuration Snippet and
click on + icon to add the properties.
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6. Add the following properties:

I ngri anNAE_Properties_Conf_ Sl ot | D Max=100
I ngri anNAE_Properti es_Conf_Sessi onl D_Max=100

NAE Properties_Conf Fil enane=/opt/saf enet Conf/64/8. 3. 1/ 1 ngri anNAE. pr oper

ties
Q Ranger KMS Service Environment Advanced Configuration Snippet @Filters Role Groups  History & Rollback
Filters Show Al Deserintions
Show All Descriptions
Ranger KMS Service RANGER_KMS-1 (Service-Wide) *
SCOPE
Environment Advanced View as Text
ANGER KMS-1 (Service-Wide Configuration Snippet (Safety —
RANGER_KMS-1 (Service-Wide Valve) IngrianNAE_Properties_Conf_Slot_ID_Max m e
o
RANGER_KMS_service_env_safety
CATEGORY eSS EMSEEN value 100
Advanced
Key IngrianNAE_Properties_Conf_SessionID_Max w®
Value 100
Key NAE_Properties_Conf_Filename w®
/ / fi / A
STATUS Value /opt/safenetConf/64/8.3.1/IngrianNAE.properties
7. Save changes.

8. Search for the following properties and set the values as follows:

ranger . knms. keysecure. enabl ed = true

ranger . kns. keysecur e. User Passwor d. Aut hentication = true

ranger . kims. keysecur e. mast er key. nane Mast er Key1

ranger . knms. keysecur e. | ogi n. user nane keysecur e- user nane

ranger . kns. keysecure. | ogi n. password keysecur e- passwor d

ranger . kims. keysecur e. mast er key. si ze = 256

ranger . knms. keysecur e. sunpkcs11. cfg.filepath = /opt/saf enet Conf/64/8. 3.1/
sunpkcsll. cfg

9. Savechanges.
10. Restart Ranger KMS.

The master key with alias MasterKey1 is created in CipherTrust Manager.
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Keys
Name ~
Filters ® Basic Raw

[J Latest Version Only

Key Name Version Owner Modified Type Algorithm Size Links

jocal | admin 15 Mar 2022, 04:43 Symmetric AES 256

’ ¥ 465 € 4 ) 0 jocal |admin 15 Mar 2022, 04:43 Symmetric AES

2Keys 5SOperpage ~

Once Ranger KM S has started successfully, verify zone key creation, and zone encryption/decryption.

How to migrate the Ranger KMS DB Master Key to CipherTrust Manager HSM. These steps need to be performed
when the cluster is ready with all the required services and encryption zone keys are present in the Ranger KM S DB.

Ensure you have confiured CipherTrust Manager.

1. Stop Ranger KM S service.
2. SSH into the Ranger KM S host.

3. Create adirectory and copy thefiles IngrianNAE.properties, libingPK CS11.so and sunpkcsll.cfg from Thales
Cipher Trust Manager to the directory.

nkdir -p /opt/safenetConf/64/8.3.1

and then copy the above mentioned files under this location.

Note: Make sure you have provided read-write access (chmod 775) to Ranger KM S service users (chown
kms:kms) to all the 3 files.

4. Updatethe IngrianNAE.properties file and initialize the below mentioned properties.

NAE | P = Hostnane / G pherTrust Manager | P address

NAE Port =9000 (should be the sane port provided on C pherTrust instance
under Device tab)

Protocol =tcp (valid values ssl or tcp, should be the sane protocol provi
ded on G pher Trust instance)
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5. Initialize the following property only when the protocol of the CipherTrust Manager instanceis SSL. Thisisthe
location of the certificate downloaded from Cipher Trust Manager and copied on Ranger KM S host.

CA File=/etc/security/serverKeys/Certificate_nae.txt

6. Go to the Ranger KM S home directory.

cd /opt/cl ouderal parcel s/ COH/ | i b/ r anger - kns

7. Export the following variables and ensure the variables are exported successfully using the command env|grep
NAE

export IngrianNAE Properties_ Conf_ Slot | D Max=100

export IngrianNAE Properties_Conf Sessionl D Max=100

export NAE Properties_Conf_Fil enane=/ opt/saf enet Conf/ 64/ 8. 3. 1/ 1 ngri anNAE. p
roperties

8. Goto Ranger KM S home directory and export the environment variables.

export JAVA HOVE = /usr/javal/jdkl. 8.0 232-cl oudera

export RANGER KM5 HOVE = /opt/cl oudera/ parcel s/ COH | i b/ ranger - kns
export RANGER KMS _CONF = /var/run/cl oudera- scm agent/ process/ current _pr
ocsess_di r- RANGER_KM5_SERVER/ conf

export SQL_CONNECTOR JAR = /path/to/ SQL- Connector.jar

export HADOOP_CREDSTORE PASSWORD = hadoop_cred_store_password

9. Runthe DBMKTOKEY SECURE.sh script.

. | DBMKTOKEYSECURE. sh nast er Key- nane keysecur e- User Nane keysecur e- passwor
d /path/to/ sunpkcs/ config/filel/sunpkcsll.cfg

Master Key from Ranger KM S DB has been successfully imported into CipherTrust Manager.
10. Goto CM Ranger KM S Configuration. Search for the following properties and set the values.

ranger . knms. keysecure. enabl ed = true

ranger . knms. keysecur e. User Passwor d. Aut henti cati on = true

ranger. knms. keysecur e. mast er key. nane = nast er keynane (nust be sanme nane u
sed above with mgration utility ./DBVKTOKEYSECURE. sh )

ranger. knms. keysecure. | ogi n. user nanme = keysecur e- user namne

ranger. kims. keysecure. | ogi n. password = keysecure-password (User details
are craeted on KeySecure while adding the user)

ranger . kns. keysecur e. mast er key. si ze = 256

ranger. knms. keysecur e. sunpkcsl1l. cfg.fil epath = /opt/saf enet Conf/64/8. 3. 1/su
npkcsll. cfg

11. Search for Ranger KM S Service Environment Advanced Configuration Snippet. Click on the + icon and add the
following environment variables.

I ngri anNAE_Properties_Conf_Sl ot_I D Max=100
I ngri anNAE_Pr operti es_Conf_Sessi onl D Max=100

NAE Properties_Conf Fil enane=/opt/saf enet Conf/ 64/ 8. 3. 1/ 1 ngri anNAE. properti
es

12. Save changes.
13. Restart Ranger KMS.
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Master Key from Ranger KM S DB has been successfully migrated to CipherTrust Manager.

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.

How to migrate the Master key from CipherTrust HSM to Ranger KM S DB. These steps need to be performed when
the cluster is ready with all the required services and encryption zone keys are present in the Ranger KM S DB.

Ensure Ranger KM S service is running.

1. Find the KMS current process directory.

ps -ef | grep proc_rangerkns

2. Stop Ranger KMS service from CM.
3. Go to the Ranger KM S home directory and export the following environment variables.

export JAVA HOVE = /usr/javal/jdkl. 8.0 232-cl oudera

export RANGER KMS HOVE = /opt/cl ouderal/ parcel s/ COH | i b/ ranger - kns
export RANGER KMS_CONF = /var/run/cl oudera- scm agent/ process/ current _pr
ocsess_di r- RANGER KMS SERVER/ conf

export SQL_CONNECTOR JAR = /path/to/ SQL- Connector.jar

export HADOOP_CREDSTORE PASSWORD = hadoop_cred_store_password

export IngrianNAE Properties Conf Slot |ID Max = 100

export I ngrianNAE_Properties_Conf_Sessionl D Max = 100

export NAE Properties_Conf Filenane = /path/to/ingrian_props file/lngri
anNAE. properties

4. If the Ranger KM S DB table contains any old master key, then delete the entry from ranger_masterkey table
manually and proceed to the next step.
5. Runthe /KEY SECUREMKTOKMSDB script by passing the master key password.

. | KEYSECUREMKTOKMSDB nast er KeyPasswor d

6. Once the script runs successfully, go to CM Ranger KM S Configuration. Search for dbks-site.xml and update the
value of ranger.kms.keysecure.enabled to false.

7. Search for ranger.db.encrypt.key.password and set its value to the master-key password which you used above
while invoking the migration script.

8. Restart Ranger KMS.

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.

How to integrate Ranger KM S DB with SafeNet Keysecure HSM.

Thistask describes how to integrate Ranger KM S DB with Safenet K eysecure Hardware Security Module (HSM).
This process includes setting up the SafeNet KeySecure Management Console, and configuring Ranger KMSto
communicate with the Keysecure instance.
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Creating the user on SafeNet keysecure

Log in to keysecure as an user with admin privileges.

Go to the Security tab.

Go to the Users & Groups section.

Click Local Authentication, and click Add to add anew user.

Check both *User Administration Permission’ and ‘ Change Password Permission” when adding the new user.
Save changes.

X 2.18-222-188-35. t-2.4 te. ?
mto SafeNet KeySecure Management Console © yereastcompd 'm;‘;"l':) ?;:

o g hrcwdE

Home Security Device
ProtectDB Man Security » Local Authentication » Local Users & Groups
® Databases User & Group Configuration

Local Users Help B

Filtered by - - - - v | where value contains v Set Filter
@ File Servers

ltems per page: | 10 v Submit

®  Network Shares

4 Password

User Change
= Time Policies

user1 swssire = =4 None
® Shared Access Policies

user2 = =8 None
= Service Setlings

[usera
= Automation Helpers

1-20f2

koW Save  Cancel

Creating device on SafeNet KeySecure

1. Loginto Keysecure with user having admin privilges.

2. Goto Device NAE-XML protocol.

3. Click Properties Edit.

4. Select Allow Key and Policy Configuration Operations and Allow Key Export .

X 2.18-222.188-35. 2.4 te. '
mto SafeNet KeySecure Management Console « e wmp"m::;"l“::;:

Home Security Device

= Key Server Ci ic Key Server C

= Key Server Cryptographic Key Server Properties Help n

Typtograp g

® Health Check Protocol: NAE-XML
& Cluster P (A v
= Date & Time T 9000
@ Network UsessL: [
SNMP
e Server Certificate: ~ [None] v
[ Administrators
Connection Timeout (sec): | 3600
= SSH Public Key
Allow Key and Policy Configuration Operations:
® Known Hosts
Allow Key Export:

Logs & Statistics

@ Log Configuration

Warning: Editing a key server setting will reset all of its existing connections

[ Log Viewer Save | Cancel

5. Savechanges.

Configure SSL on Safenet Keysecure (NAE-XML)
Creating alocal CA

1. Loginto the Management Console as an administrator with Certificate Authority (CA) access control.
2. Navigate to the Security, CAs & SSL Certificates section and click o Local CA's.
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3. Enter the required details and select Self-signed Root CA as the Certificate Authority Type.

Certificate Authority Name: VKSC#"«.N
Common Name: lCN

Organization Name: |ON

Organizational Unit Name: OQOUN

Locality Name: LN
State or Province Name: lSF’N
Country Name: ,US
Email Address: | |
Key Size: 2048 v

e Self-signed Root CA
CA Cenificate Duration (days) 3650
Certificate Authority Type: .
Maximum User Certificate Duraton (days): | 3650

Intermediate CA Reguest

Create

4. Click Create.
The Local CA isvishle.

Home Security Device

ProtectDB Security » Local CAs
m Databases Certificate and CA Configuration

Local Certificate Authority List Help B

File St

&) File Servers CAName ca i CA Status
®  Network Shares Common: hsm_mgmt.ca

() hsm mgmt ca Issuer: SafeNet Inc. CA Certificate Active
u Time Policies B Expires: Mar 17 09:38:25 2042 GMT

Common: CN
®  Shared Access Policies @ KSCAN Issuer: ON CA Certificate Active
B Expires: Apr 111:55:48 2032 GMT

m  Service Settings

Edit Delete Download Properties Sign Request Show Signed Certs

Automation Helpers

Creating a Server Certificate Request on the Management Console

1. Log on to the Management Console as an administrator with Certificate Authority (CA) access control.
2. Go to the Security tab and on the left side panel .
3. Navigate to the Device CAs & SSL Certificates section.

85



Cloudera Manager HDFS Transparent Encryption

4. Click SSL certificates and modify the fields as needed.

Create Certificate Request

Certificate Name: cernb(

Common Name: CN
Organization Name: |(ON

Organizational Unit Name: QUN
Locality Name: LN

State or Province Name: |SPN

Country Name: US

Email Address: |GG

Subject Alternative Name:

Key Size: 2048 v

Create Ceriificate Request

5. Click Create Certificate Request.

This creates the certificate request and placesit in the Certificate List section of the Certificate and CA
Configuration page. The new entry shows that the Certificate Purpose is Certificate Request and that the
Certificate Status is Request Pending.

- Commaon: nae_kmip_server
") nae kmip server Issuer: SafeNet Inc Server Active
- Expires: Mar 16 09:38:26 2042 GMT

@ cert50 Common: CN Certificate Request Request Pending

Signing a Server Certificate Request with aLocal CA

1. Log on to the Management Console as an Administrator with Certificates and Certificate Authorities (CA) access
controls.

2. Navigate to the Security Tab -> Device, CAs and SSL Certificates section.
3. Click SSL Certificates.
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4. Select the certificate request (cert50) and click Properties.

¥,

Certificate and CA Configuration

Certificate Name:
Key Size: 248

CN: CN
O: ON

Oou: OUN

Subject:

-----BEGIN CERTIFICATE REQUEST-----

Dowmicad | Install Cenficate | Create Sell Sign Cernlificate | Back

Certificate Request Information

6. Navigate to the Security Tab -> Device, CAs & SSL Certificates section.
Click Local CAs and select the CA name from the list.
8. Click Sign Request to access the Sign Certificate Request section.

~

BEGIN CERTIFICATE

Home Security Device

Security » Local CAs

®m Databases Certificate and CA Configuration

Local Certificate Authority List Heio B
[ File Servers CA Name CA Information CA Status

= Network Shares Common: hsm_mgmt.ca
hsm_mgmt ca Issuer: SafeNet Inc
Expires: Mar 17 09:38:25 2042 GMT

= Time Policies

Common: CN
@ KSCAN Issuer

u Shared Access Policies oN
Expires: Apr 1 11:55:48 2032 GMT

CA Certificate Active

CA Certificate Active

®  Service Settings
Edit| Delete Download  Properties | Sign Request Show Signed Certs

= Automation Helpers

9. On the Sign Certificate Request screen, select Server as certificate Purpose.

10. Enter the validity of the certificate for Certificate Duration (days).
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11. Paste the copied text from the server certificate request, including the header and footer in Certificate Request.

Certificate and CA Configuration

Sign Certificate Request

Sign with Certificate Authorily: K SCAN (maximum 3540 days) ¥

® Server
Certilicate Purpose: Client

iermediate CA

Certificate Dusation (days): 3649

Certificale Regues]

----- BEGIN CERTIFICATE REQUEST-----

END CERTIFICATE REQUEST

gn Request  Back

12. Click Sign Request. This takes you to the CA Certificate | nformation section.
13. Copy the actual (for eaxample,. KSCAN) certificate text. The copied text must include the header (-----BEGIN

14. Navigate back to the Certificate List section (Device, CAs & SSL Certificates) and click SSL Certificates.
15. Select your certificate request and click properties.
16. Click Install Certificate.
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17. Paste the certificate as the Certificate Response.

Certificate and CA Configuration

Certificate Installation Help B3

Certificate Name: cert50_
RSA-2048

CN: CN
0: ON
Ou: OUN
Subject: L: LN
ST. SPN
C: uUs
emailAddress: test@gmail.com

Certificate Response:

PASTE COPIED CIPHER TEXT HERE

Save  Cancel

18. Click Save.

The Management Console takes you to the Certificate List section. The section shows that the Certificate Purpose
is Server and that the Certificate Statusis Active.

Certificate and CA Configuration

Certificate List Help B3

Certif Name Certif i Certificate Purpose Certi Status
Common: CN
@ certs0 Issuer: ON Server Active

Expires: Mar 31 12:08:02 2032 GMT

- Common: nae_kmip_server
) nae kmip server Issuer: SafeNet Inc. Server Active
Expires: Mar 16 09:38:26 2042 GMT

Enable SSL on Keysecure (NAE-XML)
After SSL has been configured in Safenet KeySecure, perform the following steps.

1. Log into keysecure with admin privileges.
2. Gotothe Devicetab and click NAE-XML -> properties -> edit.

X 2.18-222-188-35. t-2. te. .
m.lto SafeNet KeySecure Management Console “ fereastcompd "'"::;"I":?::

Home Security Device
m Key Server Cryptographic Key Server C.
= Key Server Cryptographic Key Server Properties Help B

= Health Check Protocol: NAE-XML
[ Cluster P: (AN v
® Date & Time Port: | 9000
Bl Network usessL: [
B SNmP Server Certificate:  [None] v
[# Administrators
Connection Timeout (sec): | 3600
= SSH Public Key
Allow Key and Policy Configuration Operations:
® Known Hosts
Allow Key Export:

Logs & Statistics.

Warning: Editing a key server setting will reset all of its existing connections
@ Log Configuration

& Log Viewer Save  Cancel

3. Select UseSSL.
4. Select the Server Certificate from the given drop-down list (for example, cert50).
5. Save changes.
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These are the steps required to configure Ranger KMS DB to interact with Safenet KeySecure HSM. These steps need
to be performed only when the cluster is ready with all the required services and no encryption zone keys are created.

1. SSH into the Ranger KMS host.

2. Create adirectory and copy thefiles IngrianNAE.properties, libingPK CS11.so and sunpkcsll.cfg from Gemalto
SafeNet KeySecure to the directory.

nmkdir -p /opt/safenetConf/64/8.3.1

and then copy the above mentioned files under this location.

Note: Make sure you have provided read-write access (chmod 775) to Ranger KM S service users (chown
kms:kms) to all the 3 files.

3. If SSL isenabled on KeySecure ,then download the CA certificate file (e.g. KSCAN.crt) created on key secure
cluster while configuring SSL on keysecure instance.
a) Loginto KeySecure.
b) Click on Security tab and then go to Device CAsand SSL Certificates section
¢) ClickonLoca CA’slink
d) Select the appropriate certificate and click on download as shown in the below image.

Home Security Device

Security » Local CAs

® Databases Certificate and CA Configuration

Local Certificate Authority List Help n

CA Name CA Information CA Status

CA Certificate Active

hsm mgmt ca

@ KSCAN CA Certificate Active

Edit| Delete| Download  Properties | Sign Request Show Signed Certs

€) Oncethe certificate is downloaded, copy/scp it to the Ranger KM S host at location “/etc/security/serverKeys/”.
Make sure the Ranger KM S user has read-write access to the file.

chown kns: kns /etc/security/serverKeys/ KSCAN. crt

chnmod 755 /etc/security/ server Keys/ KSCAN. crt

4. Updatethe IngrianNAE.properties file and initialize the below mentioned properties.

NAE | P = Your SafeNet KeySecure |P address (Provide public IPif its on a
di fferent network.)

NAE Port=9000 (shoul d be the sane port provided on KeySecure instance un
der Devi ce tab)

Protocol =tcp (valid values ssl or tcp, should be the sane protocol provi
ded on KeySecure instance)

5. Initialize the following property only when the protocol of the KeySecure instance is SSL. Thisisthe location of
the certificate downloaded from KeySecure and copied on Ranger KM S host.

CA File=/etc/security/serverKeys/ KSCAN. crt
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6. Goto CM Ranger KM S Configuration Search for Ranger KM S Server Advanced Configuration Snippet and
click on + icon to add the properties.

7. Add the following properties:

I ngri anNAE_Properties_Conf_ Sl ot | D Max=100

I ngri anNAE_Pr operti es_Conf_Sessi onl D_Max=100

NAE Properties_Conf Fil enane=/opt/saf enet Conf/ 64/ 8. 3. 1/ 1 ngri anNAE. pr oper

ties
Q Ranger KMS Service Environment Advanced Configuration Snippet @ Filters Role Groups  History & Rollback
Filters Show All Descrintions
Show All Descriptions
Ranger KMS Service RANGER_KMS-1 (Service-Wide) *
SCOPE Environment Advanced T
ANGER KMS-1 (Service-Wide Configuration Snippet (Safety —
RANGER KMS-1 (Service-Wide Valve) IngrianNAE_Properties_Conf_Slot_ID_Max me
o«
RANGER_KMS_service_env_safety
CATEGORY e T EICEETSTES  value 100
Advanced
Key IngrianNAE_Properties_Conf_SessionID_Max W e
Value 100
Key NAE_Properties_Conf_Filename w®
, 64/ ; )
STATUS Value /opt/safenetConf/64/8.3.1/IngrianNAE.properties
8. Savechanges.

9. Search for the following properties and set the values as follows:

ranger. kns. keysecur e. enabl ed = true

ranger . kims. keysecur e. User Passwor d. Aut henti cation = true

ranger . knms. keysecur e. nast er key. nane
ranger. kns. keysecur e. | ogi n. user nane

ranger . kims. keysecur e. | ogi n. password

ranger . knms. keysecur e. mast er key. si ze =

ranger . kns. keysecur e.

unpkcs1l. cf

10. Save changes.
11. Restart Ranger KMS.

Mast er Key1

keysecur e- user nanme

keysecur e- passwor d

256

The master key with alias MasterKey1 is created in KeySecure.

sunpkcsl1l. cfg.filepath = /opt/safenet Conf/64/8.3.1/s

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.
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How to migrate the Ranger KMS DB Master Key to SafeNet KeySecure HSM. These steps need to be performed
when the cluster is ready with all the required services and encryption zone keys are present in the Ranger KM S DB.

1. Once Ranger KMSisinstalled and running, note down the KMS current running process directory.
2. Stop the Ranger KM S service.
3. If SSL isenabled on KeySecure ,then download the CA certificate file (e.g. KSCAN.crt) created on key secure
cluster while configuring SSL on keysecure instance.
a) Loginto KeySecure.
b) Click on Security tab and then go to Device CAs and SSL Certificates section
¢) ClickonLoca CA’slink
d) Select the appropriate certificate and click on download as shown in the below image.

Home Security Device

urity » Local CAs

Certificate and CA Configuration

Local Certificate Authority List el B

CA Status

CA Name CA Information

CA Certif

hsm_mgmt ca

N
Expires: Apr 1 11:55:48 2032 GMT

Edit| Delete| Download  Properties | Sign Request  Show Signed Certs

€) Once the certificate is downloaded, copy/scp it to the Ranger KM S host at location “/etc/security/serverKeys/” .
Make sure the Ranger KM S user has read-write access to the file.

chown kns: kns /etc/security/serverKeys/ KSCAN. crt

chnmod 755 /etc/security/server Keys/ KSCAN. crt

4. Create adirectory and copy thefiles IngrianNAE.properties, liblngPKCS11.so0 and sunpkcsll.cfg from Gemalto
SafeNet KeySecure to the directory.

nkdir -p /opt/safenetConf/64/8.3.1

and then copy the above mentioned files under this location.

Note: Make sure you have provided read-write access (chmod 775) to Ranger KM S service users (chown
kms:kms) to all the 3 files.

5. Update the IngrianNAE.properties file and initialize the below mentioned properties.

NAE | P = Your SafeNet KeySecure |P address (Provide public IPif its on a
di fferent network.)

NAE Port =9000 (shoul d be the sane port provided on KeySecure instance un
der Device tab)

Prot ocol =tcp (valid values ssl or tcp, should be the sane protocol provi
ded on KeySecure instance)

6. Initialize the following property only when the protocol of the KeySecure instanceis SSL. Thisisthe location of
the certificate downloaded from KeySecure and copied on Ranger KM S host.

CA File=/etc/security/serverKeys/ KSCAN. crt
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7. Goto CM Ranger KMS Configuration Search for Ranger KM S Server Advanced Configuration Snippet and
click on + icon to add the properties.

8. Add the following properties:

I ngri anNAE_Properties_Conf_ Sl ot | D Max=100
I ngri anNAE_Pr operti es_Conf_Sessi onl D_Max=100

NAE Properties_Conf Fil enane=/opt/saf enet Conf/ 64/ 8. 3. 1/ 1 ngri anNAE. pr oper

ties
Q Ranger KMS Service Environment Advanced Configuration Snippet @ Filters Role Groups History & Rollback
Filters Show All Descriptions
Show All Descriptions
Ranger KMS Service RANGER_KMS-1 (Service-Wide) *
SCOPE Environment Advanced T
ANGER KMS-1 (Service-Wide Configuration Snippet (Safety —
RANGER_KMS-1 (Service-Wide Valve) IngrianNAE_Properties_Conf_Slot_ID_Max mwe
o
RANGER_KMS_service_env_safety_
CATEGORY . Value 100
Key IngrianNAE_Properties_Conf_SessionID_Max W e
Value 100
Key NAE_Properties_Conf_Filename w®
STATUS Value /opt/safenetConf/64/8.3.1/IngrianNAE.properties
9. Savechanges.

10. Go to Ranger KM 'S home directory and export the environment variables.

export JAVA HOVE=/usr/javal/jdkl. 8.0 232-cl oudera

export RANGER KMS_HOVE=/ opt/ cl ouder a/ parcel s/ CDH | i b/ r anger - kns

export RANGER KMS_CONF=/var/run/ cl ouder a- scm agent/ process/ current _proc
sess_di r - RANGER_KM5_SERVER/ conf

export SQL CONNECTOR JAR=/pat h/t o/ SQL- Connector.j ar

export HADOOP_CREDSTORE PASSWORD=hadoop cred_store_password

11. Run the DBMKTOKEY SECURE.sh script.

. | DBMKTOKEYSECURE. sh nast er Key- nane keysecur e- User Nane keysecur e- passwor
d /path/to/ sunpkcs/ config/filel/sunpkcsll.cfg

where keySecureMasterK eyName : Name of the key which needs to be created on KeySecure,,
keySecureUsername : User created on KeySecure cluster , and keySecurePassword : Password of the user

Master Key from Ranger KM S DB has been successfully imported into CipherTrust Manager.
12. Goto CM Ranger KM S Configuration. Search for the following properties and set the values.

ranger. kns. keysecur e. enabl ed = true

ranger . kims. keysecur e. User Passwor d. Aut henti cation = true

ranger. kims. keysecur e. mast er key. nane = nast erkeynane (rmust be the sane nane
used above with migration utility ./ DBMKTOKEYSECURE. sh )

ranger . knms. keysecure. | ogi n. user nanme = keysecur e- user nane

ranger. kns. keysecure. | ogi n. password = keysecur e- password

ranger . kns. keysecur e. mast er key. si ze=256
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ranger . knms. keysecur e. sunpkcs11. cfg. fil epat h=/ opt/saf enet Conf/64/8.3.1/s
unpkcs1l. cfg

13. Restart Ranger KM S.

Master Key from Ranger KM S DB has been successfully migrated to CipherTrust Manager.

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.

How to migrate the Master key from KeySecure HSM to Ranger KM'S DB. These steps need to be performed when
the cluster is ready with all the required services and encryption zone keys are present in the Ranger KMS DB.

1. Ensure Ranger KMSis running.
2. Find the KMS current process directory.

ps -ef | grep proc_rangerkmnms

3. Stop Ranger KMS service from CM.
4. Go to the Ranger KMS home directory and export the following environment variables.

export JAVA HOVE = /usr/javal/jdkl. 8.0 _232-cl oudera

export RANGER KMS HOVE = /opt/cl oudera/ parcel s/ COH | i b/ ranger - kns
export RANGER KMS CONF = /var/run/cl oudera- scm agent/ process/ current _pr
ocsess_di r- RANGER_KMS_SERVER/ conf

export SQL CONNECTOR JAR = /path/to/ SQL- Connector.jar

export HADOOP_CREDSTORE PASSWORD = hadoop_cred_store_password

5. Runthe /KEY SECUREMKTOKMSDB script by passing the master key password.
. | KEYSECUREMKTOKMSDB nast er KeyPasswor d

Master Key from Key Secure has been successfully imported into Ranger KMS DB.

6. Once the script runs successfully, go to CM Ranger KM S Configuration. Search for dbks-site.xml and update the
value of ranger.kms.keysecure.enabled to false.

7. Search for ranger.db.encrypt.key.password and set its value to the master-key password which you used above
while invoking the migration script.

8. Restart Ranger KMS.

Note: Whilerestarting KMS service, if seeing this error “[op=KeyNameQuery] [] Unsupported
E custom attribute type for key names query” in the keysecure log , then SSH to KM S host , edit
IngrianNAE.propertiesfile, and set the value of Product_Code=HNWSsto empty i.e. - Product_Code=

Once Ranger KMS has started successfully, verify zone key creation, and zone encryption/decryption.

How to configure the KeySecure HSM to connect to CipherTrust.
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After the Thales team successfully migrates the keys from Key Secure HSM to CipherTrust Manager, you must
configure the Key HSM to connect to CipherTrust. Y ou must perform the following steps on both the Active and
Passive KTS nodes.

The Thales team must have successfully migrated the keys from Key Secure HSM to CipherTrust Manager.

1. Stopthe Key HSM service.

$ service keyhsm st op

2. Back up the existing application.propertiesfile.
3. If SSL isenabled on CipherTrust Manager, run the following command:

$ echo "thal es_nmachi ne_i p nae. keysecure.local" >> /etc/hosts

4, Set up the Key HSM service.

$ keyhsm setup keysecure

-- Configuring keyHsm General Setup --

Cl oudera Reconmmends to use 127.0.0.1 as the listener port for Key HSM
Pl ease enter Key HSM SSL |istener | P address: [127.0.0. 1]

WI|l attenpt to setup listener on 127.0.0.1

Pl ease enter Key HSM SSL |istener PORT nunber: 9090

val i date Port: ;[ Successful ]

-- Ingrian HSM Credential Configuration --
Pl ease enter HSM | ogi n USERNAME: testuser (user created on G pher Trust
Manager)
Pl ease enter HSM | ogi n PASSWORD:

Pl ease enter HSM | P Address or Host nane: ec2-3-144-233-194. us-east-2.com
put e. amazonaws. com

Pl ease enter HSM Port nunber: 9000

Val i d address: :[ Successful ]

Use SSL? [Y/n] (As per the configuration done on Ci pherTrust Manager)

Configuration saved in 'application.properties’ file

Configuration stored in: 'application.properties'. (Note: You can al so use
keyhsm settings to quickly view your current configuration)

5. Validate the Key HSM.

$ service keyhsmvalidate

Check Key HSMis stopped :[ Successful ]
Configuration Avail abl e ;[ Successful ]
Port 127.0.0.1:9090 avail abl e ;[ Successful ]
Unlimted-Strength JCE ;[ Successful ]
Val i dat e ci pher |i st ;[ Successful ]
HSM avai |l abi lity :[ Successful ]
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Al'l services avail abl e: ;[ Successful ]

6. Start the Key HSM service.

$ service keyhsm start
Starting KeyHSM please wait...

The KeyHSM serviceis started.
7. Configure Key HSM to trust KTS by providing the full path to thefile.

$ keyhsmtrust /var/lib/keytrustee/.keytrustee/.ssl/ssl-cert-keytrustee.
pem

8. Configure KTSto trust the Key HSM server.
$ ktadnmin keyhsm --server http://127.0.0.1: 9090 --trust

B Note: Perform the next two steps once above steps are successfully done on both Active and Passive KTS
nodes.

9. Restart KTS from Cloudera Manager.
10. Restart Ranger KM S KTS service from Cloudera Manager.

Ranger KM S can be accessed by logging into the Ranger web Ul asthe KM S administrator.

Ranger uses separate admin users for Ranger and Ranger KMS.

« The Ranger admin user manages Ranger access policies.

e TheRanger KMS admin user (keyadmin by default) manages access policies and keys for Ranger KMS, and has
access to a different set of Ul features than the Ranger admin user.

Using separate administrator accounts for Ranger and Ranger KM S separates encryption work (encryption keys and
policies) from cluster management and access policy management.

Note:
IE For more information about creating, deleting, listing, and rolling over existing keys using Ranger REST
APIs, see https://ranger.apache.org/apidocs/resource XKeyREST .html.

How to access the Ranger Key Management Service web Ul.

To access Ranger KMS, click the Ranger Admin web Ul link, enter your Ranger KM 'S admin user name and
password, then click Sign In.
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Ranger

& Username:

keyadmin

& Password:

After logging in, the Service Manager page appears.
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Fﬁ' Ranger UAccess Manag

Service Manager

Service Manager
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To edit Ranger KM S repository properties, click the Edit icon for the service and update the settings on the Edit
Service page.
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%) Ranger UAccess Manag

Edit Service

Service Details :
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How to list and create Ranger KM S keys.

1. Loginto Ranger asthe Ranger KM S admin user.
2. Click Encryption in the top menu to display the Key Management page.
3. Usethe Select Service box to Select a Ranger KM S service. The keys for the service are dislayed.
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%) Ranger UAccess Manag

KMS

Key Management

Select Service : cm_kms

Q Search for your k

Key Name

keytest AES/CTR/No
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Click Add New Key.

On the Key Detail page, add avalid key name.

Specify a cipher. Ranger KM S supports AES/CTR/NoPadding as the cipher suite.
Specify the key length: 128 or 256 bits.

Add other attributes as needed, then click Save.

o wDdh e

103



Cloudera Manager HDFS Transparent Encryption

%) Ranger UAccess Manag

KMS Key Create

Key Detail

Key Name *

Cipher AES,

Length 128

Description
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How to roll over an existing Ranger KMS key.

Rolling over (or "rotating") akey retains the same key name, but the key will have a different version. This operation
re-encrypts existing file keys, but does not re-encrypt the actual file. Keys can be rolled over at any time.

After akey isrotated in Ranger KMS, new files will have the file key encrypted by the new master key for the
encryption zone.

1. Loginto Ranger asthe Ranger KM S admin user, click Encryption in the top menu, then select a Ranger KMS
service.
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2. Torotate akey, click the Rollover icon for the key in the Action column.
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KMS

Key Management

Select Service : cm_kms

Q Search for your keys...

Key Name

keytest AES/CTR/N(
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3. Click OK on the confirmation pop-up.
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How to delete a Ranger KMS key.

f Important:
Deleting a key associated with an existing encryption zone will result in data | oss.

Note:
E < Encryption zone keys should be deleted from the Ranger Ul or Hadoop Command line.
« Encryption keys should NOT be deleted in the HSM before deleting from the Ranger Ul or Hadoop
command line.

1. Loginto Ranger asthe Ranger KMS admin user, click Encryption in the top menu, then select a Ranger KMS
service.

2. Click on the Deleteicon for the key in the Action column.

3. Click OK on the confirmation pop-up.
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