Cloudera Manager 7.12.0

Replication Manager for Cloudera Private

Cloud Base

Date published: 2024-12-10
Date modified: 2024-12-10

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© ClouderaInc. 2024. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



Cloudera Manager | Contents | iii

Replication Manager in Cloudera Private Cloud Base............cccooervirieneeiieninne 6

Support matrix for Replication Manager on Cloudera Private Cloud

Port and network requirementsfor Replication Manager on Cloudera

Private Cloud BaSE.........cccooiiiiiiiiiinie ettt 13
Prepare to replicate using replication POliCIES........cocveveerieirieesie e 19
Cloudera license requirements for Replication Manager ..........ccoevrireireieneeenee e 19
Configuring SSL/TLS certificate exchange between two Cloudera Manager inStances..........cocvvereereereereeennens 19
Add source cluster as peer to use in replication POHICIES.........coeiriiriririreree e 21
Adding a peer to use in repliCation POIICY........eciirerirrirrer e 21
Modifying peers to use in replication POICY........oeoiireriririree e 22
Configuring peers With SAML aUthentiCaliON..........cooririeirieireereere e 23

Enabling replication between clusters with Kerberos authentication.............ccoeevinnenninnencinee e 23
Required ports in Kerberos authentication-enabled clusters for replication............cocovevvevereieneneenens 23
Considerations for realm names to Use for repliCation............coeereereniineeee e 23

Prepare Kerberos authentication-enabled clusters for replication.............coeeverrenenecnencreees 24

KErberoS CONNECHIVITY TOSE.......ciueuiiiiiiieirieerte ettt b et b et b e et s be e b e ene e 24
Replicating from UNSECUNE t0 SECUINE CIUSIEIS......c.oiviuirieiiriee ettt sttt sttt sttt 25
Replication Of ENCIYPLEA QaLA.........coovevirieeirieiereeere ettt b et b e b ettt se b seene 26
Encrypting data in transit DEWEEN ClUSLENS.......c.ooiiii e 26

Security considerations for encrypted data during repliCation............ccveerecenerenenesenese e 27
Configuring heap size to replicate large directories using replication PoliCiesS.........ccovereireceneienereseneseene 27
Retaining 10gs for REPliCation MaNAQES.........ccoueirieiriiiriirie ettt se e 28
Atlas replication policies (technical preview).........cceece e 28
Preparing to create Atlas replication POlICIES..........ccci i r e 29
Creating Atlas repliCation POIICIES........ccvciiiiiie e s e sa e e ettt be st sae st e e sae e enaenseneeneesenseans 30
Manage, monitor, and troubleshoot Atlas replication POlICIES.........cccvvvieeeierere s 32
Error appears during Atlas replication POliCY FUN........ccceceieieiee e 33

HDFS replication POlICIES........cooiiiieiiecieeree e 34
HDFS replication PoliCy CONSIAEIAIONS........coeiiiiirieriisiinie ettt sb st sbe st se et se e e e e e ne e eee 34
Guidelines to add or delete source data during replication JOD FUN...........ccccoievirerereneie e 34

Improve network latency during replication JOD FUN...........cooiiiiiiinene e 34
Performance and scalability limitations to consider for replication poliCies..........cocevereierereeenennene 34
Guidelines to use snapshot diff-bDased repliCation............ooririiinene s 35

HDFS replication in Sentry-enabled ClUSLEY'S.........c.o i 36
Specifying hosts to improve HDFS replication policy performance............coeoeieneinininienencncnen, 37

Creating HDFS replication policy to replicate HDFS data...........cooieieiriiincnene e 37

How to use the post copy reconciliation script for HDFS replication poliCies..........cveveierienecieieeceircneens 44



Cloudera Manager | Contents | iv

View HDFS replication pPoliCy etailS...........cooiiiririiiiire ettt s sen 46

View historical details for an HDFS replication POIICY ........coeiereerieireeeeerier et 48
Monitoring the performance of HDFS replication POliCIES.........co.iiuiieiieieeirireeeeere e 50
Hive external table replication POliCIES.........cccvevivvce e 52
Hive replication POliCy CONSIAEIALIONS.........coviririerereeteriete ettt b e e b e et e b e b sn e b e b 55
Specifying hosts to improve Hive replication policy performance..........ooeveeneieneiencenecesecseeee 55
Understanding how DDL commands affect Hive tables during replication............c.ccccvvevernenncnene. 55

Disabling replication of parameters during Hive repliCation...........coooeveeneeneeneenecseeseeseeeieeas 56
Accommodate HMS changes for Hive replication poliCIES..........coeireenirenieineenee e 56

Creating a Hive external table replication POIICY.......ooci it 57

Sentry to Ranger replication for Hive external tables..........cooeeneiniee e 64
Importing Sentry privileges into RANGEr POIICIES.......co.ioiiiiririiriiee e 66
Replicating data to IMPala CIUSLEN'S.......ccoiiiiie e e bbb 67
Replication of Impala and Hive User Defined FUNCLIONS (UDFS)......ccoiiiiiirneneeeneeeeee e 68
Monitoring the performance of Hive/lmpala replication POliCIES..........ccoveereirierereeereee e 68
Hive ACID table replication POlICIES.........ccceiieeiieie e 71
How compaction impacts Hive ACID table repliCation...........ccccveveeieieeiecise et 71
Preparing to create Hive ACID table repliCation POlICIES........cceviiiiirieie i seesiesee e snens 73
Configure two-way trust DEIWEEN CIUSLEY'S........cieieieieeeeces et 74

Configure parameters for Hive ACID table replication poliCIES.........cccvieveerereriereeeeee e 76

Configure file access control 1ists for IMPala USEr.........ccocvveeiieie v 79

Creating Hive ACID table replication POLICY.......cccuiiieieiiieieieeeees st sre e 80
Managing Hive ACID table repliCation POlICIES........c.ccieiueieriereeeeeeieee e st se e se e erenns 82
Troubleshooting Hive ACID table replication POIICIES.......ccccvieeeeirieri et 83

I ceberg replication POlICIES........oocuiiiieiie e e 86
How Iceberg replication POIICY WOPKS..........oiiiiieieee ettt et sb e s b e e 87

How Atlas metadata replication for [ceberg tables WOrK..........ccooeoiiiiniiiiine e 87

Preparing to create Iceberg replication POIICIES.........coiiiii i e en 88
Creating [ceberg repliCation POLICY. ... .coiiiiiiireie ettt et e et ene b 89
Manage and monitor 1ceberg repliCation POIICIES.. ... ..ot b e sae s 91
Ozone replication POlICIES........cccveiie et 92
Preparing to create Ozone replication POIICIES..........coueirieuirirerieriees et 94
Configuring properties for OBS bucket replication using Ozone replication poliCies..........ccceeeeveeenee. 96

Creating Ozone rePliCation POIICIES........iiiiiiiereerect bbb bbb et sb e 98
Managing Ozone repliCation POlICIES.........cuiririririeiireetere ettt bbb nsenes 101
Ranger replication POIICIES..........occeeiiecee e 104
How Ranger replication POlICY WOTKS.........ccociiiiiiise ettt e e e enens 104
Preparing to create Ranger repliCation POlICIES.........cccvviiviii i 105
Creating Ranger repliCation POlICIES........coueieiriieiese e s see e e se ettt st sr e bestesee s e ae e e e enessesnesrenres 106
Managing Ranger repliCation POlICIES.........ceiiiiirieere st ste et sre e seesr e teseesaeneeneeneeneenens 109
Troubleshooting replication policies between on-premises clusters................ 110

Snapshots and sNapshot POLICIES.........c.eeeieeeiiie e 113



Cloudera Manager | Contents | v

How Replication Manager USES SNAPSNOLS........couriririreeieeiesie sttt st e e bt see bt e se e e e ee e e e eneenas 114
HDFS SNBPSNOLS. ...ttt sttt b bbbt e e st et e e e e et ehesaeeaesbesbesbe s b e beseese e b et e e eneenenneane 114
Ozone snapshots and replication MEthOAS...........coo i 115
Creating snapshot policies in REPIiCation MaNagEY ...........coueuererieirereeeeiere et 116
Manage and monitor SNAPSNOL POIICIES.........ciiiiiiiiriee et e e be b see e 117
Snapshots History details in Replication Manager ...........ccoereriierene e 118
Troubleshooting snapshot policies in Replication Manager..........ccoorerereriienese e 119
Restoring HDFS snapshots in Cloudera ManagET...........o.coeiereerieeriere sttt s sre e sne e e 120
Restoring Ozone snapshots in CloUdEra M NAGEY ............coiueeereerieeee ettt see 120
Managing HDFS snapshots in CloUdera M NaGET...........cccereririrereniiniese e sre s sae s see e 121
Browse HDFS GITECLOMIES. ..ottt sttt sttt 122
Enabling and disabling snapshots for HDFS dir€CtOries.........cccoueerirerirene e 122
Taking and deleting HDFS SNAPSNOLS........coueiiiiirieieriere sttt sb e bbb e seeneas 122

Using DistCp to migrate HDFS data from HDP cluster to Cloudera Private

Cloud Base CIUSLEN .......ccuieiieeee ettt ee e 123
Migrating data from secure HDP cluster to unsecure Cloudera Private Cloud Base cluster using DistCp...... 123
Enabling the hdfs user to run the YARN jobs on the HDP CIUSLEY..........cccoiiiiinnincincc e 123
Configuration changes on the Cloudera Private Cloud Base CIUSEEN.........ccocvvirerereneeeeeeeeeseeine 124

Running the DistCp jol 0N the HDP CIUSEN ..ot 124

Migrating data from secure HDP cluster to secure Cloudera Private Cloud Base cluster............c.cccveneruenene 125
Configuration changes on HDP cluster and Cloudera Private Cloud Base cluster...........c.cocvvvrveneene. 125
Configuring a user to run YARN jobs on both the ClUSLErS..........coiiinii 126

Running DistCp job on the Cloudera Private Cloud Base CIUSLEN..........ccoovvevineiereeeeeeeee s 127



Cloudera Manager Replication Manager in Cloudera Private Cloud Base

Cloudera Private Cloud Base Replication Manager is a service in Cloudera Manager. Y ou can create replication
policiesin this service to replicate data across data centers for various use cases which include disaster recovery
scenarios, running hybrid workloads, migrating data to/from cloud, or a generic backup/restore scenario. Y ou can
also create HDFS, HBase, or Ozone snapshot policiesto take snapshots of HDFS directories, HBase tables, or Ozone
buckets respectively.

E Note:
* Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.
e Minimum required role - Replication Administrator or Full Administrator.
« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on

page 9.
Cloudera Manager provides the following key functionalitiesin the Cloudera Manager Admin Console that can be
leveraged by Replication Manager:
» Select datasets that are critical for your business operations.
« Monitor and track progress of your snapshots and replication jobs through a central console and easily identify
issues or filesthat failed to be transferred.
* Issue Alert when a snapshot or replication job fails or is aborted so that the problem can be diagnosed quickly.

Y ou can also perform adry run of the replication policy to verify the configuration and to understand the cost of the
overall operation before actually copying the entire dataset.

Important: The hdfs user must have access to all the Hive datasets, including all the operations. Otherwise,
Hive import fails during the replication process. To provide access, perform the following steps:

1. Loginto Ranger Admin Ul.
2. Gotothe Service Manager Hadoop_SQL Policies Access section, and provide hdfs user permission to
the all-database, table, column policy hame.

%/ Ranger UAccessManager [ Audit Security Zone  # Settings % admin
Hadoop SQL Policies
Access Masking Row Level Filter
List of Policies : Hadoop SQL
Q Search for your policy e Add New Policy
Policy ID Policy Name Policy Labels Status Audit Logging Roles Groups Users Action
7 all - global - = e — . c 5
0 ey
8 all - database, table, column - Enabled Enable cdep_gic - less ® @
9 ll - database, table - Enabl Enabled — -~ - ;
all - database, table e o @
10 all - database - Enabled Enabled - c S ® @
e
11 all - hiveservice - Enabled Enabled cdep_global_admin - e S e L ® @

Replication Manager provides the following functionalities that you can use to accomplish your data replication
goals:

These replication policies replicate the metadata and data lineage of all the Hive external tables, Iceberg tables, and
any other Atlas supported entities between Cloudera Private Cloud Base 7.1.9 SP1 clusters using Cloudera Manager
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7.11.3 CHF7 or higher. During an Atlas replication policy run, Replication Manager exports the Atlas metadata and
data lineage to a staging directory in the target cluster, and then imports into the target cluster. Y ou can enter the
required staging directory during the replication policy creation process.

Some use cases where you can use Atlas replication policiesinclude:

» Disaster recovery scenarios. Y ou can back up the Atlas metadata and data lineage periodically, and restore it to the
same cluster or a different cluster as required.

» High availability scenarios.

« Prevent accidental access of Ranger policies and Atlas metadata for specific Hive external tables and Iceberg
tables. Y ou can accomplish this by running both Ranger, Hive external table, and Iceberg replication policies on
the required tables in the disaster-recovery cluster. The replication policies replicate the data and its associated
metadata and access controls.

policies, and replicating the metadata and data lineage of all the Hive external tables, Iceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

B Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

These policies replicate HDFS data and metadata from CDH (version 5.10 and higher) clusters to Cloudera Private
Cloud Base (version 7.0.3 and higher) clusters.

Some use cases where you can use HDFS replication policies include:

» copying datafrom legacy on-premises systemsto Amazon S3, Microsoft ADLS Gen2 (ABFS), and GCP, or from
cloud buckets to on-premise systems.

 replicating required data to another cluster to run load-intensive workflows on it which optimizes the primary
cluster performance.

« deploying a complete backup-restore solution for your enterprise.

These policies replicate HDFS, Hive external tables (without manual tranglation of Hive datasets to HDFS datasets, or
vice versa), Hive metastore data, Impala metadata (catal og server metadata) associated with Impala tables registered
in the Hive metastore, Impala data, and Sentry permissions to Ranger from CDH (version 5.10 and higher) clustersto
Cloudera Private Cloud Base (version 7.0.3 and higher) clusters. In thisinstance, applications that depend on external
table definitions stored in Hive, operate on both replica and source as the table definitions are updated.

Some use cases where you might find these replication policies useful isto:

» backup legacy data for future use or archive cold data.
 replicate or move datato cloud clusters to run analytics.
* implement a complete backup and disaster recovery solution.

Tip: You can use the Hive REPL DUMP/LOAD commands to perform a one-time data replication. However
Q for periodic data replication between clusters, Cloudera Replication Manager is the recommended approach.

These policies replicate HDFS, Hive managed (ACID) data and metadata between Cloudera Private Cloud Base
(version 7.1.8 and higher) clusters using Cloudera Manager version 7.7.1 or higher.
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Important: To replicate managed tables (ACID) and external tables in a database successfully, you must
& perform the following stepsin the order shown below:

1. Create Hive ACID table replication policy for the database to replicate the managed data.

2. After the replication completes, create the Hive external table replication policy to replicate the external
tables in the database.

Tip: Ensure that the target database name is the same as the source database name, otherwise issues appear
Q during or after data replication.

Some use cases where these replication policies can be used by security-conscious organizations such as financial
organizations and othersisto:

» replicate non-sensitive data to cloud deployments to use as a backup.

* migrate data to another cluster to run load-intensive workflows.

« usethefailover functionality to make the disaster recovery cluster as your primary cluster so that the data
ingestion being performed by areplication policy is uninterrupted.

Tip: You can use the Hive REPL DUMP/LOAD commands to perform a one-time data replication. However
Q for periodic data replication between clusters, Cloudera Replication Manager is the recommended approach.

| ceberg replication policies replicate | ceberg tables between Cloudera Private Cloud Base 7.1.9 or higher clusters
using Cloudera Manager 7.11.3 or higher versions.

| ceberg replication policies can:
 replicate metadata and catalog from the source cluster Hive Metastore (HMS) to target cluster HMS.

The catalog isan HDFSfile that has alist of data files and manifest files to copy from the source cluster to the
target cluster. The manifest files contain the metadata for the datafiles.

* replicate data filesin the HDFS storage system from the source cluster to the target cluster. The I ceberg
replication policy can replicate only between HDFS storage systems.

» replicate all the snapshots from the source cluster by default. This alows you to run time travel queries on the
target cluster.

Some use cases where you can use | ceberg replication policies are to:

« implement disaster recovery by replicating |ceberg tables between on-premises clusters.
* implement passive disaster recovery with planned failover and incremental replication at regular intervals between
two similar systems. For example, between an HDFS to another HDFS system.

Y ou can create Ozone replication policies to replicate datain Ozone buckets between Cloudera Private Cloud Base
7.1.8 clusters or higher using Cloudera Manager 7.7.1 or higher.

Ozone replication policies support data replication between:

* FSO bucketsin source and target clusters using ofs protocol.
» legacy bucketsin source and target clusters using ofs protocol.

B Note:

« If one or both of the source and destination buckets is alegacy bucket, then the
ozone.om.enable.filesystem.paths flag (cluster-level configuration property) in the ozone-site.xml file
must be enabled on the cluster(s) with the legacy bucket.

e Ozonereplication uses of s by default to replicate FSO or LEGACY buckets.

« OBS bucketsin source and target clusters that support S3A filesystem using the S3A scheme or replication
protocol.



https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/migrate-hive-workloads/topics/hive-repl-load-overview.html

Cloudera Manager Support matrix for Replication Manager on Cloudera Private Cloud
Base

Y ou can use these policiesto replicate or migrate the required Ozone data to another cluster to run load-intensive
workloads, back up data, or for backup-restore use cases.

The Ranger replication policies migrate the Ranger policies and roles for HDFS, Hive, and HBase services between
K erberos-enabled Cloudera Private Cloud Base 7.1.9 or higher clusters using Cloudera Manager 7.11.3. It can aso
migrate Ranger audit logsin HDFS.

Some use cases where you can use Ranger replication policies are:

« when Ranger is used for file system-level access control for HDFS and Hive and you want to copy the Ranger
policiesto another cluster for backup purposes.

« when you want to move/replicate Ranger policies for Hive (SQL) or HBase data to another cluster for disaster
recovery purposes.

The HDFS, HBase, or Ozone snapshot policies take regular point-in-time snapshots of HDFS directories, HBase
tables, or Ozone buckets respectively.

Snapshots act as a backup, and you can restore an HDFS directory, HBase table, or Ozone bucket to a previous
version or to another location on the same HDFS, HBase, or Ozone service as necessary. Snapshots are also used by
HDFS, Hive, and Ozone replication policies. The first replication policy run replicates all the data and metadata from
the chosen directories. The subsequent replication policy runs leverage snapshot-diffs to replicate the changed data.

Cloudera Private Cloud Base Replication Manager can replicate HDFS directories, Hive external tables, Impala data,
Hive ACID tables, Iceberg tables, Ranger policies and roles for HDFS, Hive, and HBase services, and datain Ozone
buckets.

See the following sections for the supported cluster and runtime versions:
* Replicate from CDH and CDP Private Cloud Base source clusters section lists the cluster and runtime versions to:

* replicate datafrom CDH source clusters
 replicate data between Cloudera Private Cloud Base clusters using same storage
 replicate data between Cloudera Private Cloud Base clusters using different storage
* Replicate HDFS and Hive data to cloud storage
* Replicate from HDP 2 and HDP 3 source clusters
Replication policies support the following scenarios:
Kerberos
Replication Manager supports the following replication scenarios when Kerberos authentication is
used on acluster:

»  Secure source to a secure destination.
* |nsecure source to an insecure destination.
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* Insecure source to a secure destination. The following requirements must be met for this

scenario:

* When adestination cluster has multiple source clusters, all the source clusters must either
be secure or insecure. Replication Manager does not support amix of secure and insecure
source clusters.

» The destination cluster must run Cloudera Manager 7.x or higher.

» The source cluster must run a compatible Cloudera Manager version.

» Thisreplication scenario requires additional configuration. For more information, see
Replicating from unsecure to secure clusters on page 25.

Transport Layer Security (TLS)

You can use TLS with Replication Manager. Additionally, Replication Manager supports
replication scenarios where TLS is enabled for non-Hadoop services (Hive/lmpala) and TLSis
disabled Hadoop services (such as HDFS)Y ARN, and MapReduce).

Apache Knox

When Cloudera Manager is configured with Knox and the source and target clusters are Knox-SSO
enabled, you must ensure that you use the Cloudera Manager port in the peer URL when you add
the source and target clusters as peers.

Replicate from CDH and Cloudera Private Cloud Base source clusters

The following tables list the source and destination clusters, lowest supported versions of Cloudera Manager, and
the services that are available for each supported cloud provider for CDH and Cloudera Private Cloud Base source
clusters; ensure that the target database name is the same as the source database name, otherwise issues appear during

or after data replication:

Table 1: Replicate data from CDH source clusters

Sour ce cluster

CDH 5
CDH 6

L owest supported source | Lowest supported source | Lowest supported
Cloudera Manager

version

6.3.0

Cloudera Runtime
version

5.10

destination cluster
version

Cloudera Private Cloud
Base 7.0.3

Supported serviceson
Replication Manager

HDFS, Sentry to Ranger*,
Hive external tables

*To perform Sentry to Ranger replication using HDFS and Hive external table replication policies, you must have installed Cloudera Manager
version 6.3.1 and higher on the source cluster and Cloudera Manager version 7.1.1 and higher on the target cluster.

Table 2: Replicate data between Cloudera Private Cloud Base clusters using same storage

Sour ce cluster

L owest supported source | Lowest supported source | Destination cluster
Cloudera M anager

version

Cloudera Runtime
version

Supported serviceson
Replication Manager

Cloudera Private Cloud 711 711 Cloudera Private Cloud « HDFS

Base Base +  Hiveexternal tables

Cloudera Private Cloud 771 7.18 Cloudera Private Cloud « Hive ACID tables*

Bese Base * UseCloudera
Manager APIsto
replicate Ozone
buckets.

Cloudera Private Cloud 7.7.1 CHF4 7.18 Cloudera Private Cloud Ozone buckets

Base Base

Cloudera Private Cloud 7113 7.1.9 Cloudera Private Cloud «  lceberg tables

Base Base

* Ranger policies and
roles, and Ranger
audit logsin HDFS**

10
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Sour ce cluster

Cloudera Private Cloud
Base

Base
L owest supported source | Lowest supported source | Destination cluster Supported serviceson
Cloudera M anager Cloudera Runtime Replication M anager
version version
7.11.3 CHF7 7.1.9SP1 Cloudera Private Cloud Atlasreplication
Base policies***

e *You can use REPL commands or Replication Manager to replicate Hive ACID tables between Cloudera Private Cloud Base 7.1.8 or higher
versions using Cloudera Manager versions 7.7.1 or higher.

e **You can also create Ranger replication policies on Kerberos-enabled Cloudera Private Cloud Base 7.1.8 or higher clusters using Cloudera
Manager 7.7.1 CHF6 and higher, if the Ranger replication feature flag is enabled.

« ***Replicating Atlas metadata using Hive external table replication policies and | ceberg replication policies, and replicating the metadata
and data lineage of al the Hive external tables, Iceberg tables, and any other Atlas supported entities in the source cluster to the target cluster
using Atlas replication policiesis atechnical preview feature. It is not recommended for production deployments. Cloudera recommends that
you try this feature in development or test environments. To enable this feature, contact your Cloudera account team.

Table 3: Replicate data between Cloudera Private Cloud Base clusters using different storage

Sour ce cluster L owest supported source | Lowest supported source | Destination cluster Supported serviceson
Cloudera Manager Cloudera Runtime Replication Manager
version version

Cloudera Private Cloud 7.11.3 CHF1 7.19 Cloudera Private Cloud Replicate the data and

Base Base metadata for Hive external

tables from:

*  sourcecluster using
HDFSto atarget
cluster using Dell
EMC lIsilon storage.

e sourcecluster using
Dell EMC Isilon
storage to atarget
cluster using HDFS.

Cloudera Private Cloud 7.11.3 CHF2 7.19 Cloudera Private Cloud Replicate Hive ACID

Base Base tables and | ceberg tables

from:

e source cluster using
HDFSto atarget
cluster using Dell
EMC Isilon storage.

e sourcecluster using
Dell EMC Isilon
storage to a target
cluster using HDFS.

Cloudera Private Cloud 7.11.3 CHF7 7.19 SP1 Cloudera Private Cloud Replicate metadata-only

Base Base for Ozone storage-backed

Hive external tables
using Hive external table
replication policies. You
must replicate the data
using Ozone replication
policies.

11
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Important: Hive external table replication policies do not support managed to managed table replication.
When you replicate from a CDH cluster to a Cloudera Private Cloud Base cluster, Replication Manager
converts managed tables to external tables.

Therefore, to replicate managed tables (ACID) and externa tablesin a database successfully, you must
perform the following stepsin the order shown below:

1. Create Hive ACID table replication policy for the database to replicate the managed data.
2. After the replication completes, create the Hive external table replication policy to replicate the external
tables in the database.

Ensure that the target cluster version is Cloudera Private Cloud Base 7.1.8 or higher.

CDP Private Cloud Base Replication Manager supports the following replication scenarios:
« Replicate to and from Amazon S3 from CDH 5.14+ and Cloudera Manager version 5.13+.

Replication Manager does not support S3 as a source or destination when S3 is configured to use SSE-KMS.
* Replicate to and from Microsoft ADLS Genl from CDH 5.13+ and Cloudera Manager 5.15, 5.16, 6.1+.
* Replicate to Microsoft ADLS Gen2 (ABFS) from CDH 5.13+ and Cloudera Manager 6.1+.
e Supports snapshots from CDH 5.15+ and Cloudera Manager 5.15+.

» Replicate HDFS and Hive external tables from CDP Private Cloud Base 7.11.3 CHF3 and higher clusters using
Dell EMC Isilon storage to CDP Public Cloud clusters on AWS, Azure, and GCP.

* Replicate HDFS and Hive external tables from CDP Private Cloud Base 7.1.9 SP1 and higher to CDP Public
Cloud clusters on GCP.

Starting in Cloudera Manager 6.1.0, Replication Manager ignores Hive tables backed by Kudu during replication. The
change does not affect functionality since Replication Manager does not support tables backed by Kudu. This change
was made to guard against data loss due to how the Hive Metastore, Impala, and Kudu interact.

Replicating to and from HDP to Cloudera Manager 7.x is not supported by Replication Manager. However, you
can replicate data using other methods. The following table lists the methods and the supported data replications to
Cloudera Private Cloud Base clusters that are supported:

HDP 2.6.5 HDES.
Use DistCp to replicate data.

HDP3.1.1 HDFS.
Use DistCp to replicate data.

HDP3.1.1 * HBase

Use HBase replication to replicate HBase data.
* Hiveexterna tables. For information to replicate data, contact
Cloudera Support.

HDP3.1.5 Hive ACID tablesto CDP 7.1.6 and higher clusters. Use REPL
commands to replicate data.

B Note: Requires HDP 3.1.5 hotfixes.
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Cloudera Manager Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

Before you create replication policies in Replication Manager, ensure that the network and security requirements for
the clusters are complete. Y ou must aso ensure that the required ports are open and accessible on the source hosts and
Cloudera Private Cloud Base hosts to allow communication between the source and destination Cloudera Manager
servers and the HDFS, Hive, MapReduce, and Y ARN hosts. Ensure that the ports on the source and target cluster are
connected.

Y ou must ensure that the networking and security requirements for Cloudera Private Cloud Base are complete. For
example, the cluster hosts must have aworking network name resol ution system, a correctly formatted /etc/hosts file,
and must have properly configured the forward and reverse host resolution through DNS. For more information about
the networking and security requirements, see Networking and security requirements for CDP Private Cloud Base.

The following table shows alist of servicesthat Replication Manager requires, their default ports, and a brief
description, and then a sample snippet is provided to illustrate the mapping of ports between the source and target
clustersto use them in CDP Private Cloud Base Replication Manager:
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Cloudera Manager

Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

Cloudera Manager HTTP (Web Ul)

Default Port

7180

Note: 7183when TLS
enabled
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Cloudera Manager

Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

HDFS NameNode

Default Port

8020

HDFS DataNode

K

50010/ 9866 is used for
DataNode HTTP server port.

Note: 1004 is used
for DataNode HTTPS
server port.
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Cloudera Manager Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

Default Port

NameNode WebHDFS 9870 Used

Note 9871if TLSis | '

enabled, data
flow

for
Apache
Hadoop
HttpFS
service

to

provide
HTTP
access

to

HDFS.
HttpFS
has

a

REST
HTTP
APl
supporting
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For
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Cloudera Manager Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

Default Port

Hive Metastore 9083

Impala Catalog Server 26000

Ranger KMS 9292
Note: 9494if TLS
enabled
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Cloudera Manager Port and network requirements for Replication Manager on
Cloudera Private Cloud Base

Default Port

Kerberos KDC Server and KRB5 services 88 BHed

for
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flow

by
Replication
Manager
when
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authentication
is

enabled

on

the
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Open
the
port
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the
hosts
on

the
destination
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*Cloudera Manager

For information about ports required for Ozone replication policies, see Ports used by Apache Ozone.

Sample snippet to illustrate ports mapping on source and target clusters

Some ports must be open on specific hosts of source and target clusters to facilitate and optimize the performance of
Replication Manager. The following sample snippet lists the ports that are required to be open on specific hosts and
how to map/connect it to other hosts to use these clustersin replication policies.

On the target cluster:

Target CMF : 7180 --> Source_CM : 7180

Target _CM : 7183 --> Source_CM : 7183

Target _CM : 9000 --> Source_agents :9000**

Target _CM : 8020 --> Source_NaneNodes : 8020

Target CM : 50010 --> Source_Dat aNodes :50010

Target CM : 1004 --> Source_Dat aNodes : 1004

Target _CM : 50070 --> Source_NaneNodes :50070***
Target _CM : 8032 --> Source_ResourceManager : 8032
Tar get _NaneNodes : 8020 --> Sour ce_NaneNodes : 8020
Tar get _NanmeNodes : 50070 --> Source_NaneNodes :50070
Tar get _NanmeNodes : 50010 --> DR Dat aNodes :50010

Tar get _NanmeNodes : 1004 --> DR Dat aNodes : 1004

Tar get _Dat aNodes :50010 --> DR Dat aNodes : 50010

Tar get _Dat aNodes : 1004 --> DR Dat aNodes : 1004

Tar get _Resour ceManager :8032 --> Source__Resour ceManager :8032
Tar get _Dat aeNodes : 8020 --> Source_NaneNodes : 8020
Target _CM : 1006 --> Source_Dat aNodes : 1006***

Tar get _NaneNodes : 1006 --> Source_Dat aNodes : 1006
Tar get _Dat aNodes : 1006 --> Source_Dat aNodes : 1006
Target _CM : 14000 --> Source_Htt pFS : 14000
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Cloudera Manager Prepare to replicate using replication policies

On the source cluster:

Source_CM : 7180 --> Target CM : 7180

Source_CM : 7183 --> Target _CM : 7183

Source_CM : 9000 --> Target_agents :9000

Source_CM : 8020 --> Target NaneNodes : 8020
Source_CM : 50010 --> Target_ Dat aNodes :50010
Source_CM : 1004 --> Target Dat aNodes : 1004
Source_CM : 50070 --> Target webHDFS : 50070
Source_CM : 8032 --> Target Resour ceManager :8032
Sour ce_NaneNodes : 8020 --> Target NanmeNodes : 8020
Sour ce_NaneNodes : 50070 --> Target NanmeNodes : 50070
Sour ce_NaneNodes : 50010 --> Target Dat aNodes : 50010
Sour ce_NanmeNodes : 1004 --> Target Dat aNodes :1004
Sour ce_Dat aNodes : 50010 --> Target DataNodes : 50010
Sour ce_Dat aNodes : 1004 --> Target Dat aNodes : 1004
Sour ce_Resour ceManager :8032 --> Target_ResourceManager :8032
Sour ce_Dat aeNodes : 8020 --> Target NaneNodes : 8020
Source_CM : 1006 --> Target Dat aNodes : 1006

Sour ce_NanmeNodes : 1006 --> Target Dat aNodes : 1006
Sour ce_Dat aNodes : 1006 --> Target DataNodes : 1006
Source_CM : 14000 --> Target HtpFS : 14000

*C ouder a Manager
**(C oudera Manager agent uses port 9000
***\WbHDFS NaneNode uses port 50070 and WebHDFS Dat aNode uses port 1006

Before you use Replication Manager, you must understand some of the requirements about data replication and
configure the parameters as necessary.

Y ou must have the necessary licenses to perform your tasks in Replication Manager.

For more information about Cloudera license requirements, see Managing Licenses.

Y ou must manually set up an SSL/TLS certificate exchange between two Cloudera Manager instances that manage
source and target cluster respectively. Replication Manager uses this information to set up the peers for secure data
replication.

Replication Manager supports Cloudera Manager high availability functionality only after you manually configure the
SSL/TLS certificate exchange.

When the source Cloudera Manager is configured for high availability and is Auto-TL S enabled, the certificate
exchange isinitiated from the source cluster to the target cluster where the certificate is exported from the load
balancer node of the source cluster.

Important: The following sample commands use the open-jdk-11 Java version. Use the Java version that
you use in CDP clusters in these commands.
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1. Go to thetruststore location in source Cloudera Manager, and perform the following steps:

a) List the contents of the keystore file and password using the [*** KEYTOOL PATH***] -list -keystore
[***TRUSTSTORE JKSFILE LOCATION ***] -storepass [*** TRUSTSTORE PASSWORD***] command.

For example, /usr/lib/jvm/java-openjdk-11/bin/keytool - list -keystore /var/lib/cloudera-scm-agent/agent-cert/
cm-auto-global_truststore.jks -storepass [*** TRUSTSTORE PASSWORD* **]

Tip:
O * Thekeytool path can be located in various locations including the keytool itself. For example, it

can be located in /usr/lib/jvm/java-openjdk-11/bin/keytool or / usr/ j aval/ def aul t / bi n/
keyt ool .

¢ You can locate the truststore password using thecat / et ¢/ hadoop/ conf/ ssl -
client.xm command. You can enter the SSL password for the /etc/hadoop/conf/ssl-client.xml
file when prompted.

e Alternatively, you can aso run the following commands instead of the command in Step &

export JAVA HOVE=[ ***keyt ool | ocation***]
export TRUSTSTORE _JKS=[ *** TRUSTSTORE JKS FI LE LOCATI ON***]

export TRUSTSTORE PASSWORD=[ *** PASSWORD | N THE ssl -client.xm
FI LE***]

$JAVA HOVE/ keyt ool -list -keystore

$TRUSTSTORE_JKS - st or epass

$TRUSTSTORE PASSWORD

b) Export the certificate contentsin the host to afile using the [*** KEYTOOL***] -exportcert -keystore
[***TRUSTSTORE JKSFILE LOCATION ***] -adlias[***CM ALIASON SRC CM***] -file /[***TXT file,
for example: source-cert.txt***] -storepass [*** TRUSTSTORE PASSWORD***] command.

For example,

[usr/javal def aul t/ bi n/ keyt ool -exportcert -keystore /var/lib/cloudera-sc
m agent / agent - cert/cm aut o- gl obal _truststore.jks -alias cnrootca-0 -file
./ source-cert.txt -storepass [***TRUSTSTORE PASSWORD* **]

¢) Copy thetext fileto all the hosts of the target cluster Cloudera Manager securely using the scp -i [***PEM
FILE***] [***TXT file - source-cert.txt***] root@[***HOST |P***]:/home/ command.

d) Import the certificate into the keystore file on all the hosts of the target cluster Cloudera Manager using
the [***KEYTOOL***] -importcert -noprompt -v -trustcacerts -keystore [*** TRUSTSTORE JKSFILE
LOCATION ***] -alias[***CM ALIASON DEST CM***] -file ./[***TXT file, for example: source-
cert.txt***] --storepass [*** TRUSTSTORE PASSWORD***] command.
For example, /usr/javaldefault/bin/keytool -importcert -noprompt -v -trustcacerts -keystore /var/lib/cloudera-
scm-agent/agent-cert/cm-auto-global _truststore.jks -alias cmrootca-1 -file ./source-cert.txt --storepass
[*** TRUSTSTORE PASSWORD* **]

2. Gotothetruststore location in target Cloudera Manager, and perform the following steps:

a) List the contents of the keystore file and password using the [*** KEYTOOL PATH***] -list -keystore
[***TRUSTSTORE JKSFILE LOCATION***] -storepass [*** TRUSTSTORE PASSWORD***] command.

b) Export the certificate contentsin the host to afile using the [*** KEYTOOL***] -exportcert -keystore
[***TRUSTSTORE JKSFILE LOCATION***] -alias[***CM ALIASON DEST CM***] -file ./[***TXT file,
for example: dest-cert.txt***] -storepass [*** TRUSTSTORE PASSWORD***] command.

c) Copy thetext fileto all the hosts of the source cluster Cloudera Manager securely using the scp -i [***PEM
FILE***] [***TXT file - dest-cert.txt***] root@[***HOST IP***]:/home/ command.

d) Import the certificate into the keystore file on all the hosts of the source Cloudera Manager using the
[***KEYTOOL***] -importcert -noprompt -v -trustcacerts -keystore [*** TRUSTSTORE JKS FILE
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LOCATION***] -alias[***CM_ALIAS ON_SRC_CM***] file ./[***TXT file - dest-cert.txt***] --storepass
[***TRUSTSTORE_PASSWORD***] command.

3. B Note: Perform this step only for Ozone replication policies.

Import the S3G CA certificate from the cluster to the local JDK path using the following commands:

a) Run the keytool -importkeystore -destkeystore [*** JDK_CACERTS LOCATION***] -srckeystore [*** CM-
AUTO-GLOBAL_TRUSTSTORE.JKSLOCATION***] -srcalias [***CM ALIASON SRC CM***] command
on al the hosts of the source Cloudera Manager.

For example, keytool -importkeystore -destkeystore /usr/java/defaul t/lib/security/cacerts -srckeystore /var/lib/
cloudera-scm-agent/agent-cert/cm-auto-global _truststore.jks -srcalias cmrootca-0
b) Run the following commands on all the hosts of the target Cloudera Manager:

1. keytool -importkeystore -destkeystore [*** JDK_CACERTS LOCATION***] -srckeystore [*** CM-
AUTO-GLOBAL_TRUSTSTORE.JKS LOCATION***] -srcalias [***CM ALIAS ON SRC CM***]

2. keytool -importkeystore -destkeystore [*** JDK_CACERTS_LOCATION***] -srckeystore [*** CM-
AUTO-GLOBAL_TRUSTSTORE.JKS LOCATION***] -srcalias [***CM ALIAS ON DEST CM***]

Tip: Enter the security/jssecacerts path for the -destkeystore attribute if the file exists. Otherwise,
enter the security/cacerts path.

For example,

keyt ool -inportkeystore -destkeystore /usr/javal/default/lib/security/cac
erts

-srckeystore /var/lib/cl oudera-scm agent/agent-cert/cm auto-global tru
ststore.jks -srcalias cnrootca-0

keyt ool -inportkeystore -destkeystore /usr/java/default/lib/security/ca
certs

-srckeystore /var/lib/cl oudera-scn agent/agent-cert/cm aut o-gl obal tr
uststore.jks -srcalias cnrootca-1

Note: If you do not complete Step 3 before you create and run an Ozone replication policy, an SSL
IE certificate exception might appear during the file listing phase of the ozone replication policy job run.

Y ou must assign the source cluster as a peer to replicate the data. The Cloudera Manager Server that you are logged
into is the destination for replicated data. From the Admin Console of this target Cloudera Manager instance, you
designate a peer Cloudera Manager Server as a source from which to replicate data. Therefore, you designate the
reguired source Cloudera Manager instance as a peer in the target Cloudera Manager instance.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator).

Before you replicate data from source cluster to destination cluster, you must connect the target Cloudera Manager
instance with the peer (source Cloudera Manager), and then test the connectivity.

Consider the following points before you add a peer:

» Therequired source and target clusters must be healthy and available.

« If your cluster uses SAML authentication, see Configuring peers with SAML authentication before configuring a
peer.
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» Clouderarecommendsthat TLS/SSL be used. A unknown exception of typejavax.ws.rs.processingexception while
connecting to https://[*** SOURCE CLOUDERA MANAGER SERVER***]:7183 warning appears if the URL
schemeisHTTP instead of HTTPS.

After configuring both the peers (source and target Cloudera Manager instances) to use TLS/SSL, add the remote
source cluster root CA certificate to the local Cloudera Manager truststore, and vice versa. For more information,
see Configuring SSL/TLS certificate exchange between two Cloudera Manager instances on page 19

* When Cloudera Manager is configured with Knox and the source and target clusters are Knox-SSO enabled,
ensure that you use the Cloudera Manager port in the peer URL when you add the source and target clusters as
peers.

1. Gotothe ClouderaManager Replication Peers page.

If there are no existing peers, Add Peer appears along with a short message. If peers already exist, they appear in
the Peerslist.

The following sample image shows the Peer s page:

r CLOUD=RA

€| Menager Peers

Connect Multiple Instances of Cloudera Manager

For HDFS or Hive replication, add as a peer the Cloudera Manager Server that should be the source of replicated data. Data from
the peer cluster can then be replicated to an HDFS or Hive service managed by the Cloudera Manager Server you are currently
signed into.

Add Peer

Peer Name Peer URL Status
) Replication

& Administration

2. Click Add Peer.
3. Enter the following details in the Add Peer modal window:

Peer Name Enter a user-friendly name for the source Cloudera Manager
instance.
Peer URL Enter the full URI for the remote source Cloudera Manager instance.

Thisincludes the URL and the port of the instance.

Peer Admin Username Enter ausername that is valid on the remote Cloudera Manager.
The role assigned to the login user on the source Cloudera Manager
server must be User Administrator or Full Administrator.

Peer Admin Password Enter apassword that is valid on the source remote Cloudera
Manager.
Create User With Admin Role Choose to add the peer as an admin peer.

This option is mandatory to create Ranger replication policies.

4. Click Add to cresate the peer relationship.

The peer is added to the Peerslist. Cloudera Manager automatically tests the connection between the Cloudera
Manager Server and the peer. Y ou can aso click Test Connectivity to test the connection. Test Connectivity also tests
the Kerberos configuration for the clusters.

After you add areplication source as a peer, you can modify or delete the peers as required.

1. Gotothe ClouderaManager Replication Peers page.
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2. Select apeer, and click Actions Edit .
3. Update the peer configuration as required, and click Update Peer to save your changes.

Q Tip: Select apeer, and click Actions Delete to delete the peer.

If your cluster uses SAML Authentication, you can create a Cloudera Manager user account that has the "User
Administrator" or "Full Administrator” role before you create a peer.

1. Create a Cloudera Manager user account that has the User Administrator or Full Administrator role.

Y ou can also use an existing user that has one of these roles. Since you use this user to create the peer relationship,
you can delete the user account after you add the peer.

2. Create or modify the peer.
3. Delete the Cloudera Manager user account that was just created.

To enable replication between clusters, additional steps are required to ensure that the source and destination clusters
can communicate.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Important: Replication Manager works with clustersin different Kerberos realms even without a Kerberos

& realm trust relationship. The Cloudera Manager configuration properties Trusted K erberos Realms and
Kerberos Trusted Realms are used for Cloudera Manager and CDH configuration, and are not related to
Kerberos realm trust relationships.

If you are using standalone DistCp between clustersin different Kerberos realms, you must configure arealm
trust.

When using Replication Manager with Kerberos authentication-enabled clusters, ensure that the port used for
Kerberos KDC Server and KRB5 services are open to all hosts on the destination cluster. By default, thisis port 88.

Y ou must also ensure that the required ports listed in the following page are open: Port and network requirements for
Replication Manager on Cloudera Private Cloud Base on page 13.

Y ou must consider the realm names if the source and destination clusters each use Kerberos for authentication before
you create areplication policy.

Use one of the following configurations to prevent conflicts during replication job runs:

» If the clusters do not use the same KDC (Kerberos Key Distribution Center), Cloudera recommends that you use
different realm names for each cluster. Additionally, if you are replicating across clusters in two different realms,
see the steps for Prepare Kerberos authentication-enabled clusters for replication on page 24 to setup trust
between those clusters.

* You can use the same realm name if the clusters use the same KDC or different KDCs that are part of a unified
realm, for example where one KDC is the master and the other is a secondary KDC.

Note: If you have multiple clusters that are used to segregate production and non-production
environments, this configuration could result in principals that have equal permissionsin both
environments. Make sure that permissions are set appropriately for each type of environment.
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Important: If the source and destination clusters are in the same realm but do not use the same KDC or the
KDCs are not part of aunified realm, the replication job will fail.

Before you create replication policies between clusters that use K erberos authentication, you must prepare the source
and destination clusters.

1. Onthe hostsin the destination cluster, ensure that the krb5.conf file (typically located at /etc/kbr5.conf) on each
host has the following information:

a) TheKDC information for the source cluster's Kerberos realm. For example:

[ real nms]
SRC. EXAMPLE. COM = {
kdc = kdcO1l. src. exanpl e. com 88
adm n_server = kdcO0l. exanpl e. com 749
default _domai n = src. exanpl e.com

}

DST. EXAMPLE. COM = {
kdc = kdcO1l. dst. exanpl e. com 88
adm n_server = kdcO1l. dst. exanpl e. com 749
default _domai n = dst. exanpl e. com

}

b) Realm mapping for the source cluster domain. Y ou configure these mappings in the [domain_realm] section.
For example:

[ donai n_real ni
. dst. exanpl e. com = DST. EXAMPLE. COM
dst . exanpl e. com = DST. EXAMPLE. COM
. src. exanpl e. com = SRC. EXAMPLE. COM
src. exanpl e. com = SRC. EXAMPLE. COM

Caution: If you have a scenario where the hostname(s) are inconsistent, you must go to Cloudera
Manager Host All Hosts and ensure that all those hosts are covered in asimilar manner as seenin
domain_realm section.

2. Onthe destination cluster, perform the following steps to add the realm of the source cluster to the Trusted
Kerberos Realms configuration property:
a) Gotothe ClouderaManager Clusters CORE_SETTINGS page.
b) Search for the Trusted Kerberos Realms property, and enter the source cluster realm.
¢) Click Save Changes.
3. Gotothe Administration Settings page.

4. Search for the Domain Name(s) field, and enter any domain or host names you want to map to the destination
cluster KDC. Add as many entries as you need. The entriesin this property are used to generate the domain_realm
section in krb5.conf file.

5. If domain_realm is configured in the Advanced Configuration Snippet (Safety Valve) for remaining krb5.conf
property, remove the entries for it.
6. Click Save Changes.

As part of the Test Connectivity, Cloudera Manager tests for properly configured K erberos authentication on the
source and destination clusters that run the replication. Test Connectivity runs automatically when you add a peer for
replication, or you can manually initiate Test Connectivity from the Actions menu.
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Kerberos connectivity test is available when the source and destination clusters run Cloudera Manager 5.12 or later.
Y ou can disable the Kerberos connectivity test by setting feature flag_test kerberos connectivity to false with the
Cloudera Manager API: api / <ver si on>/ cni confi g.

If the test detects any issues with the Kerberos configuration, Cloudera Manager provides resolution steps based on
whether Cloudera Manager manages the Kerberos configuration file.

Cloudera Manager tests the following scenarios:

*  Whether both the clusters are Kerberos-enabled or not.
* Replication is supported from unsecure cluster to secure cluster (starting Cloudera Manager 6.1 and later).
» Replication is not supported if the source cluster uses K erberos and target cluster is unsecure.

* Whether both clusters are in the same Kerberos realm. Clusters in the ssame ream must share the same KDC or the
KDCs must be in aunified realm.

* Whether clusters arein different Kerberos realms. If the clusters are in different realms, the destination cluster
must be configured according to the following criteria:

» Destination HDFS services must have the correct Trusted Kerberos Realms setting.
« Thekrb5.conf file has the correct domain_realm mapping on all the hosts.
« Thekrb5.conf file has the correct realms information on all the hosts.

«  Whether the local and peer KDC are running on an available port. This port must be open for al hostsin the
cluster. The default port is 88.

After Cloudera Manager runs the tests, Cloudera Manager makes recommendations to resolve any Kerberos
configuration issues.

If Cloudera Manager manages the Kerberos configuration file, Cloudera Manager configures Kerberos correctly for
you and then provides the set of commands that you must manually run to finish configuring the clusters.

If Cloudera Manager does not manage the Kerberos configuration file, Cloudera Manager provides the manual steps
required to correct the issue.

Replication Manager can replicate data from an unsecure cluster (one that does not use K erberos authentication) to a
secure cluster (a cluster that uses Kerberos) but the reverse is not true.

i Important: Replication Manager does not support replicating from a secure cluster to an unsecure cluster.

Before you replicate from an unsecure cluster to secure cluster, ensure that the following conditions are met:

» Thedestination cluster is managed by Cloudera Manager 6.1.0 or higher. The source cluster is managed by
Cloudera Manager 5.14.0 or higher in order to be able to replicate to Cloudera Manager 6.

e Same user exists on all the hosts on both the source and destination clusters. If required, specify thisuser in the
Run As Username field when you create a replication policy.

Note: In replication scenarios where a destination cluster has multiple source clusters, al the source clusters
must either be secure or unsecure. Replication Manager does not support replication from a mixture of secure
and unsecure source clusters.
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1. Onahost in the source or destination cluster, add a user with the following command:
sudo -u hdfs hdfs dfs-mkdir -p  /user/[*** USERNAME***]
For example, the following command creates a user named milton:
sudo -u hdfs hdfs dfs -mkdir -p /user/milton
2. Set the permissions for the user directory with the following command:
sudo -u hdfs hdfs dfs -chown [***USERNAME***]  /user/username
For example, the following command makes milton the owner of the milton directory:
sudo -u hdfs hdfs dfs -chown milton /user/milton
3. Create the supergroup group for the user you created in step 1 with the following command:
groupadd supergroup
4. Add the user you created in step 1 to the group you created:
usermod -G supergroup [*** USERNAME***]
For example, add milton to the group named supergroup:
usermod -G supergroup milton

5. Repeat this process for all hosts in the source and destination clusters so that the user and group exists on all of
them.

After you complete this process, specify the user you created in the Run As Username field when you create a
replication policy.

HDFS supports encryption of data at rest (including data accessed through Hive). This topic describes how replication
works within and between encryption zones and how to configure replication to avoid failures due to encryption.

A source directory and destination directory may or may not be in an encryption zone. If the destination directory
isin an encryption zone, the data on the destination directory is encrypted. If the destination directory isnot in an
encryption zone, the data on that directory is not encrypted, even if the source directory isin an encryption zone.
Encryption zones are not supported in CDH versions 5.1 or lower.

When you configure encryption zones, you also configure Ranger Key Management Server (KMS) to manage
encryption keys. To access encrypted data, the user must be authorized on the KM S for the encryption zones they
need to interact with. The user you specify in the General Run As Username field during the HDFS replication
policy creation process must have this authorization. The key administrator must add ACLs to the KM S for that user
to prevent authorization failure. During replication, datatravels from the source cluster to the destination cluster using
DistCp. For clusters that use encryption zones, configure encryption of KMS key transfers between the source and
destination using TLS/SSL protocol.

Note: The decryption and encryption steps happen in the same process on the hosts where the MapReduce

E jobs that copy the data run. Therefore, datain plain text only exists within the memory of the Mapper task.
If aKMSisin use on either the source or destination clusters, and you are using encrypted zones for either
the source or destination directories, configure TLS/SSL for the KM S to prevent transferring the key to the
mapper task as plain text.

Y ou might come across the following three scenarios when using encryption zones:
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Replicating data from an encrypted zone on the source cluster to an 1. Dataisdecrypted at source asit is read from the source cluster
encrypted zone on a destination cluster. (using the key for the source encryption zone).

2. The (decrypted) dataistransferred on wire using DistCp through
TLS/SSL protocol.

3. Thedatais encrypted when it iswritten to the destination cluster
(using the key for the destination encryption zone).

The data transmission is encrypted only if you have configured
encryption for HDFS data transfer.

Replicating from an encryption zone on the source cluster to an 1. Dataisdecrypted at source asit is read from the source cluster
unencrypted zone on the destination cluster. (using the key for the source encryption zone).

2. The (decrypted) datais transferred on wire using DistCp through
TLS/SSL protocol.

3. Thedataremains unencrypted.

Replicating from an unencrypted zone on the source cluster to an The datais available asis after replication.
encrypted zone on the destination cluster.

Important: Ensure that you select the Advanced Skip Checksum check property during HDFS replication policy creation for the
above scenarios to avoid replication failure.

To configure encryption of data transmission between source and destination clusters:

« Enable TLS/SSL for HDFS clients on both the source and the destination clusters. Y ou may also need to configure
trust between the SSL certificates on the source and destination.

* Enable TLS/SSL for the two peer Cloudera Manager Servers.

« Encrypt datatransfer using HDFS data transfer encryption.

The following blog post provides additional information about encryption with HDFS: https://blog.cloudera.com/
bl0og/2013/03/how-to-set-up-a-hadoop-cluster-with-network-encryption/.

The user you specify in the Run As Username field during replication policy creation requires full access to both the
key and the data directories being replicated. Thisis not arecommended best practice for KM'S management. If you
change permissionsin the KM S to enable this requirement, you could accidentally provide access for this user to data
in other encryption zones using the same key. If auser is not specified in the Run As Username field, the replication
runs as the default user, hdfs.

To access encrypted data, the user must be authorized on the KM S for the encryption zones they need to interact
with. The user you specify inthe General Run As Username field during replication policy creation must have this
authorization. The key administrator must add ACLsto the KMSfor that user to prevent authorization failure.

Key transfer using the KM S protocol from source to the client uses the REST protocol, which requires that you
configure TLS/SSL for the KMS. When TLS/SSL is enabled, keys are not transferred over the network as plain text.

Before you replicate the data in directories that has thousands of files and subdirectories, increase the heap size in the
hadoop-env.sh file.

1. Gotothe destination Cloudera Manager HDFS service Configuration tab.
2. Locate the HDFS Replication Environment Advanced Configuration Snippet (Safety Valve) for hadoop-env.sh
property.
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3. Enter the HADOOP_CLIENT_OPTS=-Xmx[*** REQUIRED HEAP SIZE***] key-value pair.
For example, if you enter HADOOP_CLIENT_OPTS=-Xmx1g, the heap sizeis set to 1 GB. Adjust the heap size
depending on the number of files and directories being replicated.

4. Click Save Changes.

5. Restart the HDFS service.

By default, Cloudera Manager retains Replication Manager logs for 90 days. Y ou can change the number of days
Cloudera Manager retains logs or disable log retention.

Important: Automatic log expiration purges custom set replication log and metadata files too. These paths
are set by Log Path and Directory for Metadata arguments available in the Ul as per the schedule fields. It
isthe user's responsibility to set valid paths (For example, specify the legal HDFS paths that are writable by
current user) and maintain this information for each replication policy.

1. Gotothe ClouderaManager HDFS Service Configuration tab.
2. Search for the Backup and Disaster Log Retention property.
3. Enter the number of days you want to retain the logs.

Q Tip: Enter -1 to disable log retention.

4. Restart the service.

Y ou can create Atlas replication policies to replicate the metadata and data lineage of all the Hive external tables,

| ceberg tables, and any other Atlas supported entities between CDP Private Cloud Base 7.1.9 SP1 clusters using
Cloudera Manager 7.11.3 CHF7 or higher. During an Atlas replication policy run, Replication Manager exports the
Atlas metadata and data lineage to a staging directory in the target cluster, and then importsinto the target cluster.
Y ou can enter the required staging directory during the replication policy creation process.

Y ou can use one of the following methods to replicate Atlas metadata and data lineage for Hive external tables and
| ceberg tables:

« Create Atlasreplication policy to replicate the metadata and data lineage of all the Hive external tables, Iceberg
tables, and any other Atlas supported entities in the source cluster to the target cluster.

e Choose General Replicate Atlas Metadata during the Hive external table replication policy creation or edit
process to replicate the metadata associated with the chosen Hive external tables.

» Choose General Replicate Atlas Metadata during the Iceberg replication policy creation or edit process to
replicate the metadata associated with the chosen | ceberg tables.

Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication

E policies, and replicating the metadata and data lineage of al the Hive external tables, Iceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

Some use cases where you can use Atlas replication policies are:
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» Disaster recovery scenarios. Y ou can back up the Atlas metadata and data lineage periodically, and restore it to the
same cluster or a different cluster as required.

» High availability scenarios.

« Prevent accidental access of Ranger policies and Atlas metadata for specific Hive external tables and Iceberg
tables. Y ou can accomplish this by running both Ranger, Hive external table, and Iceberg replication policies on
the required tablesin the disaster-recovery cluster. The replication policies replicate the data and its associated
metadata and access controls.

Before you create an Atlas replication policy, you must compl ete the certain prerequisite tasks.

Important: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication

& policies, and replicating the metadata and data lineage of all the Hive external tables, Iceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

IE Note:

¢ Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.

e Minimum required role - Replication Administrator or Full Administrator.

« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on
page 9.

1. Enablethe Atlas replication feature flag on the source and target cluster. For more information, contact your
Cloudera account team.

2. Ensurethat the source cluster and target cluster versions are CDP Private Cloud Base 7.1.9 SP1 or higher using
Cloudera Manager version 7.11.3 CHF7 or higher versions.

3. Ensurethat you have the Atlas user credentials in addition to the Replication Administrator or Full Administrator
rolesto create an Atlas replication policy. Theat | as user must also have relevant read and write permissions to
the staging locations.

4. Configure the following as line-separated key-value pairs for the Cloudera Manager Clusters Atlas service
Configuration Atlas Server Advanced Configuration Snippet (Safety Valve) for conf/atlas-application.properties
property on both source and target Cloudera Manager instances to optimize the Atlas replication jobs.

atlas.metadata.namespace=prod Updates the Atlas Namespace to prod. Default valueis cm.

Add the same key-value pair for the Hive service in the target
Cloudera Manager Clusters Atlas service Configuration Hive
Service Advanced Configuration Snippet (Safety Valve) for atlas-
application.properties property.

atlas.client.haretries=3 Updates the Atlas client retries for Atlasreplication. Default valueis
3.
atlas.client.connectTimeoutM Secs=1000000 Updates the Atlas client connection timeout for Atlas replication.

Default value is 1000000.
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Key-value pair Description

atlas.client.read TimeoutM Secs=1000000 Updates the Atlas client read timeout for Atlas Replication. Default
value is 1000000.

updateTypeDefinition=true Updates the type definition behavior. By default, the value is true.
Before you modify this property value, consult your Cloudera
account team.

STAGING_RETENTION_PERIOD=5 Updates the retention count for previous Atlas replication job run’s
export output files. Default valueis 5.

Configure this parameter only for the target Cloudera Manager
instance.

What to do next
Y ou can create Atlas replication policies.

Creating Atlas replication policies

Y ou can create Atlas replication policies to replicate the metadata and data lineage of all the Hive external tables,
| ceberg tables, and any other Atlas supported entities between Cloudera Private Cloud Base 7.1.9 SP1 clusters using
Cloudera Manager 7.11.3 CHF7 or higher.

Before you begin

Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication

E policies, and replicating the metadata and data lineage of all the Hive external tables, |ceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

Procedure
1. Add the source cluster as a peer to the target cluster. The replication policy requires a replication peer to locate the
source data. Y ou can use an existing peer or add a new peer.
For information about adding a source cluster as a peer, see Adding cluster as a peer.
Note: Peersthat have Atlas service added to their clusters can be used as sources when you create an
Atlasreplication policy.
2. Gotothe ClouderaManager Replication Replication Policies page in the target cluster where the peer is set up.
3. Click Create Replication Policy Atlas Replication Palicy .
The Create Atlas Replication Policy wizard appears.
4. Configure the following options on the General tab:

Option Description

Policy Name Enter a unique name for the replication policy.

Source Choose the source cluster that has the required peer, the required
source data to replicate, and the source Atlas service.

Destination Choose the target cluster.

The drop-down list shows the clusters that are managed by the
current Cloudera Manager.
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Option Description

Schedule Choose:

« Immediate to run the replication policy immediately after policy
creation is complete.

¢ Onceto run the schedule one time in the future. Set the date and
time.

¢ Recurring to run the schedule periodically in the future. Set the
date, time, and interval between runs.

Y ou must consider the following factors before you configure the
replication frequency or recurring schedule:

« Theanticipated rate of change and the frequency of the schedule
can predict the RTO (Recovery Time Objective) and RPO
(Recovery Point Objective) during a disaster recovery process.
Therefore, choose a schedule that provides an optimal RTO and
RPO.

*  Recurring frequency impacts the compute load on the entire
system. That is, frequent replication affects the overall compute
capacity of the participating nodesin the replication process
which in turn can impact other workloads running on these
nodes.

Fetch type Choose one of the fetch type options to use during the Atlas export
operation:

¢ FULL fetchesall the directly and indirectly connected entities
along with the entity in scope.

¢« CONNECTED fetches on the directly connected entities, both
parent and child entities, along with the entity in scope.

the ozone_key value for the Ozone tables when you
choose CONNECTED Fetch Type.
* INCREMENTAL fetches the optimized version of
CONNECTED fetch type, that is only the deltais copied in
subsequent runs.

E Note: The Atlas replication policy can replicate only

Match type Choose one of the following match type to use during the Atlas
export operation
¢ STARTS_WITH searchesfor the entity names that start with the
specified criteria.
« ENDS WITH searches for the entity names that end with the
specified criteria.

¢ CONTAINS searches for an entity that has the specified criteria
as a sub-string.

¢ MATCHES searches for an entity that matches aregular
expression with the specified criteria

Entity regex filter Enter aregex filter to filter the entities.
Atlas entity types to include Add one or more Atlas entity types to use during the Atlas export
operation.
Skip lineage Choose to skip data lineage for the Atlas tables in the source cluster.
Staging Directory Enter arelative path to the staging directory on the target cluster.
5. Click Create.
Results

The replication policy appears on the Replication Policies page. It can take up to 15 seconds for the task to appear.
If you selected Immediate in the Schedule field, the replication job starts replicating after you click Save Policy.
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After you create areplication policy, you can run the replication job, disable or delete the job, edit the policy
configuration, or view the replication job history in Replication Manager.

K

Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication
policies, and replicating the metadata and data lineage of all the Hive external tables, Iceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

Onthe Cloudera Manager Replication Replication Policies page, you can view the following details about the
replication policy:

» Showsarow of information for each replication policy, and the following columns for each replication policy:

Internally generated | D for the replication policy. Click the column label to sort the replication policies.
Replication policy Name that you provide during replication policy creation.

Replication policy Type.

Sour ce cluster in the replication policy.

Destination cluster in the replication policy.

Average Throughput per mapper/file for al the files written.

Note: The throughput does not include the combined throughput of all mappers and the time taken to
perform a checksum on afile after the file is written.

Replication job Progress.
Timestamp when the replication job Completed.
Replication policy job's Next Run.

» Providesthe following options under the Actions menu:

Show History opens the Replication History page for the replication policy.

Edit Configuration enables you to change the replication policy options.

Dry Run simulates arun of the replication job where no files or tables are copied. After the dry run completes,
select Actions Show History to view the potential error messages. The number and size of files or tables that
are copied in an actual replication appears on the Replication History page.

Run Now initiates a replication job.

Collect Diagnostic Data opens the Send Diagnostic Data dialog box where you can:

e Collect Diagnostic Data for the last 10 runs of the replication policy, and Download it as a ZIP file to your
machine.

e Sdect Send Diagnostic Datato Cloudera (optionally, add a Cloudera support ticket number and comments)
and click Collect Diagnostic Data to automatically send the bundle to Cloudera Support for further
assistance.

Disable an active replication policy. You can Enableit later, as necessary.

» Deletethereplication policy permanently. Deleting a replication policy does not delete copied files or tables.

Click Actions Show History for areplication policy on the Replication Policies page to view the Replication
History page.

On the Replication History page, you can view the following run details about a replication policy job:
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» Showsthereplication policy Name; replication policy Type; Sour ce cluster name; Destination cluster name; and
Next Run of the replication policy.
» Showsarow of information for each replication policy job run, and the following columns for each replication

policy:

Start Time Shows the timestamp when the replication job started.

Duration Shows the time taken to complete the replication job.

Outcome Shows the replication job status as Running, Successful, or Failed.

Atlas Entities Replicated Shows the number of tables for which the Atlas metadata and lineage
isbeing replicated.

Export Status Shows the current status as Running, Successful, or Failed of the
export process of Atlas metadata and data lineage from the source
cluster to the staging directory on the target cluster.

Import Status Shows the current status as Running, Successful, or Failed of

the import process of the Atlas metadata and data lineage into the
required directory on the target cluster.

» Expand ajob to view the following information on the All Recent Commands window:

o Statusof thereplication job.

« AtlasReplication in the Context field opensthe Clusters Atlas Replication window where more details
about the replication policy job appears.

* Replication job Started At timestamp.

< Duration to complete the job.

« Download the results to your machine.

« Expand to Show All Steps, Show Only Failed Steps, or Show Only Running Steps for the commands used
by Atlas replication policy.

« Show Command Timing shows the timeline for the commands used by the Atlas replication policy.

Y ou can diagnose the errors that appear after you initiate an Atlas replication policy run or during the replication
policy run.

« |If the error appears after you initiate the Atlas replication policy run, you can perform the following steps to
diagnose the error:
a) Gotothe target Cloudera Manager Replication Replication Policies page.
b) Click Actions Show History for the required Atlas replication policy.
¢) Expand the section in the Start Time column.
d) Click Command Detailsto view the stdout and stderr tab to diagnose the error.
€) Open the cloudera-scm-server.log file located in the /var/log/cloudera-scm-server/ location if you require more
details to diagnose the issue.
« |If the error appears during the Atlas replication policy run, you can perform the following steps to diagnose the
error;
a) Gotothe Cloudera Manager Running Commands page.
b) ClicktheAt| as Server link on the given node.
¢) Open the application.log file or Role logs to diagnose the error.
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HDFS replication policies enable you to copy (replicate) your HDFS data from one HDFS service to another and
synchronize the data set on the destination service with the data set on the source service. The destination service
must be managed by the Cloudera Manager Server where the replication is being set up, and the source service can
be managed by that same server or by a peer Cloudera Manager Server. Y ou can also replicate HDFS data within a
cluster by specifying different source and destination directories.

Remote Replication Manager automatically copies HDFS metadata to the destination cluster asit copies files. HDFS
metadata need only be backed up locally.

Before you create an HDFS replication policy, you must understand how source data is affected when you add or
delete source data during replication, the network latency issues, the performance and scalability limitations, the
snapshot diff-based replication guidelines, and how to bypass Sentry ACL s during replication.

When areplication policy is replicating data, you must ensure that you follow afew guidelines to maintain source
data for successful data replication.

Follow the below guidelines for successful data replication:

» Do not modify the source directory. Thisis because afile added during replication is not replicated, and the
replication failsif you delete afile during replication.
e All thefilesin the directory are closed. Thisis because replication failsif any source files are open.

Tip: If you cannot ensure that al source files are closed, clear the Abort on Error option in the replication
policy to continue replication despite errors. After the replication job completes, identify the opened files
inthe log. Ensure that these files are closed before the next replication occurs.

High latency among clusters can cause replication jobs to run more slowly, but does not cause them to fail.

For best performance, latency between the source cluster NameNode and the destination cluster NameNode should
be less than 80 milliseconds. Y ou can test latency using the Linux ping command. Cloudera has successfully tested
replications with latency of up to 360 milliseconds. As latency increases, replication performance degrades.

Before you create an HDFS replication policy, you must consider afew performance and scalability limitations.
The performance and scalability limitations include:

e Maximum number of filesfor asingle replication job is 100 million.

«  Maximum number of filesfor areplication policy that runs more frequently than once in 8 hoursis 10 million.

« Throughput of the replication job depends on the absolute read and write throughput of the source and destination
clusters.

* Regular rebalancing of your HDFS clustersis required for efficient operation of replications.

Note: Cloudera Manager provides downloadable data that you can use to diagnose HDFS replication
performance.
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By default, Replication Manager uses snapshot differences ("diff") to improve performance by comparing HDFS
snapshots and only replicating the files that are changed in the source directory. While Hive metadata requires afull
replication, the data stored in Hive tables can take advantage of snapshot diff-based replication.

After every replication, the Replication Manager retains a snapshot on the source cluster. Replication Manager uses
the snapshot copy on the source cluster to perform incremental backup for the next replication cycle.

Replication Manager retains snapshots on the source cluster and uses snapshot diff-based replication only if:

« Source and target clusters are managed by Cloudera Manager 5.15 and higher.

« Source cluster is managed by Cloudera Manager 5.15.0 or higher when the destination is Amazon S3 or Microsoft
ADLS.

Important: Snapshot-diff-based replication from S3/ABFS to HDFS is not supported because S3/ABFS
does not support snapshots.

« Source and target CDH versions are 5.13.3 or higher, 5.14.2 or higher, and 5.15 or higher.
The following guidelines must be met to use snapshot diff-based replication efficiently in replication policies:

« Source and target clusters are managed by Cloudera Manager 5.15.0 or higher.
» Source and target clusters run CDH version 5.15.0 or higher, 5.14.2 or higher, or 5.13.3 or higher.
* HDFS snapshots are immutable.

Tip: Search for Enable Immutable Snapshots option in the Cloudera Manager Clusters HDFS service
Configuration tab.

»  Snapshot root directory is set aslow in the hierarchy as possible.

» User used to create and run the replication policy isa super user or the owner of the snapshottable root. This
is because the run-as-user (specified in the replication policy) must have the required permissionsto list the
snapshots.

« Paths from both source and destination clusters in the replication policy must be present under a snapshottable
root, or must be snapshottable.

Tip: AnHDFSdirectory isreferred to as snapshottable if an administrator - having superuser privilege or
having owner access to the directory - has enabled snapshots for the directory in Cloudera Manager.

« All the HDFS paths for the tables in a database is snapshottable or under a snapshottable root for aHive
replication policy to replicate the database successfully.

For example, if the database being replicated has external tables, all the external table HDFS data locations should
be snapshottable. Thisis becauseif the external table locations are not snapshottable, Replication Manager does
not generate a diff report. The Replication Manager needs a diff report to use the snapshot diff feature.

i Important: Do not use snapshot diff for globbed paths because it is not optimized for globbed paths.

What do | do when snapshot diff-based replication fails because an encrypted subdirectory existsin the
source data?

To resolve thisissue, create an exclusion regex in the replication policy to exclude the subdirectory
during replication. Create another replication policy to replicate the encrypted subdirectory.

During what circumstances does the Replication Manager initiate a complete data replication?
Replication Manager initiates a complete replication for the following scenarios:
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* When you do not choose Abort on Snapshot Diff Failures (when you create areplication policy
in Replication Manager) and errors appear during the replication process.

In this case, the Replication Manager continues to replicate and performs a complete replication
after it encounters an error.

» When one or more of the following parameters that you set in the replication policy changes:

» Delete Policy
* Preserve Policy
e Target Path

» Exclusion Path.
*  When achangein the target directoriesis detected.

Replication Manager ensures that the next HDFS snapshot replication is a compl ete replication.

When you run an HDFS replication policy on a Sentry-enabled source cluster, the replication policy copies files and
tables along with their permissions. Cloudera Manager version 6.3.1 and above is required to run HDFS replication
policies on a Sentry-enabled source cluster.

To perform Sentry to Ranger replication using HDFS replication policies, you must have installed Cloudera Manager
version 6.3.1 and higher on the source cluster and Cloudera Manager version 7.1.1 and higher on the target cluster.
Use the hdfs user to run HDFS replication policies on a source cluster that is Sentry-enabled. To use a different user
account, you must configure the user account to bypass the Sentry ACL s during the replication process.

Consider the following points before you create an HDFS replication policy:
* When Sentry is not available or when Sentry does not manage the authorization for a resource such file or

directory in the source cluster, HDFS usesitsinternal ACL s to manage resource authorization.

* When Sentry is enabled for the source cluster and you use the hdfs user to create the HDFS replication policy,
HDFS copies the ACLs configured in Sentry for the replicated files and tables to the target cluster.

*  When Sentry is enabled and you use a different user name to run the HDFS replication policy, both Sentry ACLs
and HDFSinternal ACLs are copied which resultsin incorrect HDFS metadata in the target cluster. If the Sentry
ACLsare not compatible with HDFS ACLs, the replication job fails. Create another user to bypass the Sentry
ACL s during the replication process to avoid such compatibility issues.

To avoid compatibility issues between HDFS and Sentry ACLs for a non-hdfs user, you must complete the following
steps:

1. Create a user account that Replication Manager jobs can use to bypass the Sentry ACLs.
For example, create a user named bdr-only-user.
2. Perform the following steps on the source cluster:
a) Inthe Cloudera Manager Admin Console, go to the Clusters HDFS service Configuration tab.
b) Search for NameNode Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml property.
c) Enter the following property details:
Name - Enter dfs.namenode.inode.attributes.provider.bypass.users.

Value - Enter [***USERNAME, USERNAME@REALMNAME***], where [*** USERNAME***] is the user
you created in step 1 and the [*** REALMNAME***] is the Kerberos realm name.

For example, if the username is bdr-only-user on the realm elephant, enter bdr-only-user, bdr-only-
user @ElephantRealm

d) Restart the NameNode.
3. Repest step 2 on the destination cluster.
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4. When you create an HDFS replication policy, specify the user you created in step 1 in the Run As Username and
Run on Peer as Username fields.

Note: The Run As Username field launches the MapReduce job to copy data. The Run on Peer as
Username field runs copy listing on source, if different than Run as Username.

Note: Ensurethat you set the value of Run on Peer as Username same as Run as Username. Otherwise,

B Replication Manager reads ACL from the source as hdfs, which pulls the Sentry provided ACLs over to the
target cluster and applies them to the filesin HDFS. This can result in additional usage of NameNode heap in
the target cluster.

If your cluster has clients installed on hosts with limited resources, HDFS replication may use these hosts to run
commands for the replication, which can cause performance degradation. Y ou can limit HDFS replication to run only
on selected DataNodes by specifying a"whitdist" of DataNode hosts.

1. Gotothe ClouderaManager Clusters HDFSservice Configuration tab.
2. Locate the HDFS Replication Environment Advanced Configuration Snippet (Safety Valve) property.
3. Addthe HOST_WHITELIST property, and enter a commarseparated list of hostnames to use for HDFS
replication policies.
For example,

HOST_WHI TELI ST=host - 1. myconpany. com host - 2. myconpany. com
4. Click Save Changes.

Y ou must set up your clusters before you create an HDFS replication policy. Y ou can also use Cloudera Private
Cloud Base Replication Manager to replicate HDFS data from on-premises to cloud, however you cannot replicate
data from one cloud instance to another using Replication Manager.

To replicate HDFS data from on-premises to cloud, you must have the appropriate credentials to access the cloud
account. Additionally, you must create buckets in S3 and GCP or Data L ake storein ADLS. Replication Manager
backs up file metadata, including extended attributes and ACLs when you replicate data to cloud storage.

B Note:
« Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.
e Minimum required role - Replication Administrator or Full Administrator.
« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on

page 9.

37


https://docs.cloudera.com/cloudera-manager/7.13.1/cloudera-manager-managing-clusters/topics/cm-managing-licenses.html

Cloudera Manager HDFS replication policies

1. Add the source cluster as a peer to the target cluster. The replication policy requires a replication peer to locate the
source data. Y ou can use an existing peer or add a new peer.

For information about adding a source cluster as a peer, see Adding cluster as a peer.

2. If you are using different Kerberos principals for the source and destination clusters, add the destination principal
asaproxy user on the source cluster. For example, if you are using the hdfssrc principal on the source cluster and
the hdfsdest principal on the destination cluster, add the following properties to the HDFS service Cluster-wide
Advanced Configuration Snippet (Safety Valve) for core-sitexml property on the source cluster:

<property>
<nanme>hadoop. pr oxyuser . hdf sdest . gr oups</ nane>
<val ue>*</val ue>

</ property>

<property>
<name>hadoop. pr oxyuser . hdf sdest . host s</ name>
<val ue>*</ val ue>

</ property>

Deploy the client configuration and restart all services on the source cluster, if the source cluster is managed by a
different Cloudera Manager server than the destination cluster.

3. Add the required credentials in Cloudera Manager to access the cloud storage to replicate HDFS to/from cloud
storage.

a) Toadd AWS credentials, see How to Configure AWS Credentials.

Ensure that the following basic permissions are available to provide read-write access to S3 through the S3A
connector:

s3: CGet*

s3: Del et e*

s3: Put *

s3: Li st Bucket

s3: Li st Bucket Mul ti part Upl oads
s3: Abort Mul ti part Upl oad

b) Toadd ADLS credentials, perform the following steps:
1. Click Add AD Service Principal on the Cloudera Manager Admin Console Administration External

Accounts Azure Credentials page for the source cluster.
2. Enter the Name, Client ID, Client Secret Key, and Tenant Identity for the credential in the Add AD
Service Principal modal window.
3. Click Add.
4. Click Create Replication Policy on the Cloudera Manager Replication Replication Policies page.

r CLOUD=RA

€ Manager Replication Policies

Q Last Refreshed 6:04 AM

Create Replication Policy +

Dt Name Type Source Destination Throughput Progress Completed Next Run

Filters

STATUS

Faled No replication policies

Succeeded
21 Replication Runnin: g
Disabled
Dry-run

coooo

£ Administration

TYPE

HDFS
HDFS-S3
Hive
Hive-s3
HDFS-ADLS
Hive-ADLS

cocoooo
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5. Select HDFS Replication Policy.

The Create HDFS Replication Policy wizard appears.
6. Configure the following options on the General page:

Option Description

Name Enter a unique name for the replication policy.

Source Select the source HDFS service.

Y ou can select HDFS services managed by a peer Cloudera Manager
Server, local HDFS services (managed by the Cloudera Manager
Server for the Admin Console you are logged into).

Source Path Enter one of the following values depending on your source cluster:

« Directory (or file) on the on-premises cluster.

e SBa//[***BUCKET NAME***]/[***PATH***] path to replicate
from Amazon S3.

e adl://[[*** ACCOUNT
NAME***] .azuredatal akestore.net/[ *** PATH***] path to
replicate from ADLS Gen 1.

o abfgs)://[***FILE SYSTEM***] @[*** ACCOUNT
NAME***] .dfs.core.windows.net/[ *** PATH***]/ path to
replicate from ADLS Gen 2.

Y ou can also use a glob path to specify more than one path for
replication.

Destination Select the destination HDFS service from the HDFS services
managed by the Cloudera Manager Server for the Admin Console
you are logged into.

Destination Path Enter one of the following values to save the source files:

« Directory (or file) on the on-premises cluster.

e S3a//[***BUCKET NAME***]/[***PATH***] path to replicate
to Amazon S3.

e adl://[[*** ACCOUNT
NAME***] .azuredatal akestore.net/[ *** PATH***] path to
replicateto ADLS Gen 1.

o abfds)://[***FILE SYSTEM***] @[ *** ACCOUNT
NAME***].dfs.core.windows.net/[*** PATH***]/ path to
replicate to ADLS Gen 2.

Schedule Choose:

¢ Immediate to run the schedule immediately.

¢ Onceto run the schedule one time in the future. Set the date and
time.

*  Recurring to run the schedule periodically in the future. Set the
date, time, and interval between runs.

Replication Manager ensures that the same number of seconds
elapse between the runs. For example, if you choose the Start
Time as January 19, 2022 11.06 AM and Interval as 1 day,
Replication Manager runs the replication policy for the first time
at the specified timein the timezone the replication policy was
created in, and then runs it exactly after 1 day that is, after 24
hours or 86400 seconds.
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Option Description

Run As Username Enter the user to run the replication job in the field. By default thisis
hdfs.

If you want to run the job as a different user, enter the user name. If
you are using Kerberos, you must provide a user name here, and it
must be one with an ID greater than 1000. (Y ou can also configure
the minimum user 1D number with the min.user.id property in

the YARN or MapReduce service.) Verify whether the user

running the job has a home directory, /user/username, owned

by username:supergroup in HDFS. This user must have permissions
to read from the source directory and write to the destination
directory.

Note the following:

¢ Theuser must not be present in the list of banned users
specified with the Banned System Users property in the YARN
configuration. For security purposes, the hdfs user is banned by
default from running YARN containers.

¢ Therequirement for auser ID that is greater than 1000 can be
overridden by adding the user to the "white list" of usersthat is
specified with the Allowed System Users property.

To view the properties, go to the YARN service and search for the
properties on the Configuration tab.

Run on peer as Username Enter the username if the peer cluster is configured with a different
superuser. Thisis applicable in a kerberized environment.

7. Configure the following options on the Resources page:

Option Description

Scheduler Pool (Optional) Enter the name of aresource pool in the field. The value
you enter is used by the MapReduce Service you specified when
Cloudera Manager executes the MapReduce job for the replication.
The job specifies the value using one of these properties:

¢ MapReduce — Fair scheduler: mapred.fairscheduler.pool
*  MapReduce — Capacity scheduler: queue.name
¢ YARN — mapreduce.job.queuename

Maximum Map Slots Enter the number of map tasks that the DistCp MapReduce job can
use for the replication policy. Default is 20.

Maximum Bandwidth Enter the bandwidth limit for each mapper. Default is 100 MB.

Thetotal bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Replication Policies page shows the maximum bandwidth
set for the replication policy during replication policy
creation.

Q Tip: The Throughput field on the Cloudera Manager

Filelisting threads Choose the Override DistCp default option and configure the number
of threads (a maximum of 128 threads) that the HDFS replication
policy must use during the copylisting phase of replication. By
default, Replication Manager uses the default value of 20 threads for
the copylisting phase of replication.

The default number of threads for the copylisting phase of replication
(using replication policies) can be set in the core-site.xml or hdfs-
sitexml file for the HDFS service. Y ou can set amaximum of 128
threads only.

Important: Increasing this value increases the load on

& the HDFS NameNode of the source cluster which in turn
increases the network bandwidth used by the replication
jobs.
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Option Description

Replication Strategy Choose Static or Dynamic. Determines whether the file replication
tasks must be distributed among the mappers statically or
dynamically. The default is Dynamic.

Static replication distributes fil e replication tasks among the mappers
up front to achieve a uniform distribution based on the file sizes.
Dynamic replication distributes file replication tasks in small setsto
the mappers, and as each mapper completesits tasks, it dynamically
acquires and processes the next unallocated set of tasks.

8. Configure the following options on the Advanced Options tab:

Option Description

Add Exclusion Click the link to exclude one or more paths from the replication.
Enter aregular expression-based path in the Regular Expression-
Based Path Exclusion field.

When you add an exclusion, include the snapshotted relative path for
the regex. For example, to exclude the /user/bdr directory, use the

following regular expression, which includes the snapshots for the
bdr directory:

.*/user/\.snapshot/.+/ bdr.*

To exclude top-level directories from replication in a globbed source
path, specify the relative path for the regex without including .sna
pshot in the path. For example, to exclude the bdr directory from
replication, use the following regular expression:

. */user+/ bdr.*

Y ou can add more than one regular expression to exclude.

MapReduce Service Select the MapReduce or YARN service to use.
Log path Enter an alternate path for the logs.
Description Enter a description of the replication policy.
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Option Description

Error Handling Select the following option based on your requirements:

¢ Skip Checksum Checks - Determines whether to skip checksum
checks on the copied files. If selected, checksums are not
validated. Checksums are checked by defaullt.

Important: You must skip checksum checks to
& prevent replication failure due to non-matching
checksumsiin the following cases:

*  Replications from an encrypted zone on the
source cluster to an encrypted zone on a
destination cluster.

* Replications from an encryption zone on the
source cluster to an unencrypted zone on the
destination cluster.

e  Replications from an unencrypted zone on
the source cluster to an encrypted zone on the
destination cluster.

Checksums are used for two purposes:

e Toskip replication of filesthat have already been
copied. If Skip Checksum Checks is selected,
the replication job skips copying afileif the
file lengths and modification times are identical
between the source and destination clusters.
Otherwise, the job copies the file from the source
to the destination.

e Toredundantly verify the integrity of data.
However, checksums are not required to
guarantee accurate transfers between clusters.
HDFS data transfers are protected by checksums
during transfer and storage hardware also uses
checksums to ensure that data is accurately
stored. These two mechanisms work together to
vaidate the integrity of the copied data

¢ Skip Listing Checksum Checks - Determines whether to skip
checksum check when comparing two files to determine whether
they are same or not. If skipped, the file size and last modified
time are used to determineif files are the same or not. Skipping
the check improves performance during the mapper phase. Note
that if you select the Skip Checksum Checks option, this check
is also skipped.

«  Abort on Error - Determines whether to abort the job on an
error. |f selected, files copied up to that point remain on the
destination, but no additiona files are copied. Abort on Error is
not selected by default.

«  Abort on Snapshot Diff Failures - If a snapshot diff fails during
replication, Replication Manager uses a complete copy to
replicate data. If you select this option, the Replication Manager
aborts the replication when it encounters an error instead.

¢ Restart replication using non-incremental (bootstrap) replication
on replication failure - Select to run the next replication job asa
bootstrap replication if the replication job fails.

Replication Manager replicates all the specified directories and
filesin the first HDFS replication policy job. Thisis aso called
bootstrap replication or non-incremental replication. Subsequent
replication jobs are snapshot-based incremental replication.

Important: When you choose this option for HDFS

& replication policies that are replicating huge amounts
of data (otherwise called large policies), Replication
Manager takes along time to complete the bootstrap
replication. This operation overwrites existing data
and might consume more network resources to
replicate the large amount of data.
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Preserve Whether to preserve the block size, replication count, permissions
(including ACLs), and extended attributes (X Attrs) as they exist
on the source file system, or to use the settings as configured on
the destination file system. By default source system settings are
preserved.

When Permission is checked, and both the source and destination
clusters support ACLSs, replication preserves ACLs. Otherwise,
ACLsarenot replicated. To preserve permissionsto HDFS, you
must be running as a superuser on the destination cluster. Use the
Run As Username option to ensure that is the case.

When Extended attributes is checked, and both the source and
destination clusters support extended attributes, replication preserves
them. This option appears when both the source and destination
clusters support extended attributes. When you preserve the
attributes on the destination cluster, the HDF replication factor is
also preserved.

Delete Policy Determines whether files that were deleted on the source should also
be deleted from the destination directory. This policy aso determines
the handling of filesin the destination location that are unrelated to
the source. Optionsinclude:

¢ Keep Deleted Files - Retains the destination files even when
they no longer exist at the source. (Thisisthe default.).

¢ Deleteto Trash - If the HDFStrash is enabled, files are moved
to the trash folder.

¢ Delete Permanently - Uses the least amount of space; use with
caution. This option does not delete the files and directoriesin
the top level directory. Thisisin line with rsync/Hadoop DistCp
behavior.

Alerts Choose to generate alerts for various state changes in the replication
workflow. Y ou can choose to generate an dert On Failure, On Start,
On Success, or On Abort of the replication job.

Y ou can configure alerts to be delivered by email or sent as SNMP
traps. If aerts are enabled for events, you can search for and view the
aerts on the Eventstab, even if you do not have email notification
configured. For example, if you choose Command Result that
contains the Failed filter on the Diagnostics Events page, the derts
related to the On Failure alert for all the replication policies for
which you have set the aert appear. For more information, see
Managing Alerts and Configuring Alert Delivery.

9. Click Save Policy.
The replication policy appearsin the Replication Policies table. It can take up to 15 seconds for the task to

appear.
If you selected Immediate in the Schedul e field, the replication job starts replicating after you click Save Policy.

» If your replication job takes along time to complete, see Improve network latency during replication job run to
improve network latency.

 If files change before the replication finishes, the replication might fail. For more information, see Guidelinesto
add or delete source data during replication job run.

« For efficient replication, consider making the directories snapshottable. For more information, see Guidelinesto
use snapshot diff-based replication.

« If your cluster has clientsinstalled on hosts with limited resources, HDFS replication may use these hoststo run
commands for the replication, which might cause performance degradation. To limit HDFS replication to run only
on selected DataNodes, you can specify a "whitelist" of DataNode hosts. For more information, see Specifying
hosts to improve HDFS replication policy performance.
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Cloudera Private Cloud Base versions 7.7.1 CHF22 and 7.11.3 CHF8 and higher support the latest version of PCR
or Post Copy Reconciliation script. Y ou can use different methods to run the PCR script on your HDFS replication
policies depending on your requirements. Y ou can run the PCR script for HDFS replication policies between on-
premises clusters if you are using the supported target cluster version. You can aso set the options to record the
debug information and |everage the extralogging capabilities for troubleshooting purposes.

Some use cases where you can use the PCR script are:

*  When replicating large amounts of data. Y ou might want to verify whether al the data was replicated
successfully.

» After arecovery/failover scenario. Y ou might want to check data integrity.
* When there is a change on target but no snapshot for it is available on the target. Y ou might want to verify if the
data on the source and target arein sync.

The PCR script validates the data that is replicated using the HDFS replication policy. It checks whether the HDFS
replication was successful by verifying whether the source and target locations have the same content. It accomplishes
thistask by performing afull file listing on the source and target after replication. It then uses the file listing to
compare the following attributes:

Paths of source and target data

The PCR script compares this attribute by default.

Filesizes
Y ou can disable this comparison using the pcrEnablel engthCheck=false query parameter in the
PCR API.

Filelast modification time
Y ou can disable this comparison using the pcrEnableM odtimeCheck=false query parameter in the
PCR API.

Cyclic redundancy check (CRC) checksums

PCR checks this attribute when available. Y ou can disable this comparison using the pcrEnableCrc
Check=false query parameter in the PCR API. For example, /clusters/[*** CLUSTER NAME***]>/
serviced/[*** SERVICE***] /replications/[*** SCHEDULE | D***]/postCopyReconciliation?pcrE
nabl eCrcCheck=fal se& pcrEnableM odtimeCheck=fal se

To compare checksums, the source must support the checksum extension for the " DistCpFileStatus'
class. PCR compares checksums for HDFS replication policies only if the following conditions are
met:

* Replication is between on-premises clusters

» Both the source and target clusters must support the checksum extension
e Target clusters support PCR

e Source and target files are not encrypted

» Source and target files have the same block size

To write the checksums for PCR, you can enable one of the following:

» Enablethe CRC FileStatus extension only for PCR by setting the ENABLE_FILESTATUS CR
C FOR_ADDITIONAL_DEBUG_STEPS = true key-value pair in the target Cloudera Manager
Clusters HDFS service Configuration hdfs replication_env_safety valve property.
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» Enablethe CRC FileStatus extension globally by setting the following key-value
pairsfor the target Cloudera Manager Clusters HDFS service Configuration
hdfs replication_env_safety valve property:

» ENABLE_FILESTATUS EXTENSIONS = true
» ENABLE_FILESTATUS _CRC_EXTENSION= true

Replication Manager performs the following steps when you run the PCR script or when you include PCR command
step in an HDFS replication policy:

1. Checks whether the snapshots are available on the source and target. When available, the snapshot is listed in the
next command step, otherwise, the source and target directories are listed directly.

2. Performsafull filelisting on the source and target. If the source supportsfile listing, the source file listing runs
as aremote command on the source. The listing file is then transferred to the target. File listing of the source and
target happensin parallel.

3. Runsthe PCR to compare the two file listings after which the results are saved in the mismatch_paths.tsv file and
al_paths.tsv file (if enabled). If afail-on statusis detected, the replication policy run fails.

The PCR and the replication runs for the same replication job must not overlap. If they overlap, thereplication runis
not impacted but the PCR results become unreliable. Therefore, do not run the PCR script when the replication run is
active.

The debug output of PCR is available in the mismatch_paths.tsv file on the target HDFS, and is saved in the $logDir/
debug directory. For example, hdfs://user/hdfs/.cm/distcp/2023-08-24 206/debug/mismatch_paths.tsv.

If you want to restore the earlier format of PCR, set the com.cloudera.enterprise.distcp.post-copy-reconciliation.lega
cy-output-format.enabled = true key value pair in the target Cloudera Manager Clusters HDFS service Configuration
hdfs replication_hdfs site safety valve property.

Y ou can use one of the following methods to run PCR on an HDFS replication policy:
Run the PCR script using API

Use the /clusters/[*** CLUSTER NAME***] >/services/[ *** SERVICE***] /replication
g/[*** SCHEDULE ID***]/postCopyReconciliation API.

When you set the API parameters, you can choose to compare one or all the supported attributes
(file size, file modification time, and CRC checksums) during the PCR script run. By default, the
checks for these attributes are enabl ed.

Include PCR as part of replication job

To include the PCR script in an HDFS replication policy as a command step, enter the SCHE
DULES WITH_ADDITIONAL_DEBUG_STEPS’ = [***ENTER COMMA-SEPARATED LIST
OF NUMERICAL IDSOF THE REPLICATION POLICIES***]  key-vaue pair in the target
Cloudera Manager Clusters HDFS service Configuration hdfs_replication_env_safety valve
property, and then run the replication policy. The PCR step is added automatically to subsequent
replication runs. In this method, PCR runs as a command step and does not interfere with the
replication process.

Y ou can aso enable the checks individually for each attribute (file size, file modification time,

and CRC checksums) when you include the PCR script as part of the replication job. Y ou can
accomplish this task by setting the following variables to true in the target Cloudera Manager
Clusters HDFS service Configuration hdfs _replication_hdfs_site safety valve property before you
run the replication policy. Replication Manager validates only the attributes that you have set to
true:

» com.cloudera.enterprise.distcp.post-copy-reconciliation.length-check.enabled
» com.cloudera.enterprise.distcp.post-copy-reconciliation.modtime-check.enabled
« com.cloudera.enterprise.distcp.post-copy-reconciliation.crc-check.enabled
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Additionally, you can perform the following steps to enable the debug steps and extra logging for PCR which might
assist you to troubleshoot issues:

» To save the debug-related information, enter the following key-value pairsin the target Cloudera Manager
Clusters HDFS service Configuration hdfs_replication_hdfs site safety valve property:

» com.cloudera.enterprise.distcp.post-copy-reconciliation.fail-on = MISSING_ON_TARGET, MISSING_ON_S
OURCE, OTHER_MISMATCH, ANY_MISMATCH, or NONE

The mismatch_paths.tsv fileis updated.
« com.cloudera.enterprise.distcp.post-copy-reconciliation.al | -paths=true

An entry is added to the all_paths.tsv file for each compared path.
* Toinitiate and save extralogging information, enter the EXTRA_LOG_CONFIGS_[***NUMERICAL ID OF
THE REPLICATION POLICY***] = [***VALUE***] key-value pair in the target Cloudera Manager Clusters
HDFS service Configuration hdfs replication_env_safety valve property.

For example, if your on-premises cluster is on Microsoft Azure, the valueis

| og4j . r oot Logger =I NFQ, consol e; hadoop. r oot . | ogger =I NFO, consol e; | og4j . appe
nder . consol e=or g. apache. | og4j . Consol eAppender ; | og4j . appender . consol e. t ar
get =System err ;| og4j . appender. consol e. | ayout =or g. apache. | og4j . Patt er nLay
out ; | og4j . appender. consol e. | ayout . Conver si onPat t er n=%{yy/ MM dd

HH: mm ss} % %{2}:

%,; | og4dj . | ogger. org. apache. hadoop. fs. azurebfs. servi ces. Abf sl oU
ti | s=DEBUG, consol e; | og4j .| ogger. or g. apache. hadoop. fs. azur ebf s. servi ces. A
bf sC i ent =DEBUG, consol e; | og4j . | ogger . di st cp. Si npl eCopyLi st i ng=DEBUG cons
ol e; I og4j .1 ogger. di st cp. Snapshot Di f f Gener at or =DEBUG consol e

The extradebug logs are available in the $logDir/debug file. For example, hdfs://user/hdfs/.cm/
distcp/2023-08-24_206/debug.

The Replications Policies page displays arow of information about each replication policy which includes recent
messages about the last replication job run.

Y ou can limit the replication jobs that are displayed by selecting filters on the left. If you do not see an expected
policy, adjust or clear the filters. Use the search box to search the list of replication policies for path, database, or
table names.

Note: Only onejob corresponding to areplication policy can occur at atime; if another job associated with
IE that same replication policy starts before the previous one has finished, the second one is canceled.

The following table describes the columnsin the Replication Policies page:

1D Internally generated ID number for the replication policy. Provides a convenient way to identify a policy.
Click the ID column label to sort the replication policies table by 1D.

Name Unique name you specify when you created the replication policy.

Click the Name column label to sort the replication policies table by name.

Type Shows HDFS or Hive as the replication policy type.
Source Source cluster for the replication.
Destination Target cluster for the replication.
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Throughput

Progress

Completed

Next Run

Actions

Average throughput per mapper/file of all the files written.

Note: The throughput does not include the combined throughput of all mappers and the time taken to
B perform achecksum on afile after the file is written.

Current replication job status.

Time stamp when the replication job compl eted.
Click the Completed column label to sort the replication policies table by time.

Date and time for the next scheduled replication which depends on the schedul e parameters you specified during policy
creation. Hover over the date to view additional details about the scheduled replication.

Click the Next Run column label to sort the replication policies table by the next run date.

Click:

«  Show History to open the Replication History page for areplication palicy.

«  Edit Configuration to change the replication policy options as required.

« Dry Runto simulate arun of the replication task where no files or tables are copied. After the dry run completes,
select Show History to view the potential error messages and the number and size of files or tables that would be
copied in an actual replication appears on the Replication History page.

¢ Run Now to run thereplication task immediately.

«  Collect Diagnostic Datato open the Send Diagnostic Data screen where you can collect replication-specific
diagnostic data for the last 10 runs of the replication policy.

In the Send Diagnostic Data screen, select Send Diagnostic Data to Cloudera to automatically send the bundle to
Cloudera Support. Y ou can a so enter aticket number and comments when sending the bundle. After you click
Collect and Send Diagnostic Data, the Replication Manager generates the bundle and opens the Replications
Diagnostics Command screen. When the command finishes, click Download Result Data to download a zip file
containing the bundle.

« Disable| Enable to disable the replication policy or enable the disabled replication policy. No further replications
are scheduled for disabled replication policies.

« Deleteto remove the replication policy permanently from Replication Manager. Deleting a replication policy does
not delete copied files or tables.

When areplication job isin progress, the Last Run column shows a spinner and progress bar, and each stage of the
replication task is indicated in the message beneath the job's row. Click Command Details to view the command run
details. If the job is successful, the number of files copied isindicated. If there have been no changesto afile at the
source since the previous job, then that fileis not copied. As aresult, after the initial job, only a subset of the files
may actually be copied, and thisisindicated in the success message. Click Actions Show History to view more
information about the completed job.

The following sample image shows the Replication Palicies page in Cloudera Manager:
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B C.ouDzRA Replication Policies

Manager

& Clu
Create Replication Policy v

Filters
%® Diagnostics O IDt Name Type  Source Destination  Throughput Progress Completed Next Run
STATUS
Failed 7 0 s test HDFS  HDFs-1 HDFS-1 ©7:59PM None scheduled.
Lwl Charts Succeeded 2 Cluster 1 Cluster 1
2] Replication Running 0
Disabled 0 Message HDFS replication command succeeded.
% Administration Dry-run 0 From /tmp
To /tmp/rece
TYPE
HDFS 2 0 8 tsadf HDFS HDFS-1 HDFS-1 @ 12:33AM  None scheduled.
HDFS-S3 0 Cluster 1 @ test Cluster 1
Hive 1
Hive-S3 0 Message HDFS replication command succeeded.
HDFS-ADLS 0 From /tmp
ar Hive-ADLS 0 To /tmp/rec
unning Commands
SOURCE (0 12  testadsf Hive HIVE-1 HIVE-1 ©1:29AM  None scheduled
Cluster 1 ] Cluster 1 @ test Cluster 1
o admin Cluster 1 @ test 2
Message Hive Replication Import step failed.
TARGET Objects: Custom Databases

You can view the historical details about the replication jobs on the Replication History page.

The following table lists the columns that appear on the Replication History page when you click Actions Show
History to view the previously run replication jobs:
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Start Time Shows the job details.
Expand the section to view the following job details:

o Started At timestamp is when the replication job started.
»  Duration to complete the job.
»  Command Details appear in anew tab after you click View.

The Command Details page shows the details and messages about each step during the command run. Click
Context to view the service status page relevant to the command, and click Download to download the
summary as a JSON file.

Expand Step to choose Show All Steps, Show Only Failed Steps, or Show Only Running Steps. Y ou can
perform the following tasks in this section:

*  View the actual command string.

* View the start time and duration for the command run.

*  View the host status page for the command by clicking the host link.

*  View thefull log file for the command by selecting the stdout or stderr tab.

For more information, see Viewing Running and Recent Commands.
*  MapReduce Job details appear after you click thejob link.
*  Download the following HDS Replication Reportsin CSV format after you click Download CSV:

» Listing report contains the list of files and directories copied during the replication job.
*  Statusreport contains the full status report of the files where the replication status is shown as:

* ERROR occurred during replication, therefore the file was not copied.
 DELETED for deleted files.
»  SKIPPED for up-to-date files that were not replicated.
«  Error Status Only report contains the status report of al copied fileswith errors. The file lists the status,
path, and message for the copied files with errors.
» Deleted Status Only report contains the status report of all deleted files. The file lists the status, path, and
message for the databases and tables that were deleted.
»  Skipped Status Only report contains the status report of all skipped files. The file lists the status, path, and
message for the databases and tables that were skipped.
»  Performance report contains a summary report about the performance of the running replication job. The
report includes the last performance sample for each mapper that isworking on the replication job.
*  Full Performance report contains the performance report of the job. The report shows the samples taken
for all the mappers during the full execution of the replication job.
e (Dry Run only) Replicable Files shows the number of files that would be replicated during an actual
replication.
*  (Dry Run only) Replicable Bytes shows the number of bytes that would be replicated during an actual
replication.
*  View the number of Impala UDFs replicated. (Displays only for Hive/lmpala replications where Replicate
Impala Metadata is selected.)
* If auser was specified in the Run As Username field when creating the replication job, the selected user
appears.
*  View messages returned from the replication job.

Duration Time taken for the replication job to complete.

Outcome Status of the replication job as Successful or Failed.

Files Expected Number of files expected to be copied and its file size based on the parameters of the replication policy.

Files Copied Number of files copied and its file size for the replication job.

Files Failed Number of filesthat failed to be copied and its file size for the replication job.

Files Deleted Number of filesthat were deleted and its file size for the replication job

Files Skipped Number of files skipped and its file size for the replication job. The replication process skipsfiles that already exist

in the destination and have not changed.

The following sample image shows the historical details about an HDFS replication policy which includes the
replication policy name, policy type, source and target cluster details, and the next scheduled run:
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Replication Policies
Replication History

Name test Type HDFS Source HDFS-1 (Cluster 1) Destination HDFS-1 (Cluster 1) Next Run  None scheduled.

Start Time Duration Outcome Files Expected Files Copied Files Failed Files Deleted Files Skipped
v September 23, 2020 7:58 PM 1min  Successful 80 (722.5MiB) 17 (94.4 MiB) 0 (0B) 0 63 (628.1 MiB)
Started At September 23, 2020 7:58 PM
Duration a few seconds
Command Details View
MapReduce Job job_1600880827337_0009
HDFS Replication Download CSV v
Report
Message 17 file(s) copied, 63 unchanged.

Y ou can monitor the progress of an HDFS replication policy using the performance data that you can download as a
CSsV file from the Cloudera Manager Admin console.

The performance report contains information about the files being replicated, the average throughput, and other
details that can help diagnose performance issues during HDFS replications. Y ou can view this performance data
for running HDFS replication jobs and for completed jobs. The performance datais collected every two minutes.
Therefore, no datais available during the initial execution of areplication job because not enough samples are
available to estimate throughput and other reported data.

To view the performance data for arunning HDFS replication policy, perform the following steps:

1. Gotothe Cloudera Manager Replication Replication Policies page.
2. Locate and select the replication policy. Click Actions Show History .
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3. Click Download CSV for the HDFS Replication Report field, and choose one of the following options to
download the following performance reports:

» Performance file contains a summary report about the performance of the replication job which includes the
last performance sample for each mapper working on the replication job.

« Full Performance file contains the compl ete performance report about the job which includes all the samples
taken for all mappers during the full run of the replication job.

Replication Policies
Replication History

Name test Type HDFS Source HDFS-1 (Cluster 1) Destination HDFS-1 (Cluster 1) Next Run  None scheduled.

Start Time Duration  Outcome Files Expected Files Copied Files Failed Files Deleted Files Skipped
v September 23, 2020 7:58 PM 1min  Successful 80  (722.5MiB) 17  (944MiB) 0O (0B) 0 63 (628.1 MiB)
Started At September 23,2020 7:58 PM
Duration a few seconds
Command Details View
MapReduce Job job_1600880827337_0009
HDFS Replication Download CSV ~
Report
Listing
Message Status led.
> September 23,2020 7:43  Error Status Only ccessful 63  (628.1MiB) 15  (932MiB) 0 (0B) 0 48 (534.9 MiB)
Deleted Status Only
> September 23, 2020 7:41 ccessful 48 (5349MiB) 13 (92 MiB) 0 (0B) 0 35 (442.9 MiB)
Skipped Status Only
> September 23, 2020 7:39 ccessful 35  (4429MiB) 11  (90.8MiB) 0 (0B) 0 24 (352.2 MiB)
Performance
> September 23,2020 7:37.  Full Performance ccessful 24 (352.2 MiB) 9 (89.6MiB) 0 (0B) 0 15 (262.6 MiB)

4. Open thefilein aspreadsheet program such as Microsoft Excel.
The following columns appear in the CSV file:

» Timestamp when the performance data was collected.
« Host where the YARN or MapReduce job was running.
* Number of Bytes Copied for the file currently being copied.
» Time Elapsed (ms) for the copy operation of the file currently being copied.
e Number of Files Copied.
« Avg Throughput (KB/s) since the start of the file currently being copied in kilobytes per second.
* Filesizeof the Last File (bytes).
« Timetaken to copy Last File Time (ms).
» Last file throughput (KB/s) that is being copied in kilobytes per second.
5. Download the following CSV reports to view more information about the replication job:

« Listing report contains the list of files and directories copied during the replication jab.
« Statusreport contains the full status report of the files where the replication status is shown as:

* ERROR occurred during replication, therefore the file was not copied.
« DELETED for deleted files.
e SKIPPED for up-to-date files that were not replicated.

« Error Status Only report contains the status report of all copied fileswith errors. The file lists the status, path,
and message for the copied files with errors.

» Deleted Status Only report contains the status report of all deleted files. Thefile lists the status, path, and
message for the databases and tables that were deleted.

» Skipped Status Only report contains the status report of al skipped files. Thefile lists the status, path, and
message for the databases and tables that were skipped.
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Note the following limitations and known issues about the replication reports:

« If you click the CSV download too soon after the replication job starts, Cloudera Manager returns an empty file
or aCSV file that has columns headers only and a message to try later when performance data has actually been
collected.

» If you employ aproxy user with the form user@domain, performance datais not available through the links.

» If thereplication job only replicates small files that can be transferred in less than a few minutes, no performance
statistics are collected.

« |If you specify the Dynamic Replication Strategy during replication policy creation, statistics regarding the last file
transferred by a MapReduce job hide previous transfers performed by that MapReduce job.

* Only thelast trace per MapReduce job isreported in the CSV file.

Hive external table replication policies enable you to copy (replicate) your Hive metastore and data from one cluster
to another and synchronize the Hive metastore and data set on the 'destination’ cluster with the source, based on

a specified replication policy. Y ou can also use Cloudera Private Cloud Base Replication Manager to replicate
Hive/lmpala data to cloud, however you cannot replicate data from one cloud instance to another using Replication
Manager.

The destination cluster must be managed by the Cloudera Manager Server where the replication is being set up, and
the source cluster can be managed by that same server or by a peer Cloudera Manager Server.

Y ou must consider the following limitations and guidelines before you replicate Hive external tables using Hive
external table replication policies.

The following list provides the limitations and guidelinesto consider for Hive external table replication policies:

Hivereplication policy considerations
Before you create Hive external table replication polices, you must know how to specify the hosts
to improve performance; understand how DDL commands affect Hive tables during replication;
how to disable parameter replication in Cloudera Manager; and which properties to configure for
Hive replication in dynamic environments. For more information, see Hive external table replication
policy considerations.

Replicateto S3, ADLS, or GCP

Replication Manager replicates Hive/lmpala data from on-premises to cloud; however you cannot
replicate data from one cloud instance to another using Replication Manager.

To replicate Hive/lmpala data from on-premises to cloud you must have the appropriate credentials
to access the cloud account. Additionally, you must create buckets in S3 and GCP or Data L ake
storein ADLS. Replication Manager backs up file metadata, including extended attributes and
ACLswhen you replicate data to cloud storage.

Cloudera Private Cloud Base Replication Manager supports the following replication scenarios:
* Replicate to Amazon S3 from CDH 5.14+ and Cloudera Manager version 5.13+.

Replication Manager does not support S3 as a source or destination when S3 is configured to use
SSE-KMS.

* Replicate to Microsoft ADLS Genl from CDH 5.13+ and Cloudera Manager 5.15, 5.16, 6.1+.

* Replicate to Microsoft ADLS Gen2 (ABFS) from CDH 5.13+ and Cloudera Manager 6.1+.

» Replicate from CDP Private Cloud Base 7.11.3 CHF3 and higher clusters using Dell EMC Isilon
storage to CDP Public Cloud clusters on AWS, Azure, and GCP.

* Replicate from CDP Private Cloud Base 7.1.9 SP1 and higher to CDP Public Cloud clusters on
GCP.
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Replicate from CDH clusters

» Because of the warehouse directory changes between CDH clusters and Cloudera Private Cloud
Base, Hive external table replication policies do not copy the table data from the database and
tables specified in the source cluster. But the replication job compl etes successfully without any
disruptions.

Caution: While replicating from CDH clusters to Cloudera Private Cloud Base,

A it is recommended that the HDFS Destination Path is defined. If the HDFS
Destination Path is not defined and the Replicate HDFS File is set as true, the data
is replicated with the original source name. For example, the replicated table data
was to reside under /warehouse/tabl espace/external/hive directory but the data was
replicated to /user/hive/warehouse |ocation. Also, not defining HDFS Destination
Path before the replication process can result in alarge chunk of HDFS space
being used for unwanted data movement.

» Hive3 hasadifferent default table type and warehouse directory structure, therefore the
following changes apply while replicating Hive data from CDH5 or CDH6 versions to Cloudera
Private Cloud Base:

*  When you replicate from a CDH cluster to a Cloudera Private Cloud Base cluster, all tables
become External tables during Hive external table replication. This is because the default
tabletypeis ACID in Hive3, which is the only managed table type. As of this release,
Replication Manager does not support Hive2 -> Hive3 replication into ACID tables and all
the tables will necessarily be replicated as External tables.

Note: Managed tables are not supported by Replication Manager when you
E replicate data between Cloudera Private Cloud Base clusters.

» Replicated tables are created under the external Hive warehouse directory set by
hive.metastore.warehouse.external .dir Hive configuration parameter. Y ou have to make
sure that this has a different value than hive.metastore.warehouse.dir Hive configuration
parameter, that is the location of Managed tables.

« |f you want to replicate the same database from Hive2 to Hive3 (that has different paths by
design), you must use the Force Overwrite option per policy to avoid any mismatch issues.

» Hive external table replication policies do not support managed to managed table replication.

When you replicate from a CDH cluster to a Cloudera Private Cloud Base cluster, Replication

Manager converts managed tables to external tables. Therefore, to replicate managed tables

(ACID) and external tables in a database successfully, you must perform the following stepsin

the order shown below:

1. Create Hive ACID table replication policy for the database to replicate the managed data.
2. After the replication completes, create the Hive external table replication policy to replicate
the external tablesin the database.
Migrate Sentry to Ranger
Y ou require source Cloudera Manager version 6.3.1 and higher and target Cloudera M anager
version 7.1.1 and higher.
Replicate Atlas metadata

Atlas metadata for the chosen Hive external tables can be replicated using Hive external table
replication policies from Cloudera Private Cloud Base 7.1.9 SP1 or higher using Cloudera Manager
7.11.3 CHF7 or higher.

During the Hive external table replication policy creation process, when you choose the General
Replicate Atlas Metadata option, Replication Manager:

1. runsabootstrap replication for al the chosen Hive external tables and its Atlas metadata during
the first replication policy run. Bootstrap replication replicates all the available Hive external
tables' data and its associated Atlas metadata.
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2. runsincremental replication on the Hive external tables' data and its Atlas metadata during
subsequent replication runs. Here, the delta of the data and metadata gets replicated during each
run.

Ensure that you have the Atlas user credentials in addition to the Replication Administrator or Full
Administrator rolesto replicate Atlas metadata. The atlas user must also have relevant read and
write permissions to the staging locations.

Note: Replicating Atlas metadata using Hive external table replication policies

E and | ceberg replication policies, and replicating the metadata and data lineage of all
the Hive external tables, Iceberg tables, and any other Atlas supported entitiesin
the source cluster to the target cluster using Atlas replication policiesis atechnical
preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments.
To enable this feature, contact your Cloudera account team.

M etadata-only replication for Ozone storage-backed Hive external tables

Metadata-only replication for Ozone storage-backed Hive external tablesis supported from
Cloudera Private Cloud Base 7.1.9 SP1 or higher using Cloudera Manager 7.11.3 CHF7 or higher.
Y ou must replicate the data using Ozone replication policies.

Note: Thisisatechnical preview feature. Itisnot recommended for production
deployments. Cloudera recommends that you try this feature in development or test
environments. To enable this feature, contact your Cloudera account team.

Replication Manager replicates Ozone-backed Hive external tables when the Destination staging
path parameter contains an ofs.// path. By default (when no ofs.// path is used) Ozone backed
externa tables are ignored. When the ofs.// staging path is provided, only the Ozone backed tables
and databases are replicated. An error appears if non-Ozone backed table or database are found in
the replication scope.

The destination staging path can be specified on service, volume, or bucket level, and is used to map
the replicated database and table locations according to the following table:

ofs//[***DST OM SERVICE***] Source volume and bucket names are used on the
destination.

ofsi//[***DST OM SERVICE***]/[***SRC
VOLUME***]/[*** SRC BUCKET***]/[***SRC

PATH***]
ofs//[***DST OM SERVICE***]/[***DST Source bucket names are used on the destination,
VOLUME***] specified destination volume is used, source volumeis

dropped. Replicated entities (tables, databases) cannot
spread across multiple volumes.

ofs//[***DST OM SERVICE***]/[***DST
VOLUME***]/[*** SRC BUCKET***]/[***SRC

PATH***]
ofs//[***DST OM SERVICE***]/[***DST Source volume and bucket names are dropped, specified
VOLUME***]/[***DST BUCKET***] bucket is used as the destination. Replicated entities

cannot spread across multiple buckets.

ofs//[***DST OM SERVICE***]/[***DST
VOLUME***]/[***DST BUCKET***]/[***SRC
PATH#**]

Configuration-related guidelines
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 |If the hadoop.proxyuser.hive.groups configuration has been changed to restrict access to the
Hive Metastore Server to certain users or groups, the hdfs group or a group containing the hdfs
user must also be included in the list of groups specified for Hive/lmpala replication to work.
This configuration can be specified either on the Hive service as an override, or in the core-site
HDFS configuration. This applies to configuration settings on both the source and destination
clusters.

» If you configured on the target cluster for the directory where HDFS datais copied during Hive/
Impalareplication, the permissions that were copied during replication, are overwritten by the
HDFS ACL synchronization and are not preserved.

Note: If your deployment includes I ceberg tables or tables backed by Kudu, Replication Manager filters out
Ij the lceberg tables and the Kudu tables during the Hive external table replication process to prevent dataloss
or corruption.

Before you create a Hive replication policy, you must consider when to specify the hosts to improve performance,
understand how DDL commands affect Hive tables during replication, how to disable parameter replicationin
Cloudera Manager, and the additional properties to configure for Hive replication in dynamic environments.

When your cluster has Hive clients installed on hosts with limited resources and the Hive/lmpala replication policies
use these hosts to run commands for the replication, the replication job performance might degrade. To improve the
replication job performance, you can specify the hosts to use during replication so that the lower-resource hosts are
not used.

1. Gotothe ClouderaManager Clusters Hive service Configuration tab.

2. Locate the Hive Replication Environment Advanced Configuration Snippet (Safety Valve) property.

3. Addthe HOST_WHITELIST property and enter a comma-separated list of hostnames to use for Hive/lmpala
replication policies.
For example, HOST_WHITEL | ST=host-1.mycompany.com,host-2.mycompany.com.

4. Click Save Changes.

Before you create Hive replication policies, you must understand how DDL commands affect the Hive tables during
replication.

The following scenarios explain how the tables are affected when you use the drop  table and truncate table DDL
commands on Hive external tablesin aHive external table replication policy:

* Youdrop atablein areplication policy after the policy has run at least once. The table remains on the destination
cluster and does not get dropped during subsequent replication runs.

* You rename atable on the source cluster. On the target cluster, atableis created with the new name and the old
tableis also retained.

« You drop atable on the destination cluster and the tableis still included in the replication job. Thetableisre-
created on the destination during the next replication job.

* You drop atable partition or index on the source cluster. The next replication job drops it on the destination
cluster.

* Youtruncate atable, and the Advanced Delete Policy field is set to Delete to Trash or Delete Permanently in the
Hive external table replication policy wizard. The corresponding data files are deleted on the destination during
the next replication job.
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The following table shows the resulting actions in the target cluster when you run DDL commands in the source
cluster on the Hive external tables used in an Hive external table replication policy:

DDL command on Hive external tablesin Resulting actions on the table/partition and | Resulting actions on the table/partition and
sour ce cluster thefolder it resides on the source cluster thefolder it resideson the target cluster

after replication

credte table «  Createstable/ partition « Createstable
e Createsfolder e Createsfolder
drop table « Dropstable + Retainstable
¢ Retainsthefolder ¢ Retainsfolder
drop table with 'external .table.purge’="true’ « Dropstable e Retainstable
e Deletesfolder e Retainsfolder
rename table «  Renamestable «  Creates atable with the new name and the
« Retainsfolder name original table is retained.

e Thefolder isretained and houses newly
created and origina tables.

add partition «  Creates partition Creates partition

e Createsfolder *  Createsfolder
drop partition «  Drops partition Drops partition

e Retainsfolder * Retainsfolder
drop partition with 'external .table.purge="true’ |«  Drops partition «  Drops partition

¢ Deletesfolder ¢ Retainsfolder
rename partition «  Renames partition «  Renames partition

e Retainsfolder * Retainsfolder

Disabling replication of parameters during Hive replication

Parameters of databases, tables, partitions, and indexes are replicated by default during Hive/lmpaareplications. You
can disable the replication of parameters during Hive replication in Cloudera Manager.

Procedure

1. Gotothe ClouderaManager ClustersHive Service Configuration tab.
2. Enter the following parameter for the Hive Replication Environment Advanced Configuration Snippet property:

REPLI CATE_PARAMETERS=f al se

3. Click Save Changes.
4. Restart the Hive service.

Accommodate HMS changes for Hive replication policies

To use Replication Manager for Hive replication in environments where the Hive Metastore (HM S) changes often,
such as when a database or table gets created or deleted, you must configure additional properties to accommodate the
changes.

Procedure

1. Gotothe ClouderaManager Clusters HDFS Service Configuration tab.

2. Search for the HDFS Client Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml property on the
source cluster.
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3. Add the following key-value pairs:

* replication.hive.ignoreDatabaseNotFound and true
 replication.hive.ignoreTableNotFound and true

4. Click Save Changes.

5. Restart the HDFS service.

Y ou must set up your clusters before you create a Hive/lmpala replication policy. Y ou can aso use Cloudera Private
Cloud Base Replication Manager to replicate Hive/lmpala data from on-premises to cloud, however you cannot
replicate data from one cloud instance to another using Replication Manager.

Before you create a Hive external table replication policy, you must consider when to specify the hosts to improve
performance, understand how DDL commands affect Hive tables during replication, how to disable parameter
replication in Cloudera Manager, and the additional propertiesto configure for Hive replication in dynamic
environments. For more information, see Hive external table replication policy considerations.

Metadata-only replication for Ozone storage-backed Hive external tables is supported from Cloudera Private Cloud
Base 7.1.9 SP1 or higher using Cloudera Manager 7.11.3 CHF7 or higher. Y ou must replicate the data using Ozone
replication policies.

To replicate Hivellmpala data to cloud, you must have the appropriate credentials to access the cloud account.
Additionally, you must create bucketsin S3 and GCP or Data Lake storein ADLS. Replication Manager backs up file
metadata, including extended attributes and ACLs when you replicate datato cloud storage.

Replication Manager functions consistently across HDFS and Hive:

« Replication policies can be set up on files or directoriesin HDFS and on external tablesin Hive—without manual
translation of Hive datasets to HDFS datasets, or vice versa. Hive Metastore information is also replicated.

« Applications that depend on external table definitions stored in Hive, operate on both replica and source as table
definitions are updated.

» Set the Ranger policy for hdfs user on target cluster to perform all operations on all databases and tables. The
same user role is used to import Hive Metastore. The hdfs user should have access to all Hive datasets, including
all operations. Otherwise, Hive import fails during the replication process. To provide access, perform the
following steps:

1. LogintoRanger Admin Ul.
2. Gotothe Service Manager Hadoop_SQL Policies Access section, and provide hdfs user permission to the all-
database, table, column policy name.
e Onthetarget cluster, the hive user must have Ranger admin privileges. The same hive user performs the metadata
import operation.
Q Tip: The Apache Ranger access policy model consists of the following components:

« Specification of the resources that you can apply to areplication policy which includes the HDFS files and
directories; Hive databases, tables, and columns; and HBase tables, column-families, and columns.

« Specification of access conditions for specific users and groups.
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E Note:

* Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.

e Minimum required role - Replication Administrator or Full Administrator.

« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on
page 9.

1. If the source cluster is managed by a different Cloudera Manager server than the destination cluster, configure a
peer relationship.

For information about adding a source cluster as a peer, see Adding cluster as a peer.

2. Add therequired credentials in Cloudera Manager to access the cloud storage to replicate Hive/lmpala data to
cloud storage. Y ou can enter the s3a://[***BUCKET NAME***]/[*** PATH***] path to replicate to Amazon S3
and adl://[*** ACCOUNT NAME***] .azuredatal akestore.net/[ *** PATH***] path to replicate to ADLS.

a) Toadd AWS credentials, see How to Configure AWS Credentials.

Ensure that the following basic permissions are available to provide read-write access to S3 through the S3A
connector:

s3: CGet *

s3: Del et e*

s3: Put *

s3: Li st Bucket

s3: Li st Bucket Mul ti part Upl oads
s3: Abort Mul ti part Upl oad

b) Toadd ADLS credentials, perform the following steps:

1. Click Add AD Service Principal on the Cloudera Manager Admin Console Administration External
Accounts Azure Credentials page for the source cluster.

2. Enter the Name, Client ID, Client Secret Key, and Tenant Identity for the credentia in the Add AD
Service Principal modal window.

3. Click Add.

3. Click Create Replication Policy on the Cloudera Manager Replication Replication Policies page.

£~ CLOUDZRA

€ Vanager Replication Policies

Q Last Refreshed 6:04 AM

Create Replication Policy v

DT Name Type Source Destination Throughput Progress Completed Next Run

Filters

STATUS

Failed
Succeeded
] Replication Running

cocooo

& Administration

Dry-run

TYPE

HDFS
HDFS-83
Hive
Hive-s3
HDFS-ADLS
Hive-ADLS

coocooo
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4. Select Hive External Table Replication Policy.

CLOUDERA H H P
[1o1] Fanager Replication Policies
Search
_ [ Q search Last Updated: Sep 22, 11:30:54 AMUTC &
Create Replication Policy ~
Filters
O ot Name Type Source Destination  Throughput ~ Progress ¢ HDFS Replication Policy

~ STATUS Hive External Table Replication Policy

O s hive-replication- Hive HIVE-1 HIVE-1 = ——
Succeeded 2 base-cluster-to- External  Cluster 1@ dmx- Cluster 1
B I target-cluster-1 defaultdatalake-to-

Cluster_1

#1 Replication

Message Imported Hive metadata. Imported 1 databases, 2 tables, 0 indexes, 0 partitions, 0 functions, 0 table and partition column stats.

5. Configure the following options on the General tab:

Option Description

Name Enter a unique name for the replication policy.
Source Select the cluster with the Hive service you want to replicate.
Destination Select the destination for the replication. If thereis only one Hive

service managed by Cloudera Manager available as a destination,
thisis specified as the destination. If more than one Hive serviceis
managed by this Cloudera Manager, select from among them.

Destination Staging Path Enter one of the following:

* A valid HDFS path without the external table base directory
to store the Hive data and metadata, aroot for creating table
directories. Replication Manager uses this path to create the
table directory on the target cluster.

For example, if the Destination Staging Path is/mypath/ and
the table location on the source cluster is /user/hive/warehouse/
bdr.db/tabl. Enter /mypath in the field. After replication,
the table location on the target cluster is/mypath/user/hive/
warehouse/bdr.db/tabl.

*  Toreplicate metadata of Ozone backed external tables, add the
ofs:// path.

Enter the Ozone service and volume or bucket level path in one
of the following formats depending on your requirements:

«  ofs//[***DST OM SERVICE***]

«  ofs//[***DST OM SERVICE***]/[*** DST VOLUME***]

«  ofs//[***DST OM SERVICE***]/[***DST
VOLUME***]/[***DST BUCKET***]

For information about the path mapping, see Metadata-only
replication for Ozone storage-backed Hive external tables.

Permissions Select one of the following permissions:

« Do not import Sentry Permissions (Default)

« If Sentry permissions were exported from the CDH cluster,
import both Hive object and URL permissions

¢ If Sentry permissions were exported from the CDH cluster,
import only Hive object permissions
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Option Description

Databases Select Replicate All to replicate all the Hive databases from the
source, or enter the database names and table names.

To replicate only selected databases, clear the option and enter the

database name(s) and tables you want to replicate.

¢ Specify multiple databases and tables using the plus symbol to
add more rows to the specification.

«  Specify multiple databases on asingle line by separating their
names with the pipe (|) character. For example: mydbnamel|my
dbname2|mydbname3.

¢ Useregular expressionsin the database or table fields as shown
in the following examples:

«  To specify any database or table name, enter the following
regular expression:

[\w. +

¢ To specify any database or table except the one named
'myname', enter the following regular expression:

(?!'nynane\ b) . +

* To specify al thetablesin the dbl and db2 databases, enter
the following regular expression:

db1| db2
[\w]+

*  To specify al the tables of the dbl and db2 databases
(alternate method), enter the following regular expression:

dbl
[\w. ]+

Click + icon and enter the following expression:

db2
[\w. ]+

Schedule Choose:

¢ Immediate to run the schedule immediately.

¢ Onceto run the schedule one time in the future. Set the date and
time.

* Recurring to run the schedule periodically in the future. Set the
date, time, and interval between runs.

Replication Manager ensures that the same number of seconds
elapse between the runs. For example, if you choose the Start
Time as January 19, 2022 11.06 AM and Interval as 1 day,
Replication Manager runs the replication policy for the first time
at the specified timein the timezone the replication policy was
created in, and then runsit exactly after 1 day that is, after 24
hours or 86400 seconds.

Run As Username Enter the username to run the MapReduce job. By default,
MapReduce jobs run as hdfs. To run the MapReduce job as a
different user, enter the user name. If you are using Kerberos, you
must provide a user name here, and it must have an 1D greater than
1000.

Note: The user running the MapReduce job should have
IE read and execute permissions on the Hive warehouse
directory on the source cluster. If you configure the
replication job to preserve permissions, superuser
privileges are required on the destination cluster.
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Option Description

Run on peer as Username Enter the username if the peer cluster is configured with a different
superuser. Thisis applicable in a kerberized environment.

Replicate Atlas Metadata Choose to copy the Atlas metadata associated with the chosen Hive
external tables.

For more information, see Replicate Atlas metadata.

6. Configure the following options on the Sentry-Ranger Migration tab:

Option Description

Sentry export authorization-migration-site.xml extra properties Enter one or more additional arguments to either add a new property
or to override an existing property in the authorization-migration-
sitexml file. The authzmigrator tool uses these new/modified
properties during the Sentry export process on the source cluster.

Ranger import authorization-migration-site.xml extra properties Enter one or more additional arguments to either add a new property
or to override an existing property in the authorization-migration-
sitexml file. The authzmigrator tool uses these new/modified
properties during the Ranger import process on the target cluster.

The Sentry-Ranger Migration tab appears after you choose the If Sentry permissions were exported from the
CDH cluster, import both Hive object and URL permissions or If Sentry permissions were exported from the CDH
cluster, import only Hive object permissions option in the General Permissions field.

The Sentry-Ranger Migration tab is available in Cloudera Manager version 7.7.1 CHF18 and higher versions
and in 7.11.3 CHF5 and higher versions. For more information about the migration of Sentry policiesto Ranger
policies, see Migrate Sentry to Ranger using Hive external tables replication policies.

7. Configure the following options on the Resources tab:

Option Description

Scheduler Pool (Optional) Enter the name of aresource pooal in the field. The value
you enter is used by the MapReduce Service you specified when
Cloudera Manager executes the MapReduce job for the replication.
The job specifies the value using one of these properties:

«  MapReduce — Fair scheduler: mapred.fairschedul er.pool
¢ MapReduce — Capacity scheduler: queue.name
* YARN —mapreduce.job.queuename

Maximum Map Slots Enter the number of map tasks that the DistCp MapReduce job can
use for the replication policy. Default is 20.

Maximum Bandwidth Enter the bandwidth limit for each mapper. Default is 100 MB.

The total bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Replication Policies page shows the maximum bandwidth
set for the replication policy during replication policy
creation.

Q Tip: The Throughput field on the Cloudera Manager

Replication Strategy Choose Static or Dynamic to determine whether the file replication
tasks must be distributed among the mappers statically or
dynamically. The default is Dynamic

Static replication distributes file replication tasks among the mappers
up front to achieve a uniform distribution based on the file sizes.
Dynamic replication distributes file replication tasks in small setsto
the mappers, and as each mapper completes its tasks, it dynamically
acquires and processes the next unallocated set of tasks.
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8. Configure the following options on the Advanced tab where you can specify an export location, modify the
parameters of the MapReduce job that performs the replication, and select a MapReduce service (if thereis more
than onein your cluster):

Option Description

Replicate HDFS Files Clear the option to skip replicating the associated data files.

Force Overwrite Select the option to overwrite data in the destination metastore if
incompatible changes are detected. For example, if the destination
metastore was modified, and a new partition was added to atable,
this option forces deletion of that partition, overwriting the table with
the version found on the source.

Important: If the Force Overwrite option is not

& selected, and the Hive/lmpala replication process detects
incompatible changes on the source cluster, Hive/lmpala
replication fails. This sometimes occurs with recurring
replications, where the metadata associated with an
existing database or table on the source cluster changes
over time.

Directory for metadata file Enter / or avalid folder path in the target cluster to save the metadata
file. If thefield isempty or if the specified folder does not exist,
Replication Manager creates a new folder.

For example, the /.cm/hive-staging/ directory containing the
Hive metadatais stored in the specified target HDFS path during
replication, before the metadata is imported into the metastore
service. If thefield is empty, the/.cm/hive-staging/ directory is
generated in the /user/$[*** PROXY USER***] location on target
cluster where the proxyuser is hdfs.

Number of concurrent HMS connections Enter the number of concurrent Hive Metastore connections. The

connections are used to concurrently import and export metadata

from Hive. Increase the number of threads to improve Replication
Manager performance. By default, a new replication policy uses 4
connections.

a. If you set the value to 1 or more, Replication Manager uses
multi-threading with the number of connections specified.

b. If you set the value to 0 or fewer, Replication Manager uses
single threading and a single connection. Note that the source
and destination clusters must run a Cloudera Manager version
that supports concurrent HM S connections, Cloudera Manager
5.15.0 or higher and Cloudera Manager 6.1.0 or higher.

MapReduce Service Select the MapReduce or YARN service to use.
Log path Enter an alternate path for the logs.
Description Enter a description of the replication policy.
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Option Description

Error Handling

Select:

¢ Skip Checksum Checks to determine whether to skip checksum
checks on the copied files. If selected, checksums are not
validated. Checksums are checked by defaullt.

Important: You must skip checksum checks to
& prevent replication failure due to non-matching
checksumsiin the following cases:

*  Replications from an encrypted zone on the
source cluster to an encrypted zone on a
destination cluster.

* Replications from an encryption zone on the
source cluster to an unencrypted zone on the
destination cluster.

e  Replications from an unencrypted zone on
the source cluster to an encrypted zone on the
destination cluster.

Checksums are used for two purposes:

e Toskip replication of filesthat have already been
copied. If Skip Checksum Checks is selected,
the replication job skips copying afileif the
file lengths and modification times are identical
between the source and destination clusters.
Otherwise, the job copies the file from the source
to the destination.

e Toredundantly verify the integrity of data.
However, checksums are not required to
guarantee accurate transfers between clusters.
HDFS data transfers are protected by checksums
during transfer and storage hardware also uses
checksums to ensure that data is accurately
stored. These two mechanisms work together to
vaidate the integrity of the copied data

¢ Skip Listing Checksum Checks to determine whether to skip
checksum check when comparing two files to determine whether
they are same or not. If skipped, the file size and last modified
time are used to determineif files are the same or not. Skipping
the check improves performance during the mapper phase. Note
that if you select the Skip Checksum Checks option, this check
is also skipped.

«  Abort on Error to determine whether to abort the job on an
error. |f selected, files copied up to that point remain on the
destination, but no additiona files are copied. Abort on Error is
not selected by default.

«  Abort on Snapshot Diff Failuresif you want Replication
Manager to use a complete copy to replicate data when snapshot
diff fails during replication. If you select this option, the
Replication Manager aborts the replication when it encounters
an error instead.

Preserve

Determines whether to preserve the Block Size, Replication Count,
and Permissions asthey exist on the source file system, or to use
the settings as configured on the destination file system. By default,
settings are preserved on the source.

Note: Y ou must be running as a superuser to preserve
permissions. Use the Run As Username option to ensure
that is the case.
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Delete Policy Determines whether files that were deleted on the source should also
be deleted from the destination directory. This policy aso determines
the handling of filesin the destination location that are unrelated to
the source.

Choose:

*  Keep Deleted Filesto retain the destination files even when they
no longer exist at the source. Thisisthe default.

» Deleteto Trashif the HDFS trash is enabled.

*  Delete Permanently to use the least amount of space; use with
caution. This option does not delete the files and directoriesin
thetop level directory. Thisisin line with rsync/Hadoop DistCp
behavior.

Alerts Choose to generate aerts for various state changes in the replication
workflow. Y ou can choose to generate an alert On Failure, On Start,
On Success, or On Abort of the replication job.

Y ou can configure aerts to be delivered by email or sent as SNMP
traps. If alerts are enabled for events, you can search for and view the
alerts on the Eventstab, even if you do not have email notification
configured. For example, if you choose Command Result that
contains the Failed filter on the Diagnostics Events page, the alerts
related to the On Failure alert for all the replication policies for
which you have set the alert appear. For more information, see
Managing Alerts and Configuring Alert Delivery.

9. Click Save Policy.

» If your replication job takes along time to complete, see Improve network latency during replication job run to
improve network latency.

 If files change before the replication finishes, the replication might fail. For more information, see Guidelinesto
add or delete source data during replication job run.

» For efficient replication, consider making the Hive Warehouse Directory and the directories of any external tables
snapshottable, so that the replication job creates snapshots of the directories before copying the files. For more
information, see Hive/lmpala replication using snapshots and Guidelines to use snapshot diff-based replication.

e If your cluster has Hive clients installed on hosts with limited resources and the Hive/Impala replication policies
use these hosts to run commands for the replication, the replication job performance might degrade. To specify
the hosts to use during replication so that the lower-resource hosts are not used to improve the replication job
performance, see Specifying hosts to improve Hive replication policy performance.

When you create or edit a Hive external table replication policy in Cloudera Private Cloud Base Replication Manager,
you can choose to migrate the Sentry policies for Hive objects, Impala data, and URL s that are being replicated.
Replication Manager converts the Sentry policies to Ranger policies for the migrated data in the target cluster.

To migrate Sentry policies to Ranger policies using Hive external table replication policies, you must have installed
Cloudera Manager version 6.3.1 and higher on the source cluster and Cloudera Manager version 7.1.1 and higher on
the target cluster.
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Note: You must consider the following points before you initiate the Sentry to Ranger replication using Hive
external tables replication policies.

*  When you replicate a subset of the tablesin a database, the database-level policies are converted to
equivalent table-level policies for each table being replicated. For example, ALL on database is converted
to ALL on tableindividually for each table replicated.

e Therewill be no reference to the origina role names in Ranger. The permissions are granted directly to
the groups and users with respect to the resource and not the role. Thisis a different format to the Sentry
to Ranger migration during an in-place upgrade to Cloudera Private Cloud Base, which does import and
use the Sentry roles.

« Regardless of whether a policy is modified or not, each policy is re-created during each replication. If you
want to continue data replication and you also want to modify the target cluster’s Ranger policies (and
keep those modifications), you must disable the Sentry to Ranger migration on subsequent replication
policy runs. To accomplish thistask, edit the required Hive external table replication policy and choose
the Do not import Sentry Permissions (Default) option inthe General Permissions field.

Replication Manager performs the following tasks automatically during the replication job run to migrate Sentry
policiesin the source cluster to Ranger policiesin the target cluster:

1. Exports each Sentry policy asasingle JSON file using the authzmigrator tool. The JSON file contains alist of
resources, such as URI, database, table, or column and the policies that apply to it.

2. Copiesthe exported Sentry policies to the target cluster using the DistCp tool.

3. Ingests the Sentry policiesinto Ranger after filtering the policies related to the replication job using the
authzmigrator tool through the Ranger REST API endpoint. To filter the policies, the Replication Manager uses a
filter expression that is passed to the authzmigrator tool by Cloudera Manager.

Tip: During Hive external tables' replication, the authzmigrator tool uses the properties in the authorization-
migration-site.xml file to export Sentry policies from the source cluster and import Ranger policiesinto the
target cluster.

Starting from Cloudera Manager version 7.7.1 CHF18 and higher and 7.11.3 CHF5 and higher, you can modify
the properties in the authorization-migration-site.xml file during the Hive external table replication creation or edit
process on the Sentry-Ranger Migration tab.

The Sentry-Ranger Migration tab appears in the Hive external table replication policy wizard after you choose
the If Sentry permissions were exported from the CDH cluster, import both Hive object and URL permissions or If
Sentry permissions were exported from the CDH cluster, import only Hive object permissions option in the General
Permissions field.

Y ou can add one or more key-value arguments to either add a new property or override an existing property in the
authorization-migration-sitexml file. Y ou can add:

« key-value pairs for the properties to use during the Sentry export process on the source cluster in the Sentry export
authorization-migration-sitexml extra properties field.

» key-value pairs for the properties to use during the Ranger import process on the target cluster in the Ranger
import authorization-migration-site.xml extra properties field.

For example, if you want to use the URL prefix as specified in the authorization.migration.destination.l ocation.prefix
parameter in the authorization-migration-site.xml file, skip the Sentry policies with Owner privileges from the
migration process, and also inform Replication Manager that the Sentry and Ranger policies have role-based
permissions, you must perform the following steps:

1. Create or edit aHive external table replication policy on the Cloudera Manager Replication Replication Policies
page.

2. Choosethe If Sentry permissions were exported from the CDH cluster, import both Hive object and URL
permissions or If Sentry permissions were exported from the CDH cluster, import only Hive object permissions
option in the General Permissions field.
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3. Enter the following key-value pairsin the Sentry-Ranger Migration Sentry export authorization-migration-
site.xml extra properties field:

 authorization.migration.role.permissions = true

When set to true, the parameter informs Replication Manager that the Sentry policies use
roleBasedPermissions and that it must use the same during the Sentry export process.

* authorization.migration.skip.owner.policy = true

When set to true, Replication Manager skips the Sentry policies with Owner privileges during migration.

4. Enter the following key-value pairsin the Sentry-Ranger Migration Ranger import authorization-migration-
site.xml extra properties field:

* authorization.migration.destination.location.prefix = [*** DESTINATION LOCATION PREFIX***]

Enter the required destination location prefix depending on your requirements. For example,

if you are migrating Sentry policies from a CDH source cluster to atarget Cloudera Private

Cloud Base cluster, the prefix must match the CDP cluster’ s namespace. In thisinstance,

if the rootPath parameter is hdfs.//[*** CDP NAMESERVICE***], then you must enter

authorization.migration.destination.location.prefix=hdfs://[ *** CDP NAMESERVICE***]
 authorization.migration.url.ignore.scheme = ([***ENTER COMMA-SEPARATED PREFIXESTO USE

DURING MIGRATION. FOR EXAMPLE, S3, FILE ***])

The authorization.migration.url.ignore.scheme property is dependent on two other properties, that is
authorization.migration.translate.url.privileges and authorization.migration.destination.location.prefix in the
authorization-migration-site.xml file.

If the authorization-migration-site.xml file contains authorization.migration.trand ate.url.privileges

= true, authorization.migration.destination.location.prefix = hdfs://nsl, and the
authorization.migration.url.ignore.scheme property is not set, al the URL policies’ prefixes are replaced with
hdfs://nsl after the import process is complete. However, if afile:///opt/somevalue URL is available, then the
URL becomes hdfs://nsl/opt/someval ue after the import process.

If you set the config authorization.migration.url.ignore.scheme = s3file parameter in the Sentry-Ranger
Migration tab, then the above URL is skipped from updating as its prefix starts with file. Therefore, the URL
file:///opt/somevalue remains as is after the import process.

e authorization.migration.role.permissions = true

When set to true, the parameter informs Replication Manager that the Ranger policies must use roleBasedPer
missions and to use role-based permissions during the Sentry import process.

How to complete the process of translating Sentry privileges into Ranger policies.

No one-to-one mapping between Sentry privileges and Ranger service policies exists. Upgrading your platform
involves tranglating Sentry privilegesto their equivalents within Ranger service policies. After upgrading Cloudera
Manager and your cluster, this post-upgrade step completes the translation process.

1. In Ranger Actions, click Import Sentry Policies.
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2. Read the following points that describe how Sentry privileges appear in Ranger after the migration:

e Sentry permissions that are granted to roles are granted to groups in Ranger.

e Sentry permissions that are granted to a parent object are granted to the child object as well. The migration
process preserves the permissions that are applied to child objects. For example, a permission that is applied at
the database level aso applies to the tables within that database.

*  Sentry OWNER privileges are trandated to the Ranger OWNER privilege.

e Sentry OWNER WITH GRANT OPTION privileges are trandated to Ranger OWNER with Delegated Admin
checked.

« Sentry does not differentiate between tables and views. When view permissions are migrated, they are treated
astable names.

« Sentry privileges on URIs use the object store location as the base location.

< |If your cluster contains the Kafka service and the Kafka sentry policy had "action": "ALL" permission, the
migrated Ranger policy for "cluster" resource will be missing the "ater" permission. Thisis only applicable
for "cluster" resource. Y ou need to add the policy manually after the upgrade. This missing permission does
not have any functional impact. Adding the "ater" permission post upgrade is needed only for completeness
because the 'configure' permission allow alter operations.

e Sentry "alter" permission on cluster and topic is translated to "configure" in Ranger.

The following table shows how actions in Sentry translate to corresponding actions in Ranger:

SELECT SELECT

INSERT UPDATE

CREATE CREATE

REFRESH REFRESH

ALL ALL

SELECT with Grant SELECT

INSERT with Grant UPDATE

CREATE with Grant CREATE

ALL with Grant ALL with Delegated Admin Checked
ALTER CONFIGURE

Impala metadata is replicated as part of regular Hive/lmpala replication operations. |mpala metadata replication
is performed as a part of Hive external table replication. Impalareplication is only supported between two CDH
clusters. The Impala and Hive services must be running on both clusters.

Impala metadata replication is enabled by default but the legacy Impala C/C++ UDF's (user-defined functions) are not
replicated as expected. As aworkaround to ensure the replicated Impala functions work on the target, you can edit the
location of the UDF functions after the replication run is complete. To accomplish thistask, you can edit the “ path of
the UDF function” to map it to the new cluster address or you can use a script.
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For Impala clusters that do not use LDAP authentication, configure Advanced Invalidate Impala Metadata on
Destination during Hive external table replication policy creation so that the replication job automatically invalidates
Impala metadata after replication completes. If the clusters use Sentry, the Impala user should have permissionsto run
INVALIDATE METADATA.

The configuration causes the Hive/lmpala replication job to run the Impala INVALIDATE METADATA statement
per table on the destination cluster after completing the replication. The statement purges the metadata of the
replicated tables and views within the destination cluster's Impala upon completion of replication, allowing other
Impalaclients at the destination to query these tables successfully with accurate results. However, this operation

is potentially unsafe if DDL operations are being performed on any of the replicated tables or views while the
replication is running. In general, directly modifying replicated data/metadata on the destination is not recommended.
Ignoring this can lead to unexpected or incorrect behavior of applications and queries using these tables or views.

Note: If the source contains UDFs, you must run the INVALIDATE METADATA statement manually and
without any tables specified even if you configure the automatic invalidation.

Alternatively, you can run the INVALIDATE METADATA statement manually for replicated tables.

By default, for clusters where the version of CDH is 5.7 or higher, Impalaand Hive UDFs are persisted in the Hive
Metastore and are replicated automatically as part of Hive/lmpalareplication.

After areplication job is complete, you can see the number of Impala and Hive UDFs that were replicated during the
last run of the schedule on the Replication Policies page. Y ou can also view the number of replicated UDFs on the
Replication History page for previously-run replications.

Y ou can monitor the progress of a Hive/lmpala replication policy using performance data that you download as a
CSV file from Replication Manager.

Thisfile contains information about the tables and partitions being replicated, the average throughput, and other
details that can help diagnose performance issues during Hive/lmpalareplications. Y ou can view this performance
datafor running Hive/lmpala replication jobs and for completed jobs. The performance datais collected every two
minutes. Therefore, no datais available during theinitial execution of a replication job because not enough samples
are available to estimate throughput and other reported data.
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1. Toview the performance datafor arunning Hive/lmpalareplication policy, perform the following steps:
a) Gotothe Cloudera Manager Replication Replication Policies page.
b) Locate and select the replication policy. Click Actions Show History .
¢) Click Download CSV for the HDFS Replication Report field, and choose one of the following options to

d)

e

download the following performance reports:

Performance file contains a summary report about the performance of the replication job which includes
the last performance sample for each mapper working on the replication job.

Full Performance file contains the complete performance report about the job which includes al the
samples taken for all mappers during the full run of the replication job.

Open the file in a spreadsheet program such as Microsoft Excel.
The following columns appear in the CSV file:

Timestamp when the performance data was collected.

Host where the Y ARN or MapReduce job was running.

Number of Bytes Copied for the file currently being copied.

Time Elapsed (ms) for the copy operation of the file currently being copied.

Number of Files Copied.

Avg Throughput (KB/s) since the start of the file currently being copied in kilobytes per second.
File size of the Last File (bytes).

Time taken to copy Last File Time (ms).

Last file throughput (KB/s) that is being copied in kilobytes per second.

Download the following CSV reports to view more information about the replication job:

Listing report contains the list of files and directories copied during the replication job.
Status report contains the full status report of the files where the replication statusis shown as:

« ERROR occurred during replication, therefore the file was not copied.

* DELETED for deleted files.

e SKIPPED for up-to-date files that were not replicated.

Error Status Only report contains the status report of all copied fileswith errors. Thefile lists the status,
path, and message for the copied files with errors.

Deleted Status Only report contains the status report of al deleted files. The file lists the status, path, and
message for the databases and tables that were deleted.

Skipped Status Only report contains the status report of all skipped files. Thefile lists the status, path, and
message for the databases and tables that were skipped.
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2. To view the performance data for a completed Hive/lmpalareplication policy, perform the following steps:
a) Gotothe Cloudera Manager Replication Replication Policies page.
b) Locate and select the replication policy. Click Actions Show History .

c) Click Download CSV for the Hive External Table Replication Report field, and choose one of the following
options to download the following performance reportsin CSV format:

* Resultsfile contains alisting of replicated tables.
« Performance file contains a summary report about the performance of the replication job.

Note: The option to download the HDFS replication reports might not appear if the HDFS phase
E of the replication skipped al the HDFS files because they have not changed, or if the Advanced
Replicate HDFS Files option is not selected during Hive/lmpala replication policy creation.
d) Open thefilein a spreadsheet program such as Microsoft Excel.

The following columns appear in the CSV file:

« Timestamp when the performance data was collected.

e Host wherethe YARN or MapReduce job was running.

» DbName or database name.

» TableName or table name.

» TotalElapsedTimeSecs is the number of seconds elapsed from the start of the copy operation.

« TotalTableCount isthe total number of tablesto be copied. The value of the column shows -1 for
replications where Cloudera Manager cannot determine the number of tables being changed.

e TotalPartitionCount is the total number of partitions to be copied. If the source cluster is running Cloudera
Manager 5.9 or lower, this column shows -1 because older releases do not report thisinformation.

» DbCount isthe current number of databases copied.

* DbErrorCount is the number of failed database copy operations.

e TableCount isthe total number of tables for all databases copied so far.

e CurrentTableCount is the total number of tables copied for the current database.

e TableErrorCount is the total number of failed table copy operations.

« PartitionCount is the total number of partitions copied so far for al tables.

e CurrPartitionCount is the total number of partitions copied for the current table.

« PartitionSkippedCount is the number of partitions skipped because they were copied in the previous run of
the replication job.

« IndexCount isthe total number of index files copied for all databases.

* CurrlndexCount is the total number of index files copied for the current database.

* IndexSkippedCount is the number of index files skipped because they were not altered. Dueto abug in
Hive, thisvalue is always zero.

e HiveFunctionCount isthe number of Hive functions copied.

« ImpalaObjectCount is the number of Impala objects copied.

Note the following limitations and known issues about the replication reports:

« If you click the CSV download too soon after the replication job starts, Cloudera Manager returns an empty file
or aCSV file that has columns headers only and a message to try later when performance data has actually been
collected.

« If you employ a proxy user with the form user@domain, performance data is not available through the links.

» If thereplication job only replicates small files that can be transferred in less than a few minutes, no performance
statistics are collected.

 If you specify the Dynamic Replication Strategy during replication policy creation, statistics regarding the last file
transferred by a MapReduce job hide previous transfers performed by that MapReduce job.

e Only thelast trace per MapReduce job isreported in the CSV file.
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Y ou can create the Hive ACID table replication policiesin Cloudera Private Cloud Base Replication Manager to copy
ACID tables between Cloudera Private Cloud Base clusters for backup, load balancing, and other purposes.

Hive ACID table replication policies can:

* replicate ACID tables.
« perform incrementa replication based on metastore events.

To perform Hive ACID table replication using Replication Manager, Cloudera Manager Server must manage the
target cluster. You can use the same server or apeer Cloudera Manager Server to manage the source cluster. Hive
ACID table replication policies use Hive scheduler to schedule the frequency of replication policy job runs.

Important: To replicate managed tables (ACID) and externa tables in a database successfully, you must
& perform the following stepsin the order shown below:

1. Create Hive ACID table replication policy for the database to replicate the managed data.
2. After thereplication completes, create the Hive external table replication policy to replicate the external
tables in the database.

B Note: Do not drop a database that is under replication in source cluster or target cluster.

Hive ACID table replication policies cannot replicate data:

* between cloud-based clusters.
* inexterna tables.
* within the same cluster.

Understanding Hive ACID table replication

Compaction helpsthe Hive ACID replication process to work efficiently with the help of ChangeManager. Y ou
must consider afew guidelines when you enable compaction for Hive ACID replication. This topic discusses how
compaction works and how it benefits Hive ACID table replication.

Compaction is a background process that merges multiple delta and delete deltafilesinto alarger file, and discards
the obsolete versions and del eted records. The compaction processis performed at table-level for an unpartitioned
table, and at partition-level for a partitioned table. During the compaction process, the "read requests' use the old
deltafilesto capture the "write requests" in new deltafiles. After the compaction processis complete, the read
reguests use the new merged file. The old deltafiles are discarded after the existing read requests are compl ete.

When there is a high write throughput, the disks' write bandwidth and resources are shared between the deltafile
writes. A new database has the bandwidth for these write operations but as the database grows, more bandwidth is
required. In this scenario, if the compaction values are not configured carefully, the compaction process cannot keep
up with the incoming writes and the unmerged delete file count grows, which in turn affects the disk space and read
performance.

By default, compaction is not enabled. Y ou must enable the compaction process using the hive.compactor.initiator
.on = true key-value which is applicable to al the Hive tables. On atable-level, you can turn off compaction with the
table parameter NO_AUTO_COMPACTION using ALTER TABLE [***TABLE NAME***] SET TBLPROPERTI
ES ("no_auto_compaction" = "false"). Compaction runsin the background after you enable it depending on the other
configuration parameters as discussed in Table 1.
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For information about enabling the compaction process, see Initiate automatic compaction in Cloudera Manager.

Runs automatically when the ratio of the combined size of the delta Runs automatically when the number of delta directoriesin atable or
filesto the basefile surpasses the hlVe.COmpxtOr.del ta. pCtthreShOId part|t| 0N SUrpasses the hiVelcompactor.delta_num'thred']ol d property
property value, or if the number of aborted transactions exceed the hive | ygye,

.compactor.abortedtxn.threshold value. . ) )
Y ou can also trigger it on-demand using the ALTER TABLE

You can also trigger it on-demand using the ALTER TABLE command.

command.

Produces a single base file after the compaction is complete. Merges multiple deltafilesinto asingle merged deltafile. The basefile
remains intact.

The metastores’ transaction table removes the aborted transactions after
the table/partitions related to it are compacted.

The following high-level steps show how compaction works in the background when the compaction conditions are
met:

1. Theinitiator thread identifies the compaction candidate, and placesit in the compaction queue table
COMPACTION_QUEUE.

2. After the hive.compactor.check.interval value (configured in seconds) exceeds, the worker thread initiates the
major compaction process depending on the queue, and then initiates the minor compaction process.

Note: Ensure that the hive.compactor.check.interval value is high (preferably several minutes) to prevent
Namenode load performance issues.

When a compaction job remainsin the ‘in-progress’ state for along time, or the worker thread for it is no longer
available, the job is moved to the compaction queue table.

3. When the execution engine is MapReduce, map-only compaction jobs are generated for major and minor
compactions where:

a. theminor compaction job reads al the input files and writesto a single output file, and
b. the major compaction job reads all the records from the input files, retains the latest version of each record,
and then writes to afile.
4. The cleaner thread initiates the clean up operation after the compaction process is complete. In this process, the
thread:

a. identifiesthe old deltafiles using the Writel Ds in the directory names, and del etes them.
b. deletesthe TXN_COMPONENTS and TXNS tables for the partition or table that were compacted during the
major compaction process.

Hive ACID replication is not a continuous process. It involves an initial bootstrap replication and subsequent
incremental replications. ChangeManager plays a big role to maintain data consistency and also ensures efficient
replication. Y ou must enable ChangeManager manually. For more information, see Enable ChangeM anager.

The replication payload is not self-contained, that is the 'REPL LOAD operation' to copy the data files to the target
cluster might not happen immediately after the 'REPL DUMP operation' is complete. There might be an interval
between these operations.

Thefollowing list discusses the different scenarios when major compaction gets initiated because the required
conditions were met during the interval (that is, between the REPL DUMP and REPL LOAD operations), and how
ChangeM anager manages to preserve data integrity:
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* Major compaction occurs after the REPL DUMP operation is complete on the source.

In this scenario, the ChangeManager preserves the original filesin the REPL DUMP operation and facilitates the
copying of datafiles during the subsequent REPL L OAD operation.

« Magjor compaction occurs after a bunch of inserts, updates, and del etes operations are completed on the source
during the interval between the REPL DUMP and REPL LOAD operations.

During the REPL LOAD operation, the delta filesin the ChangeManager are considered and not the compacted
base filein the actual storage location. Therefore, the REPL LOAD operation completes successfully.

» Major compaction occurs before the REPL LOAD operation and no files in the source have been modified.
In this scenario, there is no impact on the replicated data.

Note: Automatic compaction isinitiated for a database on the target cluster only after the first successful
B incremental replication is complete.

For more information about compaction, see data compaction, starting compaction manually, and compactor
properties.

e The REPL DUMP operation must occur during the replication logs' retention period.

Replication logs have aretention period. Older logs that are not in the retention window get purged. For
information about retention of replication logs, see Retaining logs for Replication Manager.

e TheREPL LOAD operation must occur during the ChangeM anager retention period.

Add the hive.repl.cm.retain parameter to set the ChangeManager retention period in the Cloudera Manager
Clusters Hive-on-Tez service Configuration Hive Service Advanced Configuration Snippet (Safety Valve) for
hive-sitexml property. For more information, see Hive configuration parameters for Hive ACID table replication
policies.

E Note: No history is maintained after amajor compaction.

For example, if aread operation has an older Writel D reference, a FAILED: Execution Error, return code
10327, Not enough history available error might appear. Thisis because the read operation might have
been a part of a concurrent, long-running transaction during the compaction process.

Before you create a Hive ACID table replication policy, you must prepare the clusters for replication.

To perform Hive ACID table replication using Replication Manager, Cloudera Manager Server must manage the
target cluster. You can use the same server or apeer Cloudera Manager Server to manage the source cluster. Hive
ACID table replication policies use Hive scheduler to schedule the frequency of replication policy job runs.

Ij Note:

* Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.

e Minimum required role - Replication Administrator or Full Administrator.

« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on
page 9.
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1. Setup atwo-way trust between the Cloudera Private Cloud Base clusters. For more information, see Configure
two-way trust between clusters on page 74

2. Configure a peer relationship only if the source cluster is managed by a different Cloudera Manager server than
the target cluster. For more information, see Configuring a peer relationship.

3. Ensurethat the hive user and the hive group have 0755 port permission to the staging location if the target cluster
uses Dell EMC Isilon storage.

4. Configure the hive.repl.cm.enabled=true key-value pair on the source cluster for the following services to turn on
the ChangeManager:

Hive-on-Tez On the Configuration tab, search for Hive Service Advanced
Configuration Snippet (Safety Valve) for hive-site.xml property and

For example, Hive-on-Tez-1 st the key-value pair

Hive On the Configuration tab, search for Hive Service Advanced
Configuration Snippet (Safety Valve) for hive-site.xml property and

For example, Hive-1 st the key-value pair.

Hive On the Configuration tab, search for Enable ChangeM anager for

For example, Hive-1 Hive replication parameter and select it.

f Important: Restart the Hive and Hive-on-Tez service after you configure the key-value pair.

5. Configure Hive configuration parameters for Hive ACID tables. For more information, see Advanced Hive
configuration parameters for Hive ACID table replication policies on page 77.

Optionally, to optimize the replication policy performance, you can configure the parameters in Recommended
Hive configuration parameters for Hive ACID table replication policies on page 76 and Parameters to
optimize Hive ACID table replication performance on page 77 as necessary.

6. Enablethe Hive ACID table replication feature flag on the source and target cluster.
For more information, contact your Cloudera account team.

A two-way trust between the source cluster and target cluster is required when both the clusters use different
Kerberos KDC servers with the same realm or different realms. The staging directory is on the target cluster. It allows
the source cluster to access staging on the target cluster for both the DistCp and Y ARN jobs after you configure the
two-way trust between the clusters. The administrator must set up a one-way trust in order to use replication between
two kerberized clusters. Y ou can also set up aone-way trust when the staging directory is on the source cluster.
Optionally, atwo-way trust can be configured.

When the clusters use different Kerberos KDC servers with the same realm, you must point both the clustersto a
single Kerberos KDC server and regenerate the keytabs of the migrated cluster in Cloudera Manager.

To point the clusters to asingle Kerberos KDC server, perform the following steps:
1. Create asource cluster and atarget cluster that belong to the same realm.
For example, assume that the realm nameis EXAMPLE.COM.

Note: In this example, EXAMPLE.COM points to the KDC server on the source cluster. It can point to
E the target cluster as well.

2. Set up the /etc/krb5.conf file on al the hosts of both the source and target clusters.
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3. Perform the following steps only on the target cluster:

e [realmg] section - In the target cluster, copy EXAMPLE.COM from the source cluster's KDC, admin_server,
and default_domain settings.

e [domain_realm] section - Enlist al the hosts of both source and target clusters.
To regenerate the keytabs of the migrated cluster, perform the following steps:

Log into Cloudera Manager with administrator privileges.

Stop all the services including the Cloudera Management Service.

Go to the Administration Security Kerberos credentials page.

Click Setup KDC for this Cloudera Manager option.

In the Setup KDC for this Cloudera Manager wizard, choose the following options:

a. Onthe Getting Started page, select MIT KDC. Select | have completed al the above steps after you make
sure that all the steps in this page are complete.
b. Click Continue.
¢. Onthe Enter KDC Information page, update the KDC Server Host information as per the source cluster
configuration.
d. Click Continue.
e. Enter therequired detailsin all pages of the wizard to complete the setup.
6. Gotothe Administration Security Kerberos Credentials page.
Select all thelisted Principal values, and click Regenerate Selected.
8. Restart the Cloudera Management Service and the clusters.

gk wbdhpe

~

When the Cloudera Private Cloud Base source cluster and target cluster use different Kerberos KDC servers with
different realms, you must set up atwo-way KDC trust between the clusters.

Hive ACID table replication policies use acommon staging location on the source or target cluster. To set the
staging location path, use the hive.repl.rootdir configuration parameter to configure the HDFS root directory for al
replication dumps in the source cluster. The REPL DUMP command dumps data into the staging location and the
REPL LOAD command reads the data from the staging location. The REPL DUM P command runs in the source
cluster and the REPL LOAD command runsin the target cluster.

When the staging location is on the target cluster, the source cluster hosts access the target HDFS staging location.
The target KDC trusts the connections from the source using trusted keytabs. Similarly, if the staging location ison
the source cluster, the target cluster hosts access the source HDFS staging location.

To set up two-way trust between the Cloudera Private Cloud Base source and target cluster, perform the following
steps:
1. Create clustersthat belong to different Kerberos reams.

For example, assume that you have Realm: “DRT” for the target cluster and Realm: “DRS’ for the source cluster.
2. Set up the /etc/krb5.conf file on all hosts of both the source and target hosts:

a. [realms]section - Enlist both the DRS and DRT realms, DRS from the source cluster's Kerberos KDC,
admin_server, and default_domain settings.

b. [domain_realm] - Enlist all the hosts of both source and target clusters.
c. Add krbtgt/DRS@DRT principal on both the source and target hosts that have HDFS NameNode role.

$ sudo kadnin. | ocal

kadnmi n. | ocal : addprinc -pw cl oudera krbt gt/ DRS@RT

WARNI NG. no policy specified for krbtgt/DRS@RT; defaulting to no policy
Princi pal "krbtgt/DRS@RT" created

kadmi n.local: listprincs
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3. In Cloudera Manager, perform the following steps:

a. Enable DRT as Trusted Kerberos Realm in source cluster HDFS service's configuration.

b. Enable DRS as Trusted Kerberos Realm (trusted_realm) in target cluster's configuration along with the source
host name where HDFS NameNode role is present.

¢. Enable DRS as Trusted Kerberos Realm in target cluster HDFS service's configuration.

d. Accessthe remote HDFS endpoint to verify whether the trust set up is successful. To access the remote HDFS
endpoint, run the following commands:

ki nit krbt gt/ DRS@RT
hadoop fs -1s hdfs://[***REMOTE HDFS ENDPO NT***] >: 8020/

Before you create aHive ACID table replication policy, you must configure the required Hive parameters.

Before you create a Hive ACID table replication policy, you can configure the recommended parameters for optimum
performance.

1. Configure the following properties on the Cloudera Manager Clusters Hive-on-Tez Service Configuration page,
and then restart the Hive-on-Tez service:

a) Configure maximum concurrent policiesto run at atime.

Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml property, enter
hive.schedul ed.queries.max.executors parameter, and the required value.

For example, if you set the value to 30, Replication Manager runs a maximum of 30 replication policiesat a
time.

b) Configure the connection pool size. Ensure that the value is equal to or higher than the number of configured
maximum concurrent policies.
Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml property, enter
datanucl eus.connectionPool.maxPool Size parameter and the required value.

2. Enable bootstrap load to run DistCp jobsin parallel from asingle replication policy using the REPL LOAD
command on the source cluster to set hive.exec.parallel to true, and then set the hive.exec.parallel.thread.number
parameter equal to the number of cores at session level.

For example, if the number of available coresin the source cluster is 128 and you want to run parallel replication
policies, run the following commands:

set hive. exec.parallel.thread. nunber=128
REPL LOAD [***DATABASE NAMVE***] FROM [ *** Dl RECTORY NAVE***] W TH (' hi ve
.exec.parallel'="true' ")

3. Preserve owner or user permissions, group permissions, and HDFS ACL s in source and target clusters during
replication.
Y ou can append the DistCp command line optionsin any combination (u for user, g for group, p for permission,
and afor ACL) to the distcp.options command to preserve the permissions during Hive ACID table replication.
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The other DistCp command line options that you can use are r for replication number, b for block size, ¢ for
checksum-type, x for XAttr, and t for timestamp.

E Note: You must have superuser privileges to preserve the user and group permissions, and HDFS ACLSs.

Y ou can use DistCp options only for the DistCp jobs that are initiated by Hive. To preserve the permissions
and ACLs, set the DistCp command line options using the WITH clause in the REPL LOAD and REPL DUMP
commands.

For example, to preserve the owner or user permissions, group permissions, and ACLs, run the REPL LOAD
[***DATABASE NAME***] FROM [***DIRECTORY NAME***] WITH distcp.options.puga command.

Y ou can configure the additional Hive service configuration parameters as necessary.

1. Configurethe event timeto live (TTL) parameter to 7 daysin the Hive-on-Tez service.

a) Gotothe ClouderaManager Clusters Hive-on-Tez service Configuration page.

b) Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml property.

¢) Enter the hive.metastore.event.db.listener.timetolive parameter, and value as 7. The unit for the parameter is
days.

d) Enter the hive.repl.event.db.listener.timetolive parameter, and value as 7. The unit for the parameter is days.

€) Enter the hiverrepl.cm.retain parameter, and the value as 7d. 7d indicates seven days.

Note: The hive.metastore.event.db.listener.timetolive parameter value must match the hive.repl.cm

Ij .retain parameter. Therefore, you need to configure the hive.repl.cm.retain parameter to 7 days as well.
When you change one of the two properties, make sure that you update the other parameter with the
same value.

Tip: When an event’s TTL expires, the event is removed from the metastore and the replication policy
Q job showsaFAILED_ADMIN state with the error Notification events are missing in the meta store. To
recover from this state, re-bootstrap the database.
2. Configure the event timeto live (TTL) parameter to 7 daysin the Hive service.

a) Gotothe ClouderaManager Clusters Hive service Configuration page.

b) Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml property.

¢) Enter the hive.metastore.event.db.listener.timetolive parameter, and value as 7. The unit for the parameter is

days.
d) Enter the hive.repl.event.db.listener.timetolive parameter, and value as 7. The unit for the parameter is days.
€) Enter the hive.repl.cm.retain parameter, and the value as 7d. 7d indicates seven days.

Note: The hive.metastore.event.db.listener.timetolive parameter value must match the hive.repl.cm

Ij .retain parameter. Therefore, you need to configure the hive.repl.cm.retain parameter to 7 days as well.
When you change one of the two properties, make sure that you update the other parameter with the
same value.

3. Configure the metastore.schedul ed.queries.execution.timeout parameter to 600 seconds.
4. Configure the metastore.housekeeping.threads.on parameter to true.
Caution: Ensurethat you set this parameter on only ONE instance of Hive Metastore. Y ou can set this

by navigating to the Hive 1 (Hive Metastore) / Instances Configuration page and then set the instance
specific configuration.

5. Restart the services after you configure the parameters.

To optimize Hive ACID table replication performance, you can configure Hive configuration parameters.

hiverepl.retry.initial.delay
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Configure the first retry delay in seconds.
The default value is 60 seconds.

hive.repl.retry.backoff.coefficient

Configure the exponential delay between retries. (Previous Delay) * (Backoff Coefficient)
determines the next retry interval.

The default valueis 1.2.
hiverepl.retry.jitter
Configure the random jitter to avoid al retries happening at the same time.
The default valueis 30 seconds.
hive.repl.retry.max.delay.between.retries
Configure the maximum allowed retry delay in minutes after including exponential backoff.
The default value is 60 minutes.

hive.repl.retry.total.duration
Configure the total allowed retry duration in hourswhich isinclusive of al retries. Once thisis
exhausted, the policy instance is marked as failed and needs manual intervention to restart.
The default value is 24 hrs.

hive.repl.approx.max.load.tasks

Configure an approximate maximum number of tasks to run before the next set of tasksis
dynamically generated. Thisis an approximate value because Hive stops at a slightly higher number
as some events lead to atask increment that might cross the specified limit.

The default value is 10000.

hive.repl.partitions.dump.parallelism
Configure the number of threads to dump partition data information during repl dump.

The default value is 100.

hive.repl.run.data.copy.tasks.on.tar get
Configure the parameter to true so that replication runs the data copy tasks during the repl load
operation.
The default value istrue.

hive.repl filelist.cache.size

Configure the threshold for the maximum number of data copy locations to be kept in memory.
When the hive.repl.run.data.copy.tasks.on.target parameter is set to true, this parameter is not
considered.

The default value is 10000.

hive.repl.load.partitions.batch.size

Configure the maximum number of partitions of atable to batch together during areplication load.
All the partitions in a batch makes a single metastore call to update the metadata. The data for these
partitions is copied before the metadata batch is copied.

The default value is 10000.

hive.exec.copyfile maxnumfiles

Configure the maximum number of files that Hive uses to perform sequential HDFS copies between
directories. To increase the copy speed for alarge number of files, distributed copies (distcp) are
used.

The default valueis 1L.
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hive.exec.copyfile maxsize
Configure the maximum file size in bytes that Hive uses to perform single HDFS copies between
directories. To increase the copy speed for bigger files, distributed copies (distcp) are used.
The default valueis 32L * 1024 * 1024.

hive.exec.parallel .thread.number

Maximum number of Hive ACID table replication policies that can runin parallel. The maximum
number of parallel policiesis equal to the number of available coresin the source cluster. Set this
property at session level.

Before you set this value, configure the hive.exec.parallel parameter to true by running the REPL
LOAD command using the WITH clause.

Before you create Hive ACID table replication policies, you need to configure the file access control lists for an
Impala user to access the cmroot directory based on whether the source cluster has one encryption zone, multiple
encryption zones, or no encryption zone.

When the source cluster has only one encryption zone or no encryption zone, you can run the following commands to
provide the Impala user access to cmroot directory:

« hdfsdfs-setfacl -m default:group:hive:rwx [*** CMROOT PATH IN hive.repl.cmrootdir***]
» hdfsdfs-setfacl -m user:impalarwx [*** CMROOT PATH IN hive.repl.cmrootdir***]

When there are multiple encryption zones in the source cluster, you must manually configure the file access control
listsfor Impala users for each encryption zone. In each encryption zone, a cmroot directory is available in the root of
the encryption zone.

Run the following commands to set the file access control list for the user and group:

* hdfs dfs-setfacl -m default:group:hiverrwx [*** ENCRYPTION ZONE PATH or VALUE OF
hive.repl.cm.encryptionzone.rootdir***]

« hdfs dfs -setfacl -m user;impalarwx [*** ENCRYPTION ZONE PATH or VALUE OF
hive.repl.cm.encryptionzone.rootdir***]

E Note: Thedefault valueof hi ve. repl . cm encrypti onzone. root di r is.cmroot.

For example, if the first encryption zone is /user/hive/encrl and the other encryption zone is /user/hive/encr2, you
must provide permissions for both the encryption zones. To provide the required permissions, perform the following

steps:
1. Run the following commands to provide access permissions to the cmroot directory in the first encryption zone:

hdf s dfs -setfacl -mdefault:group:hive:rwx /user/hivel/encrl/.cnroot
hdf s dfs -setfacl -muser:inpal a:rwx /user/hivel/encrl/.cnroot

2. Run the following commands to provide access permissions to the cmroot directory in the second encryption zone:

hdf s dfs -setfacl -m default:group:hive:rwx /user/hivel/encr?2/.cnroot
hdf s dfs -setfacl -muser:inpal a:rwx /user/hivel/encr2/.cnroot
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Creating Hive ACID table replication policy

Y ou can create a Hive ACID replication policy after you set up the environment and configure the required
parameters.

Before you begin
Verify whether the prerequisites are met. For more information, see Preparing to create Hive ACID table replication
policies on page 73.

Important: To replicate managed tables (ACID) and external tablesin a database successfully, you must
perform the following stepsin the order shown below:

1. Create Hive ACID table replication policy for the database to replicate the managed data.

2. After thereplication completes, create the Hive external table replication policy to replicate the external
tables in the database.

Procedure

1. Gotothe Replication Replication Policies pagein the Cloudera Manager for the target cluster where the peer is
Set up.

2. Click Create Replication Policy.

3. Select Hive ACID Table Replication Policy.

The following sample image shows the Hive ACID Table Replication Policy option on the Replication Policies
page in Cloudera Manager:

Replication Policies

l Q Search Last Refreshed 6:30 AM

Create Replication Policy v

Filters

Dt Name Type Source Destination Throughput Progress Completed HDFS Replication Policy

Hive Replication Polic
No replication policies.
Hive on Tez Replication Policy

v STATUS

z
3
coooo

HDFS-ADLS
Hive-ADLS
Hive on Tez

z
2
coccoocoo

The Create Hive ACID Table Replication Policy wizard appears.
4. Inthe General tab, configure the following options:

Option Action to perform

Policy Name Enter a unique name for the replication policy.
Source Choose the source cluster.
Destination Choose the target cluster.
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Option Action to perform

Destination Staging Path Enter avalid path to the staging location. The path must have the
required permissions for the hive user. For example: /user/hive/data.

Hive ACID table replication policy uses acommon staging location
on the source or target cluster. After you enter avalid path to the
staging location, the hive.repl.rootdir parameter is configured with
this path. The REPL DUMP command dumps data in the staging
location in the source cluster. The REPL LOAD command reads the
data from the staging location. The REPL DUMP command runsin
the source cluster and the REPL LOAD command runsin the target
cluster.

Important: Do not change or delete this path until the

& replication policy isin force and do not edit or modify
the path during the replication life cycle. If you edit,
change, or delete the path, replication errors occur or the
replication isincomplete.

Source Database Enter the source database name.

Schedule Schedule the replication job as necessary. The Hive ACID table
replication policy uses the Hive scheduler to schedule the replication
policies.

Y ou can choose the following schedul e options:

¢ Every - Choose an interval. The schedule starts at the next
exact interval based on the server time. If you want to start it
immediately, issue a Run Now operation.

For example, if you are in California and the destination cluster
isin the Europe (Frankfurt) region, the scheduleis set based on
the server time, that is, Frankfurt local time.

¢ Unix Cron Expression - Enter avalid Unix cron expression.

Y ou can generate the Unix cron expression in the following
page, and then useit in the Create Hive ACID Table Replication
Policy wizard:

https://www.freeformatter.com/cron-expression-generator-
quartz.html

For example, you can use 0 */30 * ?* * to schedule the policy to
run every 30 minutes, 0 0 */4 ?* * to schedule the run for every
4 hours,or 000 * * ?every day at midnight.

Run as Username Enter hive.

5. Click the Resources tab to configure the following options:

Option Description

Scheduler Pool (Optional) Enter the name of aresource pool.

The value you enter is used by the MapReduce Service when
Cloudera Manager runs the MapReduce job for the replication. You
can use one of the following property:

¢ MapReduce — Fair scheduler: mapred.fairscheduler.pool

* MapReduce — Capacity scheduler: queue.name

¢ YARN — mapreduce.job.queuename

Note: The DistCp job running on the target cluster or a
E Y ARN uses the mapreduce.job.queuename property.

Maximum Number of Copy Mappers Enter the maximum number of simultaneous copy mappers for
DistCp. The default valueis 20.
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Option Description

Maximum Bandwidth per Copy Mapper Enter the bandwidth limit for each mapper. Default is 100 MB.

The total bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Replication Policies page shows the maximum bandwidth
set for the replication policy during replication policy
creation.

Q Tip: The Throughput field on the Cloudera Manager

6. Select the Advanced tab to configure the following options:

Option Description

Policy Description (Optional). Enter a brief description for the replication policy.

Overrides Enter key-value pairs to override parameters for Hive ACID table
replication configuration.

For example, when you use HA-based clusters, you can enter

the relevant key-value pairs. During the replication process, the
Replication Manager overrides the key-values pairs. Y ou can also
pass the DistCp argument.

7. Click Saveto run the Hive ACID table replication policy.

When a non-recoverable error appears with the FAILED_ADMIN status for areplication job, perform the following
steps to fix the error:

Go to the error log path.

Search for the file named _non_recoverable.

Check the error stack that is printed in the _non_recoverablefile.
Fix the error.

Delete the _non_recoverable file. For the next replication jobs in the policy to function normally, the _non rec
overable file must be deleted.

o rwbdheE
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After you create areplication policy, you can run the replication job, disable or delete the job, edit the policy
configuration, or view the replication job history in Cloudera Manager.

Procedure

1. Gotothe Cloudera Manager Replication Replication Policies page.
The following replication policy details appear on the page:

Columns Description

1D Automatically generated replication policy ID.

Name Name of the replication policy.

Type Shows Hive ACID for Hive ACID replication policies.

Source Source cluster used in the replication policy.

Destination Target cluster used in the replication policy.

Progress Shows a spinner when the replication policy job is running.

Completed Timestamp when the replication job is submitted to the Hive service.

Next Run* Shows Managed by Hive message. Hover over the message to see
more information about the next scheduled run.
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Message Shows the status of the replication job.

The following job states of the replication job run appear depending
on the replication job status:

* Waiting for Update appears after the replication policy creation
is complete and remains until the job status is confirmed by the
Hive service.

* Running appears when the replication job isin progress.

» Failed appears after the replication policy has failed.

¢ Skipped appears when the replication job is skipped.

e Success appears after the replication job completes successfully.

*When you schedule and submit a Hive ACID replication policy, the Next Run field shows the None scheduled message on the Replication
Policies page. When the next run is scheduled, the date and time do not appear. Y ou can ignore the None scheduled message as the
replication job runs on Hive as scheduled or as per the schedule clause. Note that the schedules are managed by Hive. Cloudera Manager
does not run any scheduled runs.
2. Select the required replication policy.
3. Click Actionsto view the following action items:
a) Show History opens the Replication History page where you can view the replication policy job history.

On this page, you can view the replication policy name, the replication policy type, the chosen source and
destination clusters for the policy, and the next scheduled run.

The page also shows the following statistics for each replication policy job:

« Start Time of areplication policy job.
e Duration or time taken to complete the job.
e Outcome of the current job status.
« Origin of collected Hive metrics. Click SOURCE or TARGET in the field to view the metrics for the
replication job.
» Total number of Tablesto be replicated to the number of tables replicated successfully.
» Functions column is incremented whenever afunction is processed during dump and load operations.
e Eventscolumnisincremented for every event dumped during dump operation and every event loaded
during load operation. The counts for dump and load operation might not match because they are distinct
operations.
b) Edit Configuration allows you edit the schedule of the replication policy.
¢) Run Now runs the replication jab.
d) Disablethe selected replication job.
€) Deletethe selected replication job.

The troubleshooting scenarios in this topic help you to troubleshoot the Hive ACID table replication policiesin
Replication Manager.

This scenario appears when there is no data to load during replication load on the target cluster.

FAILED with SKIPPED status might indicate an issue with the dump schedule on the source cluster. This can aso
appear when the dump completes after the load starts which might result in no data to load. Note that the first run
(bootstrap) of the schedule takes alonger time than the subsequent (incremental) runs. Hence, the Hive query on the
target side (load) might fail because the query runs at the same time as on source before the source completes the
dumping operation.
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When a non-recoverable error appears for areplication job and the status says FAILED_ADMIN, you can perform
the following steps to recover a schedule from this state:

Go to the error log path.

Search for the file _non_recoverable.

Search for the error stack in the _non_recoverablefile.
Fix the error.

Deletethe non_recoverable.

o wDdh e

Note: For the next replication jobsin the policy to function normally, the _non_recoverable file must be
deleted.

One of the possible errors that might appear with FAILED_ADMIN status is when the notification events’ TTL
expires. Thisresultsin notifications being deleted in the metastore. In this scenario, the workaround isto start afresh
bootstrap phase of replication.

To re-bootstrap the database in the source cluster, perform the following steps:

1. Use beeline to drop the target database.
2. Remove the dump directory on HDFS for the required policy. The path of the non_recoverable error file path has
the dump directory path.

The policy schedule resumes automatically with the bootstrap phase.

The following use cases show how the default location and custom locations for databases and tables are handled
during Hive ACID table replication:

* Usecasel - Database location and managedl ocation properties.

» |If the source database properties |ocation and managedi ocation are set to the default location
(<dbname>.db.toL owerCase()), the target database properties location and managedlocation are also set to the
default location after replication.

 If the source database properties location and managedlocation are set to custom locations, the target database
properties location and managedlocation retain the corresponding custom locations on the target cluster after
replication.

By default, the custom location is retained on the target cluster. Y ou can disable this behaviour by configuring
the hive.repl.retain.custom.db.locations.on.target policy-level configuration property to false. When you disable
this property and run the Hive ACID table replication, the replicated database |ocations on the target cluster are
set to default locations, irrespective of whether the database [ocations on the source are set to default or custom
locations.
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» Usecase 2: Table location and managedlocation properties.

« After replication, areplicated managed table inherits the parent’ s database managed| ocation property
irrespective of whether the managedlocation property of the parent’s database is set to the default location or
custom location on the source cluster.

» After replication, areplicated external table derivesits location from the value of the
hive.repl.replica.external .table.base.dir property and the external table location on the source cluster.

For example, if an external table ext_tabl islocated at /ext_loc/ext_tabl/ on the source cluster and the
hive.repl.replica.external .table.base.dir property is configured as/ext_basel on the target, the location for
ext_tabl on thetarget cluster is/ext_basel/ext_loc/ext_tabl.

The hive.repl.replica.external.table.base.dir property is derived from the value you set for the External Table
Base Directory option in the Hive ACID table replication policy.

To replicate managed tables (ACID) and external tables in the database successfully, you must first replicate the
ACID tables using Hive ACID table replication policy. After the replication policy run completes, create the Hive
external table replication policy to replicate the external tables in the database.

Note: You must ensure that the target database name is the same as the source database name, otherwise
IE issues appear during or after data replication.

To accomplish this task, perform the following steps:

1. Create aHive ACID table replication policy where you choose the reguired database. The replication policy
replicates data and metadata of the ACID tables in the database.

Thefirst run of the replication policy performs a bootstrap replication. During bootstrap replication, the target
databaseis created and al the ACID tables are replicated to the target database. The subsequent policy runs
areincremental. During incremental replication, only the source database changes between the current run and
previous run are replicated.

2. Ensurethat the first Hive ACID table replication policy run is complete in Replication Manager.

3. Create aHive external table replication policy for the database. After policy creation is complete, afull replication
(bootstrap) of data and metadata of all the external tables from the source database to target database is initiated.
After the bootstrap replication is complete, the next policy run jobs leverage the HDFS snapshots to perform
incremental replication of external table data.

E Note: Subsequent replication job runs perform full metadata replication and incremental data replication.

The following replication policies replicate the given table typesin Hive:
» Hive ACID tablereplication policies replicate data and metadata of the following table typesin Hive:

* Managed: CRUD transactional
* Managed: Insert-only transactional
« Hiveexternal table replication policies replicate data and metadata of external tables.

This error appearsif you create the Hive external table replication policy before you create the Hive ACID table
external table policy.
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To resolve thisissue, the administrator must run the following steps:

1. Drop the database with the replicated data and metadata on the target cluster.
2. CreateaHive ACID tablereplication policy.
3. After the Hive ACID table replication policy run completes, create a Hive external table replication policy.

Y es, you can delete and recreate the Hive ACID replication policy on a database.

Before you begin: Y ou must identify whether there is an existing Hive external table replication policy running on the
database.

Perform the following stepsto delete an existing Hive ACID replication policy on a database and then recreate it:

Go to the target Cloudera Manager Replication Replication Policies page.

Click Actions Disable for the Hive external table replication policy that is replicating the database.
Click Actions Delete for the required Hive ACID replication policy.

Delete the contents in the staging location.

AwDN e

Tip: The staging location is the Destination Staging Path that you specified on the General tab during the
Hive ACID replication policy creation process.

5. Resetther epl . sour ce. f or valuein the database properties using the ALTER DATABASE [***DATABASE
NAME***] SET DBPROPERTIES('repl.source.for'=""); command.
6. Drop the database on the target cluster using the DROP DATABASE [*** DATABASE NAME***] command.
7. Create aHive ACID replication policy for the database on the target Cloudera Manager Replication Replication
Policies page.
8. Important: Perform the next step after the first run (bootstrap run) of the Hive ACID replication policy is
complete.

Click Actions Enable for the Hive external table replication policy that you disabled in Step 3.

I ceberg replication policies replicate |ceberg V1 and V2 tables, created using Spark (read-only with Impala), between
Cloudera Private Cloud Base 7.1.9 or higher clusters using Cloudera Manager 7.11.3 or higher versions. Starting from
Cloudera Private Cloud Base 7.3.1, Replication Manager can also replicate |ceberg V1 and V2 tables created using
Hive.

Starting from Cloudera Private Cloud Base 7.1.9 SP1 using Cloudera Manager 7.11.3 CHF7, you can enter the
maximum number of snapshots to process for an export batch, add one or more key- value pairsto hdfs-sitexml and
core-site.xml files on the source and target clusters, replicate Atlas metadata for |ceberg tables, and replicate | ceberg
tables residing in custom directories using | ceberg replication policies.

Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication
policies, and replicating the metadata and data lineage of all the Hive external tables, |ceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

Apache Iceberg is a cloud-native, high-performance open table format for organizing petabyte-scale analytic datasets
on afile system or object store. |ceberg supports ACID compliant tables which includes row-level deletes and updates
and can define large analytic data tables using open format files.

| ceberg replication policies:
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» replicate the metadata and catal og from the source cluster Hive Metastore (HMYS) to target cluster HMS.

The catalog contains the current metadata pointer/file and is stored in the Hive HMS. The metadata file contains
the snapshots. The snapshots point to the manifest list that has the manifest files. The manifest filesin turn point to
the datafiles.

* replicate the data filesin the HDFS storage system from the source cluster to the target cluster. The Iceberg
replication policy can replicate only between HDFS storage systems.

« replicate all the snapshots from the source cluster. This allows you to run time travel queries on the target cluster.

* replicate at table-level.

Y ou must ensure that the tables are in the default warehouse location because | ceberg replication policies do not
replicate tables in a custom location.

Some use cases where you can use | ceberg replication policies are to:

» replicate | ceberg tables between on-premises clusters to archive data or run analytics.
» implement passive disaster recovery with planned failover and incremental replication at regular intervals between
two similar systems. For example, between an HDFS to another HDFS system.

Replication Manager performs several stepsto replicate the Iceberg tables when you create or run an Iceberg
replication policy.

The following list shows afew high-level steps that are completed during the replication process:

1. Determines the tables to replicate depending on the choice you made during the Iceberg replication policy creation
process.

2. Reads the table names to fetch the checkpoint for the tables from the target cluster HMS. A checkpoint isthe
metadata about the latest |ceberg snapshot for atable on the target cluster and is saved in an HDFSfile.

3. Initiates the exportCL1 command in the source cluster to generate alist of files (manifest files, datafiles, and
delete files) to copy from the source cluster to the target cluster.

4. Copiesthefilesfrom the source cluster to the target cluster using DistCp jobs which takes advantage of the
transfer bandwidth of the target cluster.
The job copies the data files directly to the target data root directory, and it copies the metadatafilesto a
temporary staging location where it is further processed as explained in the next step.

5. Transforms the copied manifest files to point to the correct manifest files pointers and data files on the target
cluster, deletes the pre-transformed manifest files, and updates the target HM S with the latest snapshot.

Atlas metadata for the chosen | ceberg tables can be replicated using |ceberg replication policies.

Note: Replicating Atlas metadata using Hive external table replication policies and Iceberg replication
policies, and replicating the metadata and data lineage of all the Hive external tables, Iceberg tables, and any
other Atlas supported entities in the source cluster to the target cluster using Atlas replication policiesisa
technical preview feature. It is not recommended for production deployments.

Cloudera recommends that you try this feature in development or test environments. To enable this feature,
contact your Cloudera account team.

During the Iceberg replication policy creation process, if you:
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» choosethe General Replicate Atlas Metadata option, Replication Manager:

1. runsabootstrap replication for al the chosen Iceberg tables and its Atlas metadata during the first replication
policy run. Bootstrap replication replicates al the available |ceberg data and its associated Atlas metadata.

2. runsincremental replication on the Iceberg data and its Atlas metadata during subsequent replication runs.
Here, the delta data and metadata gets replicated during each run.

« chooseto replicate an |ceberg table that was created using 'create table as select (CTAS)', Replication Manager
sets the Skip lineage option to false and the Fetch type option to CONNECTED during the | ceberg replication
policy run.

Tip: You can create an |ceberg table based on an existing Hive, Spark, or Impalatable using the CTAS
query where you can optionally include a partitioning spec for the created table.

You have an original or base table named T1. Y ou create table T2 using CTAS from T1. Similarly, you create T3
from T2, and T4 from T3. During the |ceberg replication policy creation process, you choose T2 as source table, and
then choose Replicate Atlas metadata. In this scenario, Replication Manager performs the following tasks during the
replication policy run;

1. Sets Skip lineageto false, and Fetch type to CONNECTED during Atlas replication step.
2. Replicates T2 and al the Atlas entities connected to it, which includes the hdfs_path.
3. Replicates T1 and T3 Iceberg tables.

Before you create an | ceberg replication policy, you must complete the prerequisites.

| ceberg replication policies can replicate Iceberg V1 and V2 tables created using Spark (read-only with Impala) and
Hive.

B Note:
« Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.
e Minimum required role - Replication Administrator or Full Administrator.

« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on

page 9.

« Ensure that the source cluster and target cluster versions are CDP Private Cloud Base 7.1.9 or higher using
Cloudera Manager version 7.11.3 or higher versions.

« Activate the Iceberg Replication parcel. The parcel might be included in your Cloudera Runtime distribution or in
a separate distribution. For more information, contact your Cloudera account team.

» Add the Iceberg Replication service on both the clusters?
To add a service, go to the ClouderaManager Clusters [*** CLUSTER NAME***] page and click Actions Add
Service . For more information, see Adding a Service.

« Ensurethat you have the Atlas user credentials in addition to the Replication Administrator or Full Administrator
rolesto replicate Atlas metadata. The at | as user must also have relevant read and write permissions to the
staging locations.
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I ceberg replication policies replicate Iceberg V1 and V2 tables, created using Spark (read-only with Impala), between
Cloudera Private Cloud Base 7.1.9 or higher clusters using Cloudera Manager 7.11.3 or higher versions. Starting from
Cloudera Private Cloud Base 7.3.1, Replication Manager can aso replicate Iceberg V1 and V2 tables created using
Hive.

1. Add the source cluster as a peer to the target cluster. The replication policy requires areplication peer to locate the
source data. Y ou can use an existing peer or add a new peer.

For information about adding a source cluster as a peer, see Adding cluster as a peer.
2. Gotothe ClouderaManager Replication Replication Policies page in the target cluster where the peer is set up.
3. Click Create Replication Policy Iceberg Replication Policy .

The Create | ceberg Replication Policy wizard appears.
4, Configure the following options on the General tab:

Policy Name Enter a unique name for the replication policy.

Source Choose the source cluster that has the required peer, the required
source data to replicate, and the source | ceberg Replication service.

Destination Choose the target cluster that has the required target |ceberg
Replication service.

The drop-down list shows the clusters that are managed by the
current Cloudera Manager.

Schedule Choose:

¢ Immediate to run the replication policy immediately after policy
creation is complete.

¢ Onceto run the schedule one time in the future. Set the date and
time.

¢ Recurring to run the schedule periodically in the future. Set the
date, time, and interval between runs.

Y ou must consider the following factors before you configure the
replication frequency or recurring schedule:

* Theanticipated rate of change and the frequency of the schedule
can predict the RTO (Recovery Time Objective) and RPO
(Recovery Point Objective) during a disaster recovery process.
Therefore, choose a schedule that provides an optimal RTO and
RPO.

*  Recurring frequency impacts the compute load on the entire
system. That is, frequent replication affects the overall compute
capacity of the participating nodesin the replication process
which in turn can impact the other workloads running on these
nodes.

Inclusion Table Filters Enter the one or more database and table names to include for
replication. The table name can be a Java Regular Expression, or the
complete table name that is stored in the catalog. Use “|” to separate
the table names.

Exclusion Table Filters Enter the one or more database and table names to exclude from
replication. The table name can be a Java Regular Expression, or the
complete table name that is stored in the catalog.
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Option Description

Run as Username Enter the username to run the MapReduce job. By defaullt,
MapReduce jobs run as hdfs.

To run the MapReduce job as a different user, enter the user name.
If you are using Kerberos, you must provide a user name here, and it
must have an ID greater than 1000.

Replicate Table Column Statistics Choose to copy the table column statistics associated with the chosen
Iceberg tables.
Alternate target data root Optional. Specify an alternate root location for al the tablesin the

replication scope. All the | ceberg table data/metadata are rebased in
this location and keeps the source directory structure intact.

Replicate Atlas Metadata Choose to copy the Atlas metadata and data lineage associated with
the chosen | ceberg tables. For more information, see How Atlas
metadata replication for |ceberg tables work

5. Configure the following options on the Resour ces tab, Replication Manager uses these options to optimize the
DistCp jobs during data replication:

Option Description

Custom YARN Queue Optional. Enter the name of the YARN queue for the cluster to
which thereplication job is submitted if you are using Capacity
Scheduler queues to limit resource consumption. The default value
for thisfield is default.

Maximum Number of Copy Mappers Optional. Enter the number of map slots per mapper, asrequired. The
default valueis 20.

Maximum Bandwidth Per Copy Mapper Optional. Enter the bandwidth per mapper, as required. The default
value for the bandwidth is 100 MB per second for each mapper.

The total bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Adjust this setting so that each map task is throttled to consume only
the specified bandwidth.

Each map task (simultaneous copy) is restricted to consume only
the specified bandwidth. Thisis not always exact. The map throttles
back its bandwidth consumption during a copy in such away that
the net bandwidth used tends towards the specified value. Y ou can
adjust this setting so that each map task is throttled to consume only
the specified bandwidth and the net bandwidth used tends towards
the specified value.

6. Configure the following options on the Advanced tab:

Option Description

Use Batch Size Choose and enter the maximum number of snapshots to process for
an export batch. This limits the amount of work to be processed in a
single batch and can improve throughput.

By default, this option is clear so asto process al the available
snapshots in an export batch.

JVM Options for Export Enter comma-separated JVM options to use for the export process
during the Iceberg replication policy run. For example, JAVA_OPTS
= -XX:ErrorFile=file.log

Some JVM options that you can use are -Xms256m to specify
minimum heap size; -Xmx512m to specify max heap size; and -Dmy
Property=value where myProperty is the property name with the
required value.

JVM Options for XFer Enter comma-separated JVM options to use for the transfer process
during the Iceberg replication policy.




Cloudera Manager

| ceberg replication policies

JVM Optionsfor Sync

Advanced Configuration Snippet (Safety Valve) for source hdfs-
sitexml

Advanced Configuration Snippet (Safety Valve) for source core-
sitexml

Advanced Configuration Snippet (Safety Valve) for destination hdfs-
sitexml

Advanced Configuration Snippet (Safety Valve) for destination core-
sitexml

7. Click Create.

K

Enter commarseparated JVM options to use for the sync process
during the I ceberg replication policy.

Add one or more key-value pairsto the hdfs-site.xml file on the
source cluster. New key-value pairs are added to thefile. Existing
key-value pairs are overwritten in thefile.

Add one or more key-value pairsto the core-site.xml file on the
source cluster. New key-value pairs are added to thefile. Existing
key-value pairs are overwritten in thefile.

Add one or more key-value pairs to the hdfs-sitexml file on the
target cluster. New key-value pairs are added to the file. Existing
key-value pairs are overwritten in thefile.

Add one or more key-value pairs to the core-sitexml file on the
target cluster. New key-value pairs are added to the file. Existing
key-value pairs are overwritten in thefile.

Note: Only one Iceberg replication policy can actively replicate from the same | ceberg table at any point
intime. If areplication is started from an Iceberg table which is already being replicated, it is considered

as an error and the replication policy starting the concurrent replication fails and it appears as Failed on

the Replication Policies page.

The replication policy appears on the Replication Policies page. It can take up to 15 seconds for the task to appear.

If you selected Immediate in the Schedule field, the replication job starts replicating after you click Save Policy.

After you create an Iceberg replication policy, you can perform and monitor various tasks related to the replication
policy. Y ou can view the job progress and replication logs. Y ou can edit the advanced options to optimize ajob run.

Y ou can suspend a job and also activate a suspended job.

On the Replication Policies page, you can view the following details about the replication policy:

» Showsarow of information for each replication policy, and the following columns for each replication policy:

* Internally generated | D for the replication policy. Click the column label to sort the replication policies.
» Replication policy Name that you provide during replication policy creation.

¢ Replication policy Type.
» Source cluster in the replication policy.
« Destination cluster in thereplication policy.

« Average Throughput per mapper/file for all the files written.

Note: The throughput does not include the combined throughput of all mappers and the time taken to
perform a checksum on afile after the file is written.

* Replication job Progress.
e Timestamp when the replication job Completed.
* Replication policy job’s Next Run.
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* Providesthe following options under the Actions menu:

Show History opens the Replication History page for the replication policy.

Edit Configuration enables you to change the replication policy options as required.
Run Now initiates areplication job.

Disable an active replication policy.

You can Enable it later, as necessary.

» Deletethereplication policy permanently. Deleting areplication policy does not delete copied files or tables.

Click Actions Show History for areplication policy on the Replication Policies page to view the Replication
History page.

On the Replication History page, you can view the following run details about a replication policy job:

« Showsthereplication policy Name; replication policy Type; Sour ce cluster name; Destination cluster name; and
Next Run of the replication policy.

« Showsarow of information for each replication policy job run, and the following columns for each replication

policy:
Start Time Shows the timestamp when the replication job started.
Origin TimeStamp (UTC) Shows the timestamp when the export step started on the source

cluster.

Duration Shows the time taken to complete the replication job.
Outcome Shows the replication job status as Running, Successful, or Failed.
Number of tables processed Shows the number of tables processed by the replication policy job.
Number of files copied Shows the number of successfully copied files.
Number of files deleted Shows the number of files deleted by the replication policy job.
Number of manifests transformed Shows the number of copied manifest files (with incorrect path

replacements) that were corrected to point to the correct data files on
the target cluster.

» Expand ajob to view the following information on the All Recent Commands window:

Status of the replication job.

I ceberg Replication in the Context field opensthe Clusters Iceberg Replication window where more details
about the replication policy job appears.

Replication job Started At timestamp.

Duration to complete the job.

Download the results to your machine.

Expand to Show All Steps, Show Only Failed Steps, or Show Only Running Steps for the commands used
by Iceberg replication policy.

Show Command Timing shows the timeline for the commands used by the Iceberg replication policy.

Apache Ozoneis a scalable, distributed, and high performance object store optimized for big data workloads and can
handle billions of objects of varying sizes. Ozone storage is co-located on HDFS. Y ou can create Ozone replication
policiesin CDP Private Cloud Base Replication Manager to replicate datain Ozone buckets between CDP Private
Cloud Base 7.1.8 clusters or higher using Cloudera Manager 7.7.1 or higher.

Cloudera supports the following types of Ozone storage:
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» Object store buckets (OBS), which are storage buckets where all the keys are written into a flat namespace and
can be accessed using S3 interface provided by Ozone.

* File System Optimization (FSO), which are Hadoop-compatible file system buckets where the rename and delete
operations on the directories are atomic. These buckets can be accessed using Filesystem APIs and S3 interfaces.

» Legacy buckets, which are Ozone buckets created prior to CDP Private Cloud Base 7.1.8 and use the Ozone File
System (ofs) protocol or scheme.

Y ou can use Ozone replication policiesto replicate or migrate the required Ozone data to another cluster to run load-
intensive workloads, back up data, or for backup-restore use cases.

Ozone replication policies support data replication between:

» SO bucketsin source and target clusters using ofs protocol.
» legacy bucketsin source and target clusters using ofs protocol.

IE Note:
« If one or both of the source and destination bucketsis alegacy bucket, then the
ozone.om.enabl e.filesystem.paths flag (cluster-level configuration property) in the ozone-site.xml file
must be enabled on the cluster(s) with the legacy bucket.
e Ozonereplication uses of s by default to replicate FSO or LEGACY buckets.
e OBSbucketsin source and target clusters that support S3A filesystem using the S3A scheme or replication
protocol.

Ozone snapshots are enabled for all the buckets and volumes. If the incremental replication feature is enabled on the
source and target clusters, to replicate Ozone data you can choose one of the following methods during the Ozone
replication policy creation process:

Full filelisting

By default, the Ozone replication policies use the full file listing method which takes alonger time
to replicate data. In this method, the first Ozone replication policy job run is abootstrap job; that
is, al the datain the chosen buckets are replicated. During subsequent replication policy runs,
Replication Manager performs the following high-level steps:

1. Listsdl thefiles.

2. Performs a checksum and metadata check on them to identify the relevant files to copy. This
step depends on the advanced options you choose during the replication creation process. During
thisidentification process, some unchanged files are skipped if they do not meet the criteria set
by the chosen advanced options.

3. Copiestheidentified files from the source cluster to the target cluster.

Incremental only

In this method, the first replication policy job run is a bootstrap job, and subsequent job runs are
incremental jobs.

To perform the incremental job, Replication Manager leverages Ozone snapshots and the snapshot-
diff capability to generate a diff report. The diff report contains the changed or new data from the
source cluster. The subsequent replication policy replicates data based on the diff report.

By default, the ozone.replication.incremental .allow_safe to_merge target_side _changesOzone
service configuration parameter is enabled to ensure that the metadata replication of Ozone
storage-backed Hive external tablesis successful. In case, the metadata-only replication creates

a partition on the destination (thisis normal behavior for a Hive external table. A partition-level
DDL statement might result in Ozone directory keys being created/del eted/renamed.), thisin

turn creates an Ozone directory key. In such scenarios, the parameter ensures that the Ozone
incremental replication does not fall back to full-file listing, and therefore remainsincremental. This
is accomplished by ensuring the ‘ create entries’ in the target-side snapshot-diff are accepted during
the Ozone incremental replication process.
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Incremental with fallback to full filelisting

In this method, the first replication policy job run is a bootstrap job, and subsequent job runs are
incremental jobs. However, if the snapshot-diff fails during a replication policy job run, the next
jobrunisafull filelisting run. After the full file listing run succeeds, the subsequent runs are
incremental runs. This method takes alonger time to replicate dataif the replication policy job falls
back to the full file listing method.

Y ou must prepare the clusters, create bucketsin the target cluster, and configure additional configurations for OBS
bucket replication before you create Ozone replication policies in Cloudera Private Cloud Base Replication Manager.

Before you create Ozone replication policies, you must ensure that you do not use the following source and target
Cloudera Manager combinations as these combinations are incompatible for Ozone replication:

7.7.1 through 7.7.1 CHF3 7.7.1 CHF4 through 7.7.1 CHF23
7.7.1through 7.71 CHF3 7.11.3 through 7.11.3 CHF9

7.7.1 CHF4 through 7.7.1 CHF21 7.7.1 CHF22 through 7.7.1 CHF23
7.7.1 CHF4 through 7.7.1 CHF21 7.11.3 CHF8 through 7.11.3 CHF9
7.11.3 through 7.11.3 CHF7 7.7.1 CHF22 through 7.7.1 CHF23
7.11.3 through 7.11.3 CHF7 7.11.3 CHF8 through 7.11.3 CHF9

B Note:
* Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.
e Minimum required role - Replication Administrator or Full Administrator.
« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on

page 9.
Complete the following prerequisites to create Ozone replication policies:

« Have you added the source cluster as a peer to the target cluster?

For information about adding a source cluster as a peer, see Adding cluster as a peer.
» Haveyou created the bucket on the target cluster of the same type as the bucket on the source cluster from which
the replication policy replicates data?

Tip: Create avolume and then the bucket. For more information, see Managing storage elements using
CLI.

The following sample commands create a volume and an FSO bucket:

ozone sh volune create 03://ozonel/vol 1
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ozone sh bucket create 03://ozonel/vol 1/ buckl --1|ayout FILE SYSTEM OPTI M
| ZED

The following sample command creates a volume and an OBS bucket:

ozone sh bucket create /s3v/buck2 --layout OBJECT STORE

« Arethe additional configurations required for OBS bucket replication configured when the source bucket is an
OBS bucket?
For more information, see Configuring properties for OBS bucket replication using Ozone replication policies on
page 96.

Note: The OBS-t0-OBS replication is successful only if the underlying buckets used in the Ozone
E replication policy have an OBS layout.

* Arethe source and target clusters SSL-enabled? If so, ensure that the SSL/TLS certificate exchange between two
Cloudera Manager instances that manage source and target clusters respectively is configured.

For more information, see Configuring SSL/TL S certificate exchange between two Cloudera Manager instances
on page 19.

* IsKerberos enabled on both the clusters? If so, perform the following steps:
a) Configure auser with permissions to access HDFS and Ozone.

b) Runthesudo usernod -a -G om bdr command to add the group name of the user (For example, the
group name bdr) to the Ozone service configuration in target Cloudera Manager:

Important: If Kerberosisenabled on both the clusters, you must run the kinit -

& kt /[***PATH***]/[*** TO***]/ozone.keytab command (the absolute path to the Ozone service's
keytab) before you run any Ozone commands. For example, kinit -kt /.../ozone.keytab
om/[***PRINCIPAL***] @[ *** REALM.SAMPLE***],

» IsRanger enabled on the source cluster? If so, complete the following steps on the Ranger Ul from source
Cloudera Manager:
a) Log into Ranger Ul from source Cloudera Manager.
b) Click cm_ozone on the Service Manager page.

¢) Add the user (that you configured in the previous step) to the al - volume, bucket, key, all - volume, and all -
volume, bucket policy names, and then set the groups for this policy as public.

* IsRanger KMS enabled on the source and target clusters? If so, complete the following steps for the kms-sitexml
file for the Ranger_ KM S service on the source and target clusters:
a) Locate and open the kms-site.xml file on the source Cloudera Manager.
b) Add the following key-value pairs:

» hadoop.kms.proxyuser.om.hosts=*
* hadoop.kms.proxyuser.om.groups=*
* hadoop.kms.proxyuser.om.users=*
c) Savethefile.
d) Restart the Ranger KMS service for the changes to take effect.
€) Locate and open the kms-site.xml file on the target Cloudera Manager.
f) Add the following key-value pairs:

* hadoop.kms.proxyuser.om.hosts=*
« hadoop.kms.proxyuser.om.groups=*
» hadoop.kms.proxyuser.om.users=*
0) Savethefile.
h) Restart the Ranger KMS service for the changes to take effect.
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Configuring properties for OBS bucket replication using Ozone replication policies

Before you replicate OBS buckets, you must configure additional properties that assist Ozone replication policiesin
Cloudera Private Cloud Base Replication Manager to replicate datain OBS buckets.

Before you begin

Note: The OBS-to-OBS replication is successful only if the underlying buckets used in the Ozone replication
policy have an OBS layout.

Procedure

1. Add the key-value pairsin the following table to the Ozone Client Advanced Configuration Snippet
(Safety Valve) property in the ozone-site.xml filein the source cluster. Starting from Cloudera Private
Cloud Base 7.1.9 SP1 using Cloudera Manager 7.11.3 CHF7, add the following key-value pairs to the
ozone_replication_core _site safety valve property in the source cluster:

Property Description

fs.s3a.endpoint Enter the same value as in Ozone S3 gateway web Ul as the source
cluster.
Tip: The source and target cluster have their own S3A
endpoint URL.
hadoop.tmp.dir Enter the temporary directory on the source cluster to buffer file

uploads.

Ensure that the user running the Ozone replication policy jobs has
write access to the Hadoop temporary folder.

fs.s3a.secret.key See Step 3 to get the required value.

fs.s3a.access.key See Step 3 to get the required value.

fs.s3aimpl Enter org.apache.hadoop.fs.s3a. S3AFileSystem.
ozone.om.snapshot.load.native.lib Enter false.

(Available from 7.1.9 CHF3 onwards) Incremental Ozone replication policy run uses snapshot-diff

operation. This parameter ensures that the replication policy run
is not affected if the snapshot-diff operation goes down during the
replication policy run.

2. Add the key-value pairsin the following table to the Ozone Client Advanced Configuration Snippet
(Safety Valve) property in the ozone-sitexml filein the target cluster. Starting from Cloudera Private
Cloud Base 7.1.9 SP1 using Cloudera Manager 7.11.3 CHF7, add the following key-value pairs to the
ozone_replication_core site safety valve property in the target cluster:

Property Description

fs.s3a.endpoint Enter the same value asin Ozone S3 gateway web Ul as the target
cluster.

Tip: The source and target cluster have their own S3A
endpoint URL.

fs.s3a.secret.key See Step 3 to get the required value.

fs.s3a.access.key See Step 3 to get the required value.

fs.s3a.change.detection.version.required Enter false.

fs.s3a change.detection.mode Enter none.

fs.s3a path.style.access Enter true.

fs.s3aimpl Enter org.apache.hadoop.fs.s3a.S3AFileSystem.
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hadoop.tmp.dir Enter the temporary directory on the target cluster to buffer file
uploads.

Ensure that the user running the Ozone replication policy jobs has
write access to the Hadoop temporary folder.

ozone.om.snapshot.load.native.lib Enter false.

(Available from 7.1.9 CHF3 onwards) Incremental Ozone replication policy run uses snapshot-diff
operation. This parameter ensures that the replication policy run
is not affected if the snapshot-diff operation goes down during the
replication policy run.

3. If Kerberosis enabled on the source and target cluster, runtheozone s3 getsecret --omservice-
i d=ser vi cel d command to get the secret and access key. Otherwise, enter any arbitrary value for the secret
and access key.

Y ou can store the keysin a credstore such as JCEKS for non Auto-TL S clusters. After you store the keys, perform
the following steps:

a. Configure the credstore file path for the hadoop.security.credential.provider.path property in the ozone-
site.xml file. For more information, see Using DistCp with Amazon S3.

b. Addthe HADOOP_CREDSTORE_PASSWORD parameter to the YARN Service Environment Advanced
Configuration Snippet (Safety Valve) property for the YARN service in source Cloudera Manager.

Ij Note: If no password is set, enter none for the property.

4. The/s3v volumes store S3 buckets. By default, you can access the buckets in /s3v volumes using S3 interface.
To access other buckets through the S3 interface, you must create a“ symbolic linked” bucket. Y ou can use the
‘symbolic linked’ bucket in Ozone replication policies.

Configure the required OBS buckets as S3-compatible buckets using the following commands before you useit in
Ozone replication policies:
a. ozone sh volume create /S3v
b. ozone sh volume create /[***VOL NAME***]
c. ozone sh bucket create --layout=OBJECT_STORE /[***VOLUME NAME***]/[***BUCKET NAME***]
d. ozone sh bucket link /[***VOL NAME***]/[*** BUCKET NAME***] /s3v/[*** SYMBOLIC LINKED
BUCKET NAME***]
5. Import the S3G CA certificate from the cluster to the local JDK path using the following commands:

a) Run the keytool -importkeystore -destkeystore [*** IDK CACERTS LOCATION***] -srckeystore [*** CM-
AUTO-GLOBAL_TRUSTSTORE.JKSLOCATION***] -srcalias [***CM ALIASON SRC CM***] command
on al the hosts of the source Cloudera Manager.

For example, keytool -importkeystore -destkeystore /usr/java/defaul t/lib/security/cacerts -srckeystore /var/lib/
cloudera-scm-agent/agent-cert/cm-auto-global _truststore.jks -srcalias cmrootca-0
b) Run the following commands on all the hosts of the target Cloudera Manager:

1. keytool -importkeystore -destkeystore [*** JDK CACERTS LOCATION***] -srckeystore [*** CM-AUTO-
GLOBAL_TRUSTSTORE.JKSLOCATION***] -srcalias [***CM ALIASON SRC CM***]

2. keytool -importkeystore -destkeystore [*** JDK_CACERTS LOCATION***] -srckeystore [*** CM-
AUTO-GLOBAL_TRUSTSTORE.JKSLOCATION***] -srcalias [***CM ALIASON DEST CM***]

For example,

keyt ool -inportkeystore -destkeystore /usr/java/default/lib/security/cac
erts

-srckeystore /var/lib/cl oudera-scm agent/agent-cert/cm auto-global _tru
ststore.jks -srcalias cnrootca-0

keyt ool -inportkeystore -destkeystore /usr/javal/default/lib/security/ca
certs
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-srckeystore /var/lib/cl oudera-scm agent/agent-cert/cm aut o-gl obal _tr
uststore.jks -srcalias cnrootca-1

Creating Ozone replication policies
Y ou can create Ozone replication policiesin Cloudera Private Cloud Base Replication Manager on the target cluster.

Before you begin
Consider the following points before you create Ozone replication policies:

« Dataisreplicated at bucket-level. Therefore, use [***VOLUME***]/[*** BUCKET***] format to point to the
required buckets during replication policy creation.

e Ozonereplication policies perform incremental replication using file checksums and is supported by all the bucket
types except OBS buckets.

Procedure

1. Gotothe Cloudera Manager Replication Policies page on the target cluster.
2. Click Create Replication Policy Ozone Replication Policy .
3. Onthe General page, enter or choose the required values:

Option Description

Name Enter a unique name for the replication policy.
Path types Choose one of the following path types depending on the Ozone
storage:

¢ FSO (FileSystemOptimized) to FSO - Enter the volume and
bucket names in the source cluster.

¢« OBS (ObjectStore) to OBS - Enter the bucket name in the source
cluster.

Important: Complete the stepsin Configuring
properties for OBS bucket replication using Ozone
replication policies on page 96 before you use
this option.
¢ Full Path - Enter the path to the bucket in the ofs://[*** OZONE
SERVICE ID***]/[***VOLUME NAME***]/[***BUCKET
NAME***] or s3a//[***BUCKET NAME***] format to
replicate data between FSO or OBS buckets respectively. A
bucket subpath can also be specified.

Source Select the source cluster.

Note: The clustersthat you add as a peer on the target
E Cloudera Manager Peers page appear in the source

cluster list.
Source Volume Enter the source volume name.
Source Bucket Enter the source bucket name.
Destination Choose the target cluster.
Destination Volume Enter the target volume name.
Destination Bucket Enter the target bucket name.
Schedule Choose:

¢ Immediate to run the schedule immediately.

¢ Onceto run the schedule one time in the future. Set the date and
time.

¢ Recurring to run the schedule periodically in the future. Set the
date, time, and interval between runs.
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Option Description

Listing type Choose one of the following replication methods to replicate Ozone
data:

« Full filelisting.

¢ Incremental only

¢ Incremental with fallback to full filelisting

To understand how each method works, see Ozone replication
policies.

This option appears only if the incremental replication featureis
enabled on the source and target clusters.

Run As Username Enter the username to run the MapReduce job. By defaullt,
MapReduce jobs run as hdfs.

To run the MapReduce job as a different user, enter the user name.
If you are using Kerberos, you must provide a user name here, and it
must have an ID greater than 1000.

Run on Peer as Username Enter the username if the peer cluster is configured with a different
superuser. Thisis applicable in akerberized environment.

4. Configure the following options on the Resources page:

Option Description

Scheduler Pool (Optional) Enter the name of aresource poal in the field. The value
you enter is used by the MapReduce Service you specified when
Cloudera Manager runs the MapReduce job for the replication. The
job specifies the value using one of these properties:

¢ MapReduce — Fair scheduler: mapred.fairschedul er.pool
¢ MapReduce — Capacity scheduler: queue.name
« YARN —mapreduce.job.queuename

Maximum Number of Copy Mappers Enter the number of map slots per mapper, as required. The default
valueis 20.
Maximum Bandwidth Per Copy Mappers Enter the bandwidth per mapper, as required. The default value for

the bandwidth is 100MB per second for each mapper.

The total bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Adjust this setting so that each map task is throttled to consume only
the specified bandwidth.

Each map task ((simultaneous copy) is restricted to consume only
the specified bandwidth. Thisis not always exact. The map throttles
back its bandwidth consumption during a copy in such away that

the net bandwidth used tends towards the specified value. Y ou can
adjust this setting so that each map task is throttled to consume only
the specified bandwidth so that the net bandwidth used tends towards
the specified value.

Replication Policies page shows the maximum bandwidth
set for the replication policy during replication policy
creation.

Q Tip: The Throughput field on the Cloudera Manager

Replication Strategy Choose one of the following replication strategies:

e Static distributes file replication tasks among the mappers up
front to achieve an uniform distribution based on thefile sizes.

¢ Dynamic distributes the file replication tasks in small setsto the
mappers, and as each mapper completesitstasks, it dynamically
acquires and processes the next set of unallocated tasks.

The default replication strategy is Dynamic.
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5. Configure the following options on the Advanced Options tab:

Option Description

Path exclusion Click Add Exclusion to enter one or more regular expressions
separated by comma.

Replication Manager does not copy the subdirectories or files from
the source that matches one of the specified regular expressions to
the target cluster.

MapReduce Service Select the MapReduce or YARN service to use.
Log path Enter an alternate path for thelogs, if required.
Description Optionally, enter a description.

Error Handling Select the following options as necessary:

¢ Skip Checksum Checks - Determines whether to skip checksum
checks on the copied files. If selected, checksums are not
validated. Checksums are checked by default.

Note: Y ou must skip checksum checks to prevent
E replication failure due to non-matching checksumsin
the following cases:

* Replications from an encrypted zone on the
source cluster to an encrypted zone on a
destination cluster.

* Replications from an encryption zone on the
source cluster to an unencrypted zone on the
destination cluster.

e Replications from an unencrypted zone on
the source cluster to an encrypted zone on the
destination cluster.

Checksums are used for two purposes:

« Toskip replication of filesthat have already been copied. If
Skip Checksum Checksiis selected, the replication job skips
copying afileif the file lengths and modification times
areidentical between the source and destination clusters.
Otherwise, the job copies the file from the source to the
destination.

¢ Toredundantly verify the integrity of data. However,
checksums are not required to guarantee accurate transfers
between clusters. HDFS data transfers are protected by
checksums during transfer and storage hardware also uses
checksums to ensure that data is accurately stored. These
two mechanisms work together to validate the integrity of
the copied data.

¢ Skip Listing Checksum Checks - Whether to skip checksum
check when comparing two files to determine whether they are
same or not. If skipped, thefile size and last modified time are
used to determineif files are the same or not. Skipping the check
improves performance during the mapper phase. Note that if
you select the Skip Checksum Checks option, this check is also
skipped.

«  Abort on Error - Whether to abort the job on an error. If
selected, files copied up to that point remain on the destination,
but no additional files are copied. Abort on Error is not selected
by default.
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Option Description

Delete Policy Choose the required options to determine whether the files that were
deleted on the source should also be deleted from the destination
directory. This policy also determines the handling of filesin the
destination location that are unrelated to the source. Options include:

« Keep Deleted Files - Retains the destination files even when
they no longer exist at the source. Thisis the default option.

* Deleteto Trash - If the HDFS trash is enabled, files are moved
to the trash folder. Thisis not supported when replicating to S3

or ADLS.
¢ Delete Permanently - Uses the least amount of space; use with
caution.
Alerts Choose to generate aerts for various state changes in the replication

workflow. Y ou can choose to generate an alert On Failure, On Start,
On Success, or On Abort of the replication job.

Y ou can configure aerts to be delivered by email or sent as SNMP
traps. If alerts are enabled for events, you can search for and view the
derts on the Eventstab, even if you do not have email notification
configured. For example, if you choose Command Result that
contains the Failed filter on the Diagnostics Events page, the alerts
related to the On Failure alert for all the replication policies for
which you have set the alert appear. For more information, see
Managing Alerts and Configuring Alert Delivery.

6. Click Create.

Results
The replication policy appears on the Replication Policies page. It can take up to 15 seconds for the task to appear.

If you selected Immediate in the Schedulefield, the replication job starts replicating after you click Save Palicy.

Managing Ozone replication policies

After you create an Ozone replication policy, you can perform and monitor various tasks related to the replication
policy. You can view the job progress and replication logs. Y ou can edit the advanced options to optimize ajob run.
Y ou can suspend ajob and also activate a suspended job.
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1. Onthe Replication Palicies page, you can view the following details about the replication policy:
a) Showsarow of information for each replication policy, and the following columns for each replication policy:

b) Provides the following options under the Actions menu:

Internally generated 1 D for the replication policy. Click the column label to sort the replication policies.
Replication policy Name that you provide during replication policy creation.

Replication policy Type.
Sour ce cluster in the replication policy.
Destination cluster in the replication policy.

Average Throughput per mapper/file for al the files written.

Note: The throughput does not include the combined throughput of all mappers and the time taken
E to perform a checksum on afile after the file is written.

Replication job Progress.

Timestamp when the replication job Completed.

Replication policy job’s Next Run.

Show History opens the Replication History page for the replication policy.
Edit Configuration allows you to change the replication policy options as required.
Dry Run simulates arun of the replication job where no files or tables are copied.

After the dry run completes, select Actions Show History to view the potential error messages and the
number and size of files or tables that would be copied in an actual replication appears on the Replication

History page.
Run Now initiates a replication job.

Collect Diagnostic Data opens the Send Diagnostic Data dialog box where you can:

e Collect Diagnostic Datafor the last 10 runs of the replication policy, and Download it asa ZIP fileto

your machine.

» Sdect Send Diagnostic Data to Cloudera (optionally, add a Cloudera support ticket number and
comments) and click Collect Diagnostic Data to automatically send the bundle to Cloudera Support for

further assistance.
Disable an active replication policy.

Y ou can Enable it later, as necessary.

Delete the replication policy permanently. Deleting a replication policy does not delete copied files or

tables.

2. Onthe Replication History page, you can view the following details about a replication policy job:

Tip: Click Actions Show History for areplication policy on the Replication Palicies page to view the

Replication History page.

a) Showsthereplication policy Name; replication policy Type; Sour ce cluster name; Destination cluster name;
and Next Run of the replication policy.
b) Shows arow of information for each replication policy job run, and the following columns for each replication
policy:

Duration
Outcome

Files Expected

Files Copied

Time taken for the replication job to complete.
Status of the replication job as I n progress, Successful, or Failed.

Number of files expected to be copied and its file size based on the
parameters of the replication policy.

Number of files copied and its file size for the replication job.
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Column Description

Files Failed Number of files that failed to be copied and its file size for the
replication job.

Files Deleted Number of filesthat were deleted and its file size for the
replication job

Files Skipped Number of files skipped and its file size for the replication
job. Thereplication process skips files that already exist in the
destination and have not changed.

¢) Expand ajob to view the following information:

» Replication job Started At timestamp.
» Duration to complete the job.
e Command Details appear in anew tab after you click View.

The All Recent Commands page shows the job Status; Context (click to view the service status page);
Started At timestamp; Duration to complete the job run; and Download the job run command summary
asaJSON file to your local machine.

The page can also Show All Steps; Show Only Failed Steps; or Show only Running Steps of the replication
policy job run commands with stdout and stderr output. Click Full Log fileto view thelogsin a new
browser tab.

For more information, see Viewing Running and Recent Commands.
e Click MapReduce Job ID to view more details about the job on the Y ARN service page.

« Download CSV files of the following Ozone Replication Reportsto track the replication jobs and to
troubleshoot issues:

Report Description

Listing Listsall thefiles and directories copied during the replication
job.
Status Shows the following status for each file as:

¢ anError occurred and the file was not copied.
* aDeleted file.
¢ anup-to-date file for which the replication was Skipped.

Error Status Only Status report of all the copied files with errors. Each file shows
the status, path, and message for the copied files with errors.

Skipped Status Only Status report of all skipped files. Each file lists the status, path,
and message for the databases and tables that were skipped.

Deleted Status Only Status report of al deleted files. Each file lists the status, path,
and message for the databases and tables that were deleted.

Performance Summary report about the performance of the running
replication job which includes the last performance sample for
each mapper that isworking on the replication job.

Full Performance Performance report of the job which includes the samples taken
for all mappers during the replication job.

* Run AsUsernameisthe username specified during replication policy creation to run the replication job.

* Run on Peer as Usernameisthe username specified during replication policy creation.

* Message shows the total number of files copied to target cluster and the number of files that remain
unchanged on the source cluster.
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Y ou can create Ranger replication policies in Cloudera Private Cloud Base Replication Manager. The Ranger
replication policies migrate the Ranger policies and roles for HDFS, Hive, and HBase services between Kerberos-
enabled Cloudera Private Cloud Base 7.1.9 or higher clusters using Cloudera Manager 7.11.3. It can also migrate
Ranger audit logsin HDFS.

Note: You can aso create Ranger replication policies on Kerberos-enabled Cloudera Private Cloud Base
7.1.8 or higher clusters using Cloudera Manager 7.7.1 CHF6 and higher, if the Ranger replication feature flag
is enabled.

Apache Ranger manages access control through a user interface that ensures consistent policy administration across
Cloudera Data Platform (CDP) components. Security administrators can define security policies at the database, table,
column, and file levels, and can administer permissions for specific LDAP-based groups or individual users.

The Ranger replication policy can replicate the following:

Ranger policiesand roles
The Ranger policiesthat can be replicated include Ranger tag-based policies and Ranger resource-
based policies. The replication policy aways performs a complete export and import of Ranger
policies.

Ranger audit logsin HDFS
Ranger audit logs can be replicated using superuser credentials. Y ou must ensure that the Ranger
audit log directory on the source cluster is snapshot-enabled. Replication Manager uses DistCp jobs

to replicate Ranger HDFS audit log directories. Therefore, the first Ranger replication policy run to
replicate the Ranger audit log directory is a bootstrap job and the subsequent runs are incremental.

Tip: You can go to the required Ranger audit log directory in Cloudera Manager and
Q then enable snapshots for the directory.

Y ou can choose to replicate only the Ranger policies and roles, or only the Ranger audit logs in HDFS during the
Ranger replication policy creation process. The Ranger replication policy replicates from only one Ranger source
service on the source cluster to only one Ranger destination service on the target cluster.

Some use cases where you can use Ranger replication policies are:

« when Ranger is used for file system-level access control for HDFS and Hive and you want to copy the Ranger
policies to another cluster for backup purposes.

« when you want to move/replicate Ranger policiesfor Hive (SQL) or HBase data to another cluster for disaster
recovery purposes.

A Ranger replication policy can replicate Ranger policies and roles and Ranger audit logsin HDFS. The Ranger
replication policy must complete several tasks to replicate the Ranger policies, roles, and Ranger audit logs
successfully.

The high-level tasks that a Ranger replication policy job run performs in the background include the following steps:

1. On the source cluster, the Ranger policies and roles for the specified services are exported to afile, and thefileis
transferred to the target cluster.

Y ou can choose the services on the Ser vices tab during Ranger replication policy creation.
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2. Optionally, on the target cluster, the names of the Ranger service; the usernames; the file paths, database names,
table names, and the URL s of the resources in the source cluster are transformed or mapped to the namesin the
target cluster in thefile.

Y ou can choose the required User Mapping and Resources Mapping to transform or map on the Advanced tab
during Ranger replication policy creation.
3. Onthetarget cluster, the fileisimported and ingested into the Ranger service.

Y ou can choose one of the following methods to ingest the file into Ranger service during Ranger replication
policy creation:

« Merge method (default). When you choose this method, Replication Manager merges the Ranger policies.

For example, assume a Ranger policy in the destination Ranger service has user1 and the same Ranger policy
on the source cluster has user2. In this method, both user1 and user2 are added in the destination Ranger
policy after replication.

* Override method. When you choose this method, Replication Manager overwrites the existing Ranger policies.

For example, assume a Ranger policy in the destination Ranger service has user 1 and the same Ranger policy
on the source cluster has user2. In this method, userl is removed and user2 is added in the destination Ranger
policy after replication.

Y ou can choose the ingestion method on the Advanced tab during Ranger replication policy creation.

Y ou must prepare the clusters before you create a Ranger replication policy in CDP Private Cloud Base Replication
Manager.

E Note:
¢ Replication Manager requires avalid license. To understand more about Cloudera license requirements,
see Managing Licenses.
e Minimum required role - Replication Administrator or Full Administrator.

« Before you create replication policies, ensure that the source cluster and target cluster are supported by
Replication Manager. For information about supported clusters and supported replication scenarios by
Replication Manager, see Support matrix for Replication Manager on Cloudera Private Cloud Base on

page 9.

Ensure that the following prerequisites are complete before you create a Ranger replication policy:

1. Arethe source and target clusters K erberos-enabled?

Y ou can configure SSL/TLS certificate exchange manually on source Cloudera Manager and target Cloudera
Manager. For more information, see Configuring SSL/TL S certificate exchange between two Cloudera Manager
instances on page 19.

IE Note: You can enable Auto-TLS on the clusters, if required.

2. Have you added the source cluster as a peer to the target cluster? For more information, see Adding cluster asa
peer.

E Note: Ensure that you choose the Create User With Admin Role option when you add the peer.
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3. Do you want to replicate the Ranger audit logs for HDFS? If so, complete the following steps:

a) SettheRanger Pl ugin HDFS Audit Enabl ed (ranger _plugi n_hdfs_audit_enabl ed)
property to true in the Cloudera Manager Ranger service Configuration tab on the source cluster and target
cluster.

b) Enable HDFS snapshots for the Ranger audit log directory in the source cluster. The destination directory to
which you replicate the Ranger policies need not be snapshottable.

By default, the Ranger audit log directory is/ranger/audit in HDFS. During Ranger replication policy creation,
you can edit the log directory path to replicate a subset of logs by appending hdfs, hbase, or atlas at the end of
the default path. For example, if you append hdfs at the end of the default path, Replication Manager replicates
only the HDFS Ranger audit logs.

¢) Do you have the user credentials in the supergroup group on the HDFS NameNode host of the target cluster?
Replication Manager requires superuser credentials to replicate Ranger audit log directory.

d) Do you have the user credentials in the supergroup group on the HDFS NameNode host of the source cluster?

Y ou can create Ranger replication policies in Cloudera Private Cloud Base Replication Manager. The Ranger
replication policies copy or migrate Ranger policies for HDFS, Hive, and HBase between Cloudera Private Cloud
Base 7.1.9 or higher clusters using Cloudera Manager 7.11.3.

1. Gotothe ClouderaManager Replication page on the target cluster.
2. Click Create Replication Policy Ranger Replication Policy .
3. Configure the following options on the General tab:

Name Enter a unique name for the replication policy.

Source Choose the source cluster.

Ensure that you add the source peer as an admin peer on the
Cloudera Manager Replication Peers page; otherwise, the replication

jobfails.
Destination Choose the target cluster.
Schedule Choose:

¢ Immediate to run the schedule after policy creation.

¢ Onceto run the schedule one time after policy creation. Set the
date and time.

*  Recurring to run the schedule periodically. Set the date, time,
and interval between runs.

Replicate Ranger data Select to replicate the Ranger policies and roles for the resources you
choose in the Ser vices tab.

Replicate Ranger audit logsin HDFS Select to replicate the Ranger audit logsin HDFS.

Source side HDFS audit log directory* Shows the source Ranger HDFS audit log path by default. For
example, hdfs://[*** SOURCE URL***]:8020/ranger/audit/

You can edit thelog directory path to replicate only a subset of
logs by appending hdfs, hbase, or atlas at the end of the default
path. For example, if you append hdfs at the end of the default path,
Replication Manager replicates only the HDFS Ranger audit logs.
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Option Description

Destination directory* Shows the destination Ranger HDFS audit path where the source
HDFS audit logs are replicated to, by default.

The default path is the /ranger/audit/replication/[ *** SOURCE
PEER NAMEBASE64***] /[*** SOURCE CLUSTER
NAMEBASE64***] /[ *** SOURCE RANGER SERVICE
NAMEBASE64***]/ subdirectory.

Thereplication folder has three Base64 encoded directories to avoid
illegal HDFS characters.

Maximum Number of Copy Mappers (Optional) Enter the maximum number of simultaneous copy
mappers for DistCp to replicate Ranger audit logsin HDFS. The
default valueis 20.

Maximum Bandwidth Per Copy Mapper (Optional) Enter the bandwidth limit for each mapper to replicate
Ranger audit logsin HDFS. Default is 100 MB.

Thetotal bandwidth used by the replication policy is equal

to Maximum Bandwidth multiplied by Maximum Map Slots.
Therefore, you must ensure that the bandwidth and map slots you
choose do not impact other tasks or network resources in the target
cluster.

Replication Policies page shows the maximum bandwidth
set for the replication policy during replication policy
creation.

Q Tip: The Throughput field on the Cloudera Manager

Filelisting threads (Optional) Choose the Override DistCp default option and
configure the number of threads (a maximum of 128 threads) that
the replication policy must use during the copylisting phase of
replication. By default, Replication Manager uses the default value
of 20 threads for the copylisting phase of replication.

The default number of threads for the copylisting phase of replication
(using replication policies) can be set in the core-site.xml or hdfs-
sitexml file for the HDFS service. Y ou can set a maximum of 128
threads only.

Important: Increasing this value increases the load on
& the HDFS NameNode of the source cluster which in turn
increases the network bandwidth used by the replication

jobs.
MapReduce Service Select the MapReduce or YARN service to use.
Scheduler Pool (Optional) Enter the name of aresource pool in the field. The value

you enter is used by the MapReduce Service you specified when
Cloudera Manager executes the MapReduce job for the replication.
The job specifies the value using one of these properties:

¢ MapReduce - Fair scheduler: mapred.fairscheduler.pool

¢ MapReduce — Capacity scheduler: queue.name

¢ YARN —mapreduce.job.queuename

Run as Username Enter the username to run the replication job. Ensure that the user is
in the supergroup group on the HDFS NameNode host of the target
cluster.

Run on Peer as Username Enter the user if the peer cluster is configured with a different

superuser. Ensure that the user isin the supergroup group on the
HDFS NameNode host of the source cluster.

*the values for the field are derived from ther anger _pl ugi n_hdf s_audi t _ur| API.
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4. Configure the following options on the Ser vices tab:

Option Description

Source Service Names Choose one or more service names for which you want to copy or
migrate the Ranger policies. Y ou can choose HDFS, HBase, and
Hive services, and a so choose the tag services.

Replication Manager pairs or maps the source and destination
Ranger services according to their service types.

Destination Service Names Choose the service name on the target cluster. If there are more than
one Ranger service of the same type on the target cluster, choose the
required service from the drop-down list.

5. Configure the following options on the Advanced tab:

Option Description

Users Mapping Enter the usernames for the services only if the usernames defined in
Ranger differ in the source and target clusters.

Resources Mapping Enter the resource paths for the services only if the resource path
defined in Ranger differsin the source and target clusters.

Note: If you enter the resource paths, ensure that you
E choose the Override policy import strategy.

Policy Import strategy Choose one of the following methods for file ingestion:

* Merge- Replication Manager merges the Ranger policies. By
default, Replication Manager uses this method.

For example, assume a Ranger policy in the destination Ranger
service contains user1 and the same Ranger policy on the source
cluster has user2. In this method, both user1 and user2 are added
in the destination Ranger policy after replication.

¢ Override - Replication Manager overwrites the existing Ranger
policies.
For example, assume a Ranger policy in the destination Ranger
service contains user1 and the same Ranger policy on the source
cluster has user2. In this method, userl isremoved and user2 is
added in the destination Ranger policy after replication.

Description Optionally, you can enter a brief description.

Alerts Choose to generate aerts for various state changes in the replication
workflow. You can aert On Failure, On Start, On Success, or On
Abort of the replication job.

Y ou can configure aerts to be delivered by email or sent as SNMP
traps. If alerts are enabled for events, you can search for and view the
derts on the Eventstab, even if you do not have email notification
configured. For example, if you choose Command Result that
contains the Failed filter on the Diagnostics Events page, the alerts
related to the On Failure alert for all the replication policies for
which you have set the alert appear. For more information, see
Managing Alerts and Configuring Alert Delivery.

6. Click Create.

Results
The replication policy appears on the Replication Policies page. It can take up to 15 seconds for the task to appear.

If you selected Immediate in the Schedule field, the replication job starts replicating after you click Save Policy.
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After you create a Ranger replication policy in Cloudera Private Cloud Base Replication Manager, you can perform
and monitor various tasks related to the replication policy. Y ou can view the job progress and replication logs. You
can edit the advanced options to optimize ajob run. Y ou can suspend ajob and a so activate a suspended job.

The Replication Policies page shows arow of information for each replication policy and the following columns for
each replication policy:

* Internally generated | D for the replication policy. Click the column label to sort the replication policies.

» Replication policy Name that you provide during replication policy creation.

* Replication policy Type.

e Source cluster in the replication policy.

« Destination cluster in thereplication policy.

* Replication job Progress.

¢ Timestamp when the last replication job Completed.

« Timestamp of Next Run of replication policy job.

The Actions menu provides the following options:

Show History Click to open the Replication History page for areplication policy.

The Replication History page shows the replication policy Name,
replication policy Type, Sour ce cluster name, Destination cluster
name, and the timestamp of Next Run of the replication policy job.

The Replication History page shows the following summary about

replicated Ranger policiesin a successful Ranger replication policy:

* Total policiesin thereplication policy.

e Created or the number of Ranger policies that were successfully
replicated.

¢ Number of Ranger policies that were not replicated and Failed.

¢ Number of Ranger policies Skipped during replication.

*  Number of Ranger policies there were Skipped due to timeout
during replication.

Edit Configuration Click to change the replication policy options as required.
Run Now Click to initiate the replication policy job.
Collect Diagnostic Data Click to open the Send Diagnostic Data modal window, where you

can collect replication-specific diagnostic datafor the last 10 runs of
thereplication policy.

In the Send Diagnostic Data modal window, you can perform the
following steps:

1. Select Send Diagnostic Data to Clouderato automatically send the
bundle to Cloudera Support. Y ou can aso enter aticket number
and comments when sending the bundle.

2. Click Collect and Send Diagnostic Data for Replication Manager
to generate the bundle and open the Replication Diagnostics
Command screen.

3. Click Download Result Data to download the ZIP file containing
the bundle to your machine.

Disable | Enable Click to disable or enable the replication policy respectively. No
further replications are scheduled for disabled replication policies.
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Delete Click to remove the replication policy permanently from Replication
Manager.

The troubleshooting scenarios in this topic help you to troubleshoot the replication policies that you create between
on-premises clusters in Replication Manager.

Y ou can configure the heap size to 16 GB using the extra Java runtime option. To accomplish this task, perform the
following steps:

1. Gotothe source Cloudera Manager HDF S service Configuration tab.

L ocate the HDFS Replication Environment Advanced Configuration Snippet (Safety Valve) property.
Enter the HADOOP_OPTS="-Xmx16G" key-value pair, and save the changes.

Restart the HDFS service.

Go to the target Cloudera Manager HDFS service Configuration tab.

L ocate the HDFS Replication Environment Advanced Configuration Snippet (Safety Valve) property.
Enter the HADOOP_OPTS="-Xmx16G" key-value pair, and save the changes.

Restart the HDFS service.

© N UMW

The Replication Strategy option, that you can configure during the policy creation process, takes care of file
replication task distribution. By default, this option is set to Dynamic; that is Replication Manager distributes the file
replication tasks in small sets to the mappers, and as each mapper completes its tasks, it dynamically acquires and
processes the next unallocated set of tasks.

However, you can configure it to Static. The file replication tasks among the mappers are set upfront to achieve a
uniform distribution based on the file sizes.

Mappersin addition to copying files also perform several tasks which include creating directories, preserving
permissions and other metadata, calculating checksums, and identifying files to skip for replication. The mappers
might also get throttled by the network. The following example describes atypical scenario and waysto resolve
issues that might arise.

Example: A replication policy incrementally copies ~100K new/modified files and skips ~10M files every few hours.
Y ou can optimize the policy performance for on-premises to on-premises clusters by:

» Configuring the mappers based on the requirements using the Maximum Map Slots option during the policy
creation process. By default, this option is set to 20.

« Choose Skip Checksum Checks during the policy creation process since the number of files that are skipped is
high. This ensures that checksum checks are skipped on copied files.

» Check the Throughput column for the replication policy on the Replication Policies page for average throughput
per mapper/file of al the files written. Y ou can use more mappers with less bandwidth per mapper, if required.

Y ou can configure Maximum Bandwidth to limit the bandwidth per mapper during the policy creation process. By
default, thisis set to 100 MB.
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Y ou must consider creating multiple replication policies instead of one replication policy to replicate all the
directories and filesin a cluster because:

» the performance improvesif you run multiple replication policies at oncein parallel.
 reliability can be ensured even if areplication policy fails.
« you have the flexibility to run the replication policies with less resources and at different intervals.

Y ou can run severa replication policiesin parallel depending on the following factors:

*  Number of available mappers

« Auvailable network bandwidth

« Load on source and target NameNodes

» Read bandwidth on source DataNodes and write bandwidth of target DataNodes

It is recommended that you go for the lower side of these limits so that the other applications are also able to access
these resources successfully. Y ou can decide the number of concurrent replications depending on the available
number of mappers and network bandwidth. For example, if you have a 10 GBps network, you might want to run
five replication policies with 20 mappers each in parallel rather than one replication policy with 100 mappers and 100
M Bps bandwidth per mapper.

Y ou might want to monitor the write speed on the target cluster if the total bandwidth is more than 100 GBps and you
are utilizing all the available bandwidth for the replication policy jobs. Thisis because the target DataNodes require
3x (or the configured replication factor) write bandwidth for write operations.

Replication Manager uses MapReduce or Y ARN framework for its replication jobs and the jobs use 20 mappers and
amaximum of 100 MB/s network bandwidth utilization by default. Y ou can change this based on the size of the
clusters and total data or resources that you want to assign to the replication policy jobs.

It is recommended that you use a Y ARN resource pool to configure the percentage of resources you want to assign to
the replication jobs. This ensures that the replication policy jobs do not consume more than the assigned percentage of
resources. Y ou can also configure isolation of resources by specifying which users can use certain resources.

To configure anew YARN resource pool, go to the Cloudera Manager Clusters Y ARN service Resource Pools (Tab)
Configuration Create Resource Pool tab.

To use the configured resource pool in areplication policy, go to the Cloudera Manager Replication Policies Actions
Edit Configuration Resources (Tab) Scheduler Pool field, and enter the Y ARN resource pool name.

During the time duration when Cloudera Manager fails over a passive instance, the previously active Cloudera
Manager instance is not up and the local temporary folder on the previously active Cloudera Manager host) used

by replication policies becomes inaccessible for the currently active Cloudera Manager instance. Therefore, the
replication policies that have a Cloudera Manager peer associated to it (Hive external replication policies and HDFS
replication policies between on-premises to on-premises clusters) fail if they areinitiated during that time duration.
Subsequent runs of the same policy in the absence of afailover event eventually succeed.

To avoid these issues, you can implement the following solutions based on the scenarios:

e Controlled or planned Cloudera Manager failover - In this scenario, you can stop or pause existing replication
policy job run. Y ou might want to postpone creating any replication policies during the failover time duration.
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« Unplanned failover - In this scenario, you can use one of the following methods:

* Re-runthefailed replication policies.
*  Wait for the next planned replication policy run.
» Restorethereplicated content to a previous snapshot and re-run the replication policy.

When an HDFS replication policy (incremental replication) fails, the last successfully replicated snapshot gets
deleted. Therefore, the next policy run starts afull bootstrap replication. For large datasets, the bootstrap replication
takes along time to complete.

To mitigate thisissue, set the deletel atestSourceSnapshotOnJobFailure flag to false using REST APIsfor the
replication policy. After you set the flag to false, the last replicated snapshot is not deleted even when the replication
fails. Therefore, the next policy run isan incremental run.

This error appears for replication policies that use Kerberos-enabled clusters on Isilon storage.
To mitigate this issue, perform the following steps:

1. Create a custom Kerberos keytab and Kerberos principal that the replication jobs can use to authenticate to storage
and other CDP services.

2. Gotothe target Cloudera Manager Administration Settings page.

3. Search for the following properties, and enter the required values:

» Custom Kerberos Keytab L ocation — Enter the location of the custom Kerberos keytab.
e Custom Kerberos Principal Name — Enter the principal name to use for replication between secure clusters.

For more information about the parameters, see Cloudera Manager Server Properties for replication.

Important: To replicate data using replication policies that use Kerberos-enabled clusters on Isilon
storage, you must:

¢ ensurethat the source and target clusters have the same set of users and groups. When you set the
ownership of files (or when maintaining ownership), if auser or group does not exist, the chown
command fails on Isilon. For more information, see Performance and Scal ability Limitations.

» enter the Custom Kerberos Principal Name value in the Run As User name field during the replication
policy creation process.

Cloudera recommends that you do not select the Replicate Impala M etadata option for Hive/lmpala
replication policies. To use this feature, create a custom principal in the hdfs’hostname@realm or impala/
hostname@realm format.
4. Add the hadoop.security.token.service.use ip = false key-value pair to the HDFS Service Advanced Configuration
Snippet (Safety Valve) for hdfs-sitexml and Cluster-wide Advanced Configuration Snippet (Safety Valve) for
core-site.xml properties.
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Tip:
O If the replication MapReduce job fails and the following error appears, set the Isilon cluster-wide time-to-live
setting to a higher value on the target cluster:

java.io.| OException: Failed on |ocal exception: java.io.|OException:
or g. apache. hadoop. security. AccessControl Excepti on:
Client cannot authenticate via:[ TOKEN, KERBEROS];
Host Details : local host is: "foo.myconpany.conm 172.1.2.3";
destination host is: "nyisilon-1. nyconpany. coni: 8020;

A higher value might cause workloads to be less distributed which might affect the load balancing in the
Isilon cluster. To mitigate thisissue, you can use a value of 60 as agood starting point. For example, thei si
net wor ks nodi fy pool subnet4:nn4 --ttl =60 command configuresthelsilon cluster-wide
time-to-live setting to 60.

To view the settings for asubnet, you canrunthei si networks |i st pools --subnet subnet3
- V. command.

Y ou can create HDFS, HBase, and Ozone snapshots using Replication manager in Cloudera Private Cloud Base for
datareplication. Learn what datais backed up during replication and the methods available for replication.

HDFS, HBase, and Ozone snapshots are point-in-time backups of HBase tables, HDFS directories, and Ozone
buckets respectively. Y ou can create HDFS, HBase, or Ozone snapshotsin Cloudera Manager or using the command
line as required. Y ou can aso create them at regular intervals using snapshot policiesin Cloudera Private Cloud Base
Replication Manager. HDFS and Hive replication policies leverage HDFS snapshots and Ozone replication policies
leverage Ozone snapshots to implement incremental data replication. Y ou can improve the reliability of replication
policies by using snapshots.

HBase snapshots for tables and Ozone snapshots for buckets are enabled by default. However, you must enable HDFS
snapshots for the required HDFS directories and subdirectories in Cloudera Manager.

Thefirst HDFS, Hive, or Ozone replication policy job is abootstrap job, that is the replication policy replicates all
the datain the specified HDFS directories, Hive/lmpala tables, or Ozone buckets respectively. Subsequent replication
jobs use one of the following methods to replicate data:

Incremental replication method
In this method, Replication Manager uses the diff report to replicate data. The snapshot diff feature
uses snapshots to generate the diff report to determine the changed or new datain the chosen
directories or buckets in the source cluster. This method optimizes the replication jobs by using less
time and resources during replication.

Non-incremental method

Replication Manager uses this method if the snapshot diff fails. In this method, Replication
Manager performs the following high-level steps:

1. Listsall thefiles.

2. Performs a checksum and metadata check on them to identify the relevant filesto copy. This
step depends on the advanced options you choose during the replication creation process. During
thisidentification process, some unchanged files are skipped if they do not meet the criteria set
by the chosen advanced options.

3. Copiestheidentified files from the source cluster to the target cluster.
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Y ou can create snapshot policies in Cloudera Private Cloud Base Replication Manager that define the HDFS
directories, HBase tables, or Ozone buckets to be snapshotted, the interval s to take snapshots, and the number of
snapshots to retain for each snapshot interval. For example, you can create a snapshot policy that takes daily and
weekly snapshots, and also specify that only seven daily snapshots and five weekly snapshots must be maintained.

Minimum required role: Replication Administrator or Full Administrator.

Y ou can create snapshot policiesin Cloudera Private Cloud Base Replication Manager to take HDFS and Ozone
snapshots at regular intervals. HDFS and Hive replication policies leverage HDFS snapshots and Ozone replication
policies leverage Ozone snapshots to implement incremental data replication.

Y ou can also create HBase snapshot policies to create HBase snapshots at regular intervals in Replication Manager.
There are several use cases that |everage HBase snapshots. For more information, see HBase snapshot use cases.

HBase snapshots are enabled for all HBase tables by default. HBase snapshots are point-in-time backup of tables,
without making data copies, and with minimal impact on RegionServers. HBase snapshots are supported for clusters
running CDH 4.2 or higher. Y ou can aso create an HBase snapshot using Cloudera Operational Database (COD)
CLI.

Understand what HDFS snapshots are and how it hel ps Replication Manager during replication.

HDFS snapshots are point-in-time backup of directories without actually cloning of data. HDFS snapshots improve
data replication performance and prevent errors caused by changes to a source directory. These snapshots appear on
the filesystem as read-only directories that can be accessed just like other ordinary directories.

A directory is called snapshottable after it has been enabled for snapshots, or if a parent directory is enabled for
snapshots. Subdirectories of a snapshottable directory are included in the snapshot.

Note: Cloudera recommends that you enable snapshots only the required HDFS directories. Thisis because

B when you enable snapshots for unwanted directories or which represents the entire HDFS system, snapshots
of unwanted files and directories such as tmp and trash directories are al so taken. These large snapshots
consume memory and network resources, and might increase the server load on Namenode. The replication
jobs also become inefficient because the job replicates the unwanted files and metadata. Additionally, the
unwanted files do not get deleted until their snapshots are deleted.

For more information, see the HDFS Snapshots Best Practices blog.

Some replications, especially those that require along time to finish can fail because source files are modified during
the replication process. Y ou can prevent such failures by using snapshot policies in Replication Manager. This use
of snapshotsis automatic with CDH versions 5.0 and higher. To take advantage of this, you must enable the relevant
directories for snapshots (also called making the directory snapshottable).

When the replication job runs, it checks to see whether the specified source directory is snapshottable. Before

replicating any files, the replication job creates point-in-time snapshots of these directories and uses them as the
source for file copies. This ensures that the replicated data is consistent with the source data as of the start of the
replication job. The latest snapshot for the subsequent runsis retained after the replication process is compl eted.

For more information, see Using HDFS snapshots.

Before you create Hive externa table replication policies, ensure that you enable snapshots for the databases and
directories that contain the required external tables. Before you replicate Impala tables, ensure that the storage
locations for the tables and associated databases are al so snapshottable.

For example, if the database resides in a custom location, such as /apps/folderl/folder2/[sa es.db, marketing.db, hr.db,
etc.], you can enable the snapshots at the following database or directory levels depending on your requirement:

» /appg/folderl/folder2/saes.db
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» /appg/folderl/folder2/marketing.db
» /appg/folderl/folder2/hr.db

Note: If you enable snapshots at the /apps, /apps/folderl, or /apps/folderl/folder2 level, large snapshots are
Ij created which might create performance and snapshot-related issues.

Y ou can aso isolate the database-level snapshots from each other so that the Hive external table replication policy

replicates only the specified database.

The following table shows sample custom locations that contain the external tables and the recommended directory
level to enable snapshots to isolate the database-level snapshots:

/data/fol der1/fol der2/sales/[tablel, table2, table3 ... tablen] /data/folderl/folder2/sales
/data/folder folder2/marketing/[tablel, table2, table3 ... tablen] /datalfolderl/folder2/marketing
/datalfol der1/folder2/hr/[tablel, table2, table3 ... tablen] /datalfolder1/folder2/hr

When you edit or delete a snapshot policy, the snapshots for the files, directories, or tables that were removed
from the snapshot policy are retained. These are known as or phaned snapshots. These snapshots are not deleted
automatically because they are no longer associated with a snapshot policy.

Y ou can identify and del ete these orphaned snapshots manually through Cloudera Manager, or by creating a
command-line script that uses the HDFS or HBase snapshot commands.

To avoid orphaned snapshots, you can choose one of the following methods depending on your requirements.
» Delete the snapshots before you edit or delete the associated snapshot policy.

Cloudera Manager assigns the prefix cm-auto which is followed by a globally unique identifier (GUID) for every
HDFS snapshot policy. You can view the snapshot prefix in the policy summary in the policy list, and in the
delete modal window.

Note: Before you delete a snapshot policy, ensure that you record the snapshot names in the snapshot
policy and the cm-auto-guid of the snapshot policy. Thisis because you cannot determine the snapshot
names in the snapshot policy and the cm-auto-guid of the snapshot policy after you delete the snapshot
policy, and the snapshot names also do not contain any recognizable references to its snapshot policy.

« |dentify the orphaned snapshots for a deleted snapshot policy using its cm-auto-guid, and del ete the snapshots.

Understand what Ozone snapshots are and what you can replicate with Ozone snapshots. Also, learn about the
replication methods you can choose for Ozone replication policies to replicate data.

Ozone snapshots are point-in-time backups of buckets and volumes within it, without actually cloning the data. You
can leverage snapshots and snapshot-diffs to implement incremental replication in Ozone replication policies.

Ozone snapshots are enabled by default for all the buckets and volumes. If the incremental replication featureis also
enabled on the source and target clusters, you can choose one of the following methods to replicate Ozone data during
the Ozone replication policy creation process.

Full filelisting

By default, the Ozone replication policies use the full file listing method which takes alonger time
to replicate data. In this method, the first Ozone replication policy job run is abootstrap job; that
is, al the datain the chosen buckets are replicated. During subsequent replication policy runs,
Replication Manager performs the following high-level steps:
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1.

Listsal thefiles.

2. Performs a checksum and metadata check on them to identify the relevant filesto copy. This
step depends on the advanced options you choose during the replication creation process. During
thisidentification process, some unchanged files are skipped if they do not meet the criteria set

by the chosen advanced options.

3. Copiestheidentified files from the source cluster to the target cluster.

I ncremental only

In this method, the first replication policy job run is a bootstrap job, and subsequent job runs are
incremental jobs.

To perform the incremental job, Replication Manager leverages Ozone snapshots and the snapshot-
diff capability to generate a diff report. The diff report contains the changed or new data from the
source cluster. The subsequent replication policy replicates data based on the diff report.

I ncremental with fallback to full filelisting

In this method, the first replication policy job run is a bootstrap job, and subsequent job runs are
incremental jobs. However, if the snapshot-diff fails during a replication policy job run, the next
jobrunisafull filelisting run. After the full file listing run succeeds, the subsequent runs are
incremental runs. This method takes alonger time to replicate dataif the replication policy job falls
back to the full file listing method.

Y ou can create HDFS, HBase, and Ozone snapshot policiesin Cloudera Private Cloud Base Replication Manager.

HBase and Ozone snapshots are enabled by default on the tables and buckets respectively. Ensure that you have
enabled snapshots for the required HDFS directories in Cloudera Manager before you create HDFS snapshot policies.

1. Gotothe ClouderaManager Replication Snapshot Policies page.

2. Inthe Create Snapshot Policy modal window, enter the following generic options that are common for HBase,
HDFS, and Ozone snapshot policies:

Service

Name

Description

Tables

Choose HDFS, HBase, or Ozone depending on your requirements.

Enter a name for the snapshot policy.

Ensure that the snapshot policy name neither contains the characters
% . ; /\ nor any character that is not ASCII printable, which includes
the ASCI| characters less than 32 and the ASCI| charactersthat are
greater than or equal to 127.

Optional. Enter a brief description about the snapshot policy.

Appears when you choose the HBase Service. Enter the table

name or aregular express to match multiple tablesto includein

the snapshot. Y ou can use a Javaregular expression to specify a

set of tables. For example, matches al tables with names starting
with finance. Y ou can also create a snapshot for all tablesin agiven
namespace, using the {[***NAMESPACE***]}:.* syntax.
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Option Description

Paths Appears when you choose the HDFS Service. Specify the HDFS
directory path to include in the snapshot.

Select the paths of the directories to include in the
snapshot. Y ou can select only the directories that are
enabled for snapshotting. If no directories are enabled
for snapshotting, then Click to add a path and to remove
a path. warning appears. Go to the Cloudera Manager
Clusters HDFS service File Browser tab to make a path
snapshottable.

: Important: Do not take snapshots of the root directory.

Volume/ Bucket Appears when you choose the Ozone Service. Enter one or more
volumes and buckets to include in the snapshot.

Schedule Choose one or al the following frequency options and then specify
the other granularity details to take snapshots depending on your
requirements:

¢ Hourly
¢ Daly

¢ Weekly
¢ Monthly
* Yealy

Y ou can schedule snapshots hourly, daily, weekly, monthly, or
yearly, or any combination of those. Depending on the frequency you
select, you can specify the time of day to take the snapshot, the day
of the week, day of the month, or month of the year, and the number
of snapshots to keep at each interval.

Each time unit in the schedule information is shared with the time
units of larger granularity. That is, the minute value is shared by

all the selected schedules, hour by al the schedules for which hour
is applicable, and so on. For example, if you specify that hourly
snapshots are taken at the half hour, and daily snapshots taken at the
hour 20, the daily snapshot will occur at 20:30.

When a snapshot policy includes alimit on the number of snapshots
to keep, Cloudera Manager checks the total number of stored
snapshots each time a new snapshot is added, and automatically
deletes the oldest existing snapshot.

Alerts Choose one of the following snapshot policy state changes to
generate alerts during snapshot creation:
¢ Onfailure
¢ Onsart
¢ Onsuccess
¢« Onabort

3. Click Save Palicy.

Results
The snapshot policy appears on the Snapshot Policies page.

Manage and monitor snapshot policies

After you create an HDFS, HBase, or Ozone snapshot policy, you can manage the snapshot policies on the “ Snapshot
Policies’ page. Y ou can view more details about the snapshot policy on the " Snapshot History" page.

The Snapshot Policies page in Cloudera Private Cloud Base Replication Manager shows the list of snapshot policies,
filters to view the snapshot policies, and the Create Snapshot Policy option to create HDFS, HBase, and Ozone
snapshot palicies.
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Snapshot policy details
The following snapshot policy details appear on the Cloudera Manager Replication Snapshot Policies page:

Option Description

Policy Name Shows the snapshot policy you provided during snapshot policy
creation.

Cluster Shows the cluster where the snapshots reside.

Service Shows the service as HDFS, HBase, or Ozone for the snapshot policy.

Directories/Tables/Objects Shows the directories, tables, or buckets and volumes you chose for the
snapshot policy.

Last Run Shows the timestamp for the last snapshot policy run.

Snapshot Schedule Shows the frequency you chose for the snapshot policy.

You can use the CLUSTER, SERVICE, and SCHEDULE filters to view the required snapshot policies on the
Snapshot Policies page.

Actions menu

Y ou can perform the following actions on a snapshot policy on the Cloudera Manager Replication Snapshot Policies

page:
e Click Actions Show History for asnapshot policy to view the existing snapshots generated by the snapshot
policy.

e Click Actions Edit Configuration to modify the schedule of the snapshot policy. Y ou can also modify the tables,
directories, or buckets and volumes in the snapshot policy.

e Click ActionsDisable to disable the snapshot policy.
* Click ActionsDelete to delete the snapshot policy.

Snapshots History details in Replication Manager

Y ou might need to view details about all the snapshot job runs that were run or attempted for a snapshot policy to
manage job runs or to perform troubleshooting activities. The " Snapshots History" pagein Cloudera Private Cloud
Base Replication Manager provides these details.

Y ou can view the snapshot Policy Name, Type of the snapshot policy, Cluster where the snapshot policy resides,
Service, and the automatically assigned Snapshot Prefix for al the snapshot job runsin the snapshot policy.

The Snapshots History page shows atable of snapshot jobs and the following columns for the snapshot jobs:

Table 6: Snapshots History

Column Description

Start Time Time when the snapshot job started.

Click View to open the Managed scheduled snapshots Command page, which displays details and messages about each
step in the command run.

Qutcome Status of snapshot policy as succeeded or failed.

Paths | Tables | Shows the number of Paths Processed for the HDFS snapshot policy job; the number of Tables Processed for the HBase
Buckets Processed | snapshot policy job; the number of Buckets Processed for the Ozone snapshot policy job.

Paths | Tables Shows the number of Paths Unprocessed for the HDFS snapshot policy job; the number of Tables Unprocessed for the
| Buckets HBase snapshot policy job; the number of Buckets Unprocessed for the Ozone snapshot policy job.
Unprocessed

Snapshots Created | Number of snapshots created.

Snapshots Deleted | Number of snapshots deleted.
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Errors During Displaysalist of errors that occurred when creating the snapshot. Each error shows the related path and the error message.
Creation
Errors During Displaysalist of errors that occurred when deleting the snapshot. Each error shows the related path and the error message.
Deletion

When you expand a snapshot job, you can view more details about the job. Click View to see the Command Details
about the job on the All Recent Commands page.

Y ou can view the following snapshots in the specified cluster in Cloudera Manager:

» HDFS snapshots on the Cloudera Manager Clusters[***HDFS SERVICE***] File Browser tab.
« HBase snapshots on the Cloudera Manager Clusters [***HBASE SERVICE***] Table Browser tab.
« Ozone snapshots on the Cloudera Manager Clusters [*** OZONE SERVICE***] Bucket Browser tab.

Y ou must be aware of the issues related to the snapshot policies that you create between on-premises clustersin
Replication Manager and how to resolve those issues.

Errors might appear when you edit or delete a snapshot policy that contains % . ; / \ or any character that is not ASCII
printable which includes the ASCI| characters less than 32 and the ASCII characters that are greater than or equal to
127.

To resolve thisissue, use the update command to replace the unsupported character in the policy name with an
underscore, in the SNAPSHOT_POLICIES table.

To update the snapshot policy name in the SNAPSHOT _POLICIES table, perform the following steps:

1. Takeabackup of the Cloudera Manager database.

2. Run the update SNAPSHOT_POLICIES set NAME = replace(NAME,CHAR([***ENTER CHARACTER
NUMBER***]),' "); command to replace the unsupported character in the snapshot policy name with an
underscore.

The
target has been nodified since snapshot [***SNAPSHOT NAME**]

error might appear when Cloudera Manager HA (planned or unplanned failover) isinitiated.

This error appears when the target directory is out-of-sync with the source directory during a planned or unplanned
failover. The directories might go out-of-sync if the files or foldersin the target directory were modified or the source
directory changed and a snapshot was created to make the synchronization point. The modifications on the target
cluster include creating or dropping databases, tables, and partitionsin Hive.

To mitigate thisissue, you can run the replication policy which bootstraps the target. However, this action might
modify the target cluster and might result in data loss. In addition, the time and resources consumed to complete the
bootstrap replication job is high.

However, as a safety measure if you created a snapshot (for example, sync_v1) for the target directory before

you created the HDFS or Hive replication policy, then you can run the following steps to initiate the incremental
replication from the source directory to target directory, which optimizes the replication job by using less time and
resources:
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1. Takeasnapshot of the target cluster by using the hdfs dfs -createSnapshot [*** TARGET DIRECTORY* **]
[***NEW SNAPSHOT NAME***] command. Ensure that you use an alternate snapshot naming pattern to
distinguish this snapshot from the rest of the snapshots.

For example, hdfs dfs -createSnapshot tar_directory mod_v1

2. Revert the target directory to the snapshot you created initially using the hadoop distcp -rdiff [***INITIAL
NAPSHOT***] [***NEW SNAPSHOT NAME***] -update [*** SOURCE DIRECTORY***] [***TARGET
DIRECTORY***] command.

For example, hadoop distcp -rdiff mod_v1 sync_v1 -update src_directory tar_directory
3. Runthereplication policy to sync the source and target directories.

Before you restore an HDFS directory from an HDFS snapshot, ensure that there is adequate disk space.

1. Gotothe ClouderaManager HDFSservice File Browser tab.
2. Go to the directory you want to restore.

3. Click the drop-down menu next to the full file path (to the right of the file browser listings) and select one of the
following:

¢ Restore Directory From Snapshot
* Restore Directory From Snapshot As...

The Restore Snapshot dialog box appears.

4. Select Restore Directory From Snapshot As... if you want to restore the snapshot to a different directory. Enter the
directory path to which the snapshot has to be restored. Ensure that there is enough space on HDFS to restore the
files from the snapshot.

Note: If you enter an existing directory path in the Restore Directory From Snapshot As... field, the
directory is overwritten.

5. Select one of the following:

* UseHDFS 'copy' command - This option runs the restore job slowly and does not require credentialsin a
secure cluster. It copies the contents of the snapshot as a subdirectory or as files within the target directory.

« UseDistCp/ MapReduce - This option runs the restore job faster and requires credentials (Run As) in secure
clusters. It merges the target directory with the contents of the source snapshot. When you select this option,
the following additional fields, which are similar to those available when configuring a replication policy
appear under More Options:

*  When restoring HDFS data, if a MapReduce or YARN serviceis present in the cluster, the
DistributedCopy (DistCp) job is used to restore directories, increasing the speed of restoration. You can
choose MapReduce or YARN as the MapReduce service. For files, if aMapReduce or YARN serviceis
not present, a normal copy is performed.

»  Skip Checksum Checks - Determines whether to skip checksum checks (the default is to perform them). If
checked, checksum validation is not performed.

Y ou must select the this property to prevent failure when restoring snapshots in the following cases:

» Restoring a snapshot within a single encryption zone.
* Restoring a snapshot from one encryption zone to a different encryption zone.
* Restoring a snapshot from an unencrypted zone to an encrypted zone.

Y ou can restore an Ozone snapshot to a previous version or restore the snapshot to another bucket and volumein
Cloudera Manager. Y ou can also delete a snapshot.
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Ozone snapshot restore performs the following actions while restoring the Ozone snapshots:

Overwrites the keys in the destination bucket if they are also available in the snapshot.
Retains the keys in the destination bucket if they are not in the snapshot.
Creates the keysthat are not in the destination bucket but are available in the snapshot.

Gotothe Cloudera Manager Clusters[*** OZONE SERVICE***] Bucket Browser tab.
Enter the Volume and Bucket, and click Go to bucket.
On the Bucket Browser tab, you can:

* View and browse thelist of all the available volumes in the Ozone service.

Click avolumein the Name column, or enter the name of a specific Volume and Bucket to see the list of files
and directoriesin it. Optionally, you can Filter the results.

* Access the Snapshots section where you can:

* View thelist of snapshots available for the bucket.
» Create Snapshot instantly.
» Restore Bucket from Snapshot.
* Restore Bucket From Snapshot As... to adifferent bucket, or restore it to another volume and bucket.
* Click Actions Delete for asnapshot to delete it permanently.
Y ou can perform the following tasks depending on your requirements:

a) Torestore abucket to its previous version, perform the following steps:

1. Click Restore Bucket From Snapshot.

2. Select the Snapshot to which you want to restore the volume and bucket in the Restor e Snapshot modal
window.

3. Click Restore.

The Restore Ozone snapshot modal window appears where you can view the commands which restore the
volume and bucket to the specified snapshot.

b) To restore a bucket using a snapshot to another location, perform the following steps:

1. Click Restore Bucket From Snapshot As....
2. Enter Destination volume and Destination bucket.
3. Choose the Snapshot that you want to use to update the selected volume and bucket.

Note: If the volume and bucket exists, this action overwrites similar existing data on the selected
E volume and bucket. If the specified volume and bucket do not exist, this action creates the volume
and bucket and updates it with the data depending on the snapshot you choose.

Y ou can manage HDFS snapshots using Cloudera Manager or the command line.

For HDFS services, use the File Browser tab to view the HDFS directories associated with a service on your cluster.
Y ou can view the currently saved snapshots for your files. Y ou can aso delete or restore snapshots.

On the HDFS File Browser tab, you can:

designate HDFS directories to be "snapshottable” so snapshots can be created for those directories.
initiate immediate (unscheduled) snapshots of an HDFS directory.

view the list of saved snapshots currently being maintained. These can include one-off immediate snapshots, as
well as scheduled policy-based snapshots.

delete a saved snapshot.
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* restore an HDFS directory or file from a saved snapshot.
» restore an HDFS directory or file from a saved snapshot to anew directory or file (Restore As).

Before using snapshots, note the following limitations:

»  Snapshots that include encrypted directories cannot be restored outside of the zone within which they were
created.

e The Cloudera Manager Admin Console cannot perform snapshot operations (such as create, restore, and del ete)
for HDFS paths with encryption-at-rest enabled. This limitation only affects the Cloudera Manager Admin
Console and does not affect CDH command-line tools or actions not performed by the Admin Console, such
as Replication Manager which uses command-line tools. For more information about snapshot operations, see
Apache HDFS snapshots documentation.

Y ou can browse through the HDFS directories to select the right cluster.

To browse the HDFS directories to view snapshot activity, go to the Cloudera Manager HDFS service File Browser
tab.

Asyou browse the directory structure of your HDFS, basic information (owner, group, and so on) about the directory
you have selected appears.

For snapshots to be created, HDFS directories must be enabled for snapshots. Y ou cannot specify a directory as part
of asnapshot policy unlessit has been enabled for snapshots.

Minimum Required Role; Cluster Administrator (also provided by Full Administrator).

1. Gotothe ClouderaManager HDFSservice File Browser tab.
2. Go to the directory you want to enable for snapshots.
3. Click the drop-down menu next to the full file path and select Enable Snapshots.

Note: Once you enable snapshots for a directory, you cannot enable snapshots on any of its
subdirectories. Snapshots can be taken only on directories that have snapshots enabled.

4. Click Disable Snapshots to disable snapshots for a directory that has snapshots enabled.
i Important: If snapshots of the directory exist, they must be deleted before snapshots can be disabled.

To take HDFS snapshots for a directory, you must first enable snapshots for the HDFS directory.

Y ou can also schedule snapshots to occur regularly by creating a snapshot policy in Replication Manager.
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Gotothe ClouderaManager HDFSservice File Browser tab.
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2. Totake asnapshot of adirectory, perform the following steps:

a) Go to the directory with the snapshot you want take snapshots.
b) Click the drop-down menu next to the full path name, and select Take Snapshot.
¢) Enter aname for the snapshot and then click OK in the Take Snapshot dialog box.
The snapshot is added to the snapshot list.
3. To delete a snapshot for a directory, perform the following steps:
a) Go to the directory with the snapshot you want to delete.
& Inthelist of snapshots, locate the snapshot you want to delete and click v
c) Select Delete.

Y ou can migrate data stored in HDFS from a secure HDP cluster to a secure or unsecure Cloudera Private Cloud Base
cluster using the Hadoop DistCp tool.

Ensure that you have one of the following user accounts before you run Hadoop DistCp jobs:

« HDFS superuser - For information about creating a HDFS superuser, see Create the HDFS superuser.

» User named hdfs - By default, the hdfs user is not allowed to run YARN jobs. Y ou must enable the hdfs user to
run YARN jobs on both the clusters.

For more information about using DistCp, see Ports Used by DistCp, Distcp between Secure Clustersin Different
Kerberos Realms, and Using DistCp to Copy Files.

Before you run DistCp to migrate data from a secure HDP cluster to an unsecure Cloudera Private Cloud Base cluster,
you must allow the hdfs user to run the Y ARN jobs on the HDP cluster in the absence of HDFS superuser account.

Y ou must also ensure that the realm name is skipped during replication and only the specified user has access to the
HDP cluster.

Perform the following steps to migrate HDFS data from a secure HDP cluster to an unsecure Cloudera Private Cloud
Base cluster:

Y ou must make configuration changes to enable the hdfs user to run Y ARN jobs on the HDP cluster.

In the HDP cluster, perform the following steps on the Ambari host:

1. Openthefollowing file:
Ivar/lib/ambari-server/resources/common-services’Y ARN/2.1.0.2.0/package/templ ates/contai ner-executor.cfg.j 2
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2. Remove the hdfs entry from banned-userslist and save thefile.
Samplefile contents:

yarn. nodemanager. | ocal -di rs={{nm | ocal dirs}}
yar n. nodemanager .| og-di rs={{nm_| og_dirs}}
yar n. nodemanager . | i nux- cont ai ner - execut or. gr oup={{yar n_execut or _cont ai ne

r_group}}
banned. user s=yarn, hdf s, mapr ed, bi n

m n. user.id={{mn_user _id}}
3. Onthe YARN configuration page, verify whether the container-executor configuration template contains hdfsin
the banned.userslist.
4. If hdfsislisted in the banner.userslist, remove it from the template and save the template.
5. Restart the following services:
o Stale services, if any.
* Ambari server
< Ambari agent on each host of the cluster.
6. Intheyarn.admin.acl file, add hdfs.

7. In the etc/hadoop/capacity-scheduler.xml fileSearch file, append hdfsto the
yarn.scheduler.capacity.root.acl_submit_applications property.

8. Restart the YARN service.

9. Run the kinit command with the hdfs user’ s keytab file to authenticate the hdfs user to the Key Distribution Center
(KDC).

Make the necessary configuration changes on the Cloudera Private Cloud Base cluster.

During replication, the realm name must be skipped and only the specified user must have access to the HDP cluster.

1. Onthe Cloudera Private Cloud Base cluster, the administrator must update the hadoop.security.auth_to_|local
configuration property based on the HDFS Kerberos principal name.

For example, if the HDFS Kerberos principal name is hdfSs@EXAMPLE.COM on the HDP cluster, then the
administrator must update the hadoop.security.auth to_local configuration property to the following value:

RULE:[1:$1@%0](.* @EXAMPLE.COM)J@.*//
2. Restart the stale services.

Run the DistCp job on the HDP cluster.

After you enable the "hdfs" user to run YARN jobs on the HDP cluster and make the required configuration changes
on the Cloudera Private Cloud Base cluster, you can run the DistCp job to migrate the HDFS data from the secure
HDP cluster to the unsecure Cloudera Private Cloud Base cluster.

1. Make sure that you restart the cluster services before you run the DistCp job in the HDP cluster.
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2. Run the following hadoop distcp command:

hadoop distcp -D ipc.client.fall back-to-sinple-auth-all owed=
true [***SOURCE CLUSTER***]
[ *** DESTI NATI ON CLUSTER***]

For example,

hadoop distcp -Dipc.client.fallback-to-sinple-auth-all owed=true
hdf s://172.27.28. 200: 8020/t np/ t est / host s1
hdfs://172.27.110.198: 8020/ t np/ host s1

Note: A Hadoop Distcp job requires simple authentication, therefore you must run the hadoop distcp
E command with the ipc.client.fallback-to-simple-auth-allowed option set to true.

Y ou can use the DistCp tool to migrate HDFS data from a secure HDP cluster to a secure Cloudera Private Cloud
Base cluster. To migrate data, you must configure the HDP and Cloudera Private Cloud Base clusters on the same
Active Directory (AD) KDC, set up aone-way or two-way trust between them, and then run a DistCp command to
copy data.

Perform the following steps to migrate HDFS data from a secure HDP cluster to an secure Cloudera Private Cloud
Base cluster:

Y ou must make some configuration changes on the HDP cluster and Cloudera Private Cloud Base cluster before you
migrate the data from the HDP cluster to a Cloudera Private Cloud Base cluster.

1. Onthe HDP cluster, open the core-site.xml file, enter the following properties, and save thefile:

<property>

<name>hadoop. security. auth_to_| ocal </ name>

<val ue><RM mappi ng rul es for HDP></val ue>

<val ue><RM mappi ng rul es for CDH></val ue>

<descri pti on>Maps kerberos principals to | ocal user names</description
>

</ property>

2. Onthe HDP cluster, open the hdfs-site.xml file, enter the following property, and save thefile:

<property>
<nane>df s. nanenode. ker ber os. pri nci pal . patt er n</ name>
<val ue>*</ val ue>

</ property>

3. Perform the above steps on the Cloudera Private Cloud Base cluster.

4. Create acommon Kerberos principal name on both the clusters.

5. Assign the created Kerberos principal name to all the applicable NameNodes in the source and destination
clusters.
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6. To ensure that the same ResourceM anager mapping rules are used in both the clusters, update the
ResourceM anager mapping rules as shown below on both the clusters:

<property>

<nanme>hadoop. security. auth_to | ocal </ nanme>
<val ue>

<HDP nappi ng rul es>

<CDH mappi ng rul es>

DEFAULT
</val ue>

</ property>

7. Configure aone-way or two-way trust between the clusters.
To set atwo-way trust between the HDP cluster and Cloudera Private Cloud Base cluster, perform the following

steps:

a) Create clustersthat belong to different Kerberos realms.

For example, assume that you have Realm: “DRT” for the target cluster and Realm: “DRS’ for the source
cluster.

Set up /etc/krb5.conf on all the hosts for both the source and target hosts:

b)

0)

1

[realms] section - Add both the DRS and DRT realms, DRS from the source cluster's Kerberos KDC,
admin_server, and default_domain settings.

[domain_realm] section - Add all the hosts of both source and target clusters.

Add krbtgt/DRS@DRT principal on both the source and target hosts that have HDFS NameNode role. To
accomplish this task, perform the following steps:

$ sudo kadnin. | ocal

kadmi n. | ocal : addprinc -pw cl oudera krbt gt/ DRS@RT

WARNI NG no policy specified for krbtgt/DRS@RT; defaulting to no
pol i cy

Princi pal "krbtgt/DRS@RT" created

kadm n.local : listprincs

In Cloudera Manager and Ambari, perform the following steps:

Enable DRT as Trusted Kerberos Realm in source cluster HDFS service's configuration.

Enable DRS as Trusted Kerberos Realm (trusted_realm) in target cluster's configuration along with the
source host name where HDFS NameNode roleis present.

Enable DRS as Trusted Kerberos Realm in target cluster HDFS service's configuration.

Access the remote HDFS endpoint to verify whether the trust setup is successful. To access the remote
HDFS endpoint, run the following commands:

ki nit krbtgt/ DRS@RT
hadoop fs -1s hdfs://[***REMOTE HDFS ENDPO NT***] : 8020/

Configure the user to run Y ARN jobs on both the clusters.

To run Hadoop DistCp jobs to migrate the data from HDP to Cloudera Private Cloud Base cluster, you must use
HDFS superuser or hdfs user.

Ensure that you have one of the following user accounts before you run Hadoop DistCp jobs:

» HDFS superuser - For information about creating a HDFS superuser, see Create the HDFS superuser.
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e User named hdfs - By default, the hdfs user is not allowed to run Y ARN jobs. Y ou must enable the hdfs user to
run YARN jobs on both the clusters.

1. Perform the following steps on the HDP cluster:
a) Open the /var/lib/ambari-server/resources/common-services’Y ARN/2.1.0.2.0/package/templ ates/contai ner-
executor.cfg.j2 file.
b) Remove the hdfs entry from banned-userslist and save thefile.
Samplefile contents:

yar n. nodemanager . | ocal -di rs={{nm_| ocal _dirs}}
yar n. nodemanager . | og-di rs={{nm_| og_dirs}}
yar n. nodemanager . | i nux- cont ai ner - execut or. gr oup={{yar n_execut or _cont ai ne

r_group}}
banned. user s=yar n, hdf s, mapr ed, bi n

m n. user.id={{mn_user _id}}
c) Onthe YARN configuration page, verify whether the contai ner-executor configuration template contains hdfs
in the banned.users list.

d) If the hdfs user islisted in the banner.users list, remove it from the template and save the template.
€) Restart the following services:

o Staleservices, if any.
e Ambari server
« Ambari agent on each host of the cluster.
f) Intheyarn.admin.acl file, add hdfs.
0) In the etc/hadoop/capacity-scheduler.xml fileSearch file, append hdfsto the
yarn.scheduler.capacity.root.acl_submit_applications property.
h) Restart the YARN service.

i) Run the kinit command with the hdfs user’s keytab file to authenticate the hdfs user to the Key Distribution
Center (KDC).

2. On the Cloudera Private Cloud Base cluster, perform the following steps:

a) Select the YARN service.

b) Click the Configuration tab.

¢) Make surethat the hdfs user is not listed in the banned.users list.
d) Make sure that the min.user.id property isset to O.

€) Restart the YARN service.

Run the DistCp job on the Cloudera Private Cloud Base cluster.

After you make the required configuration changes in the HDP cluster and Cloudera Private Cloud Base cluster and
configure a user to run the YARN jobs on both the clusters, you can run the Hadoop DistCp job.

1. Restart the cluster services on both the clusters.

2. Run the following Hadoop DistCp command:
sudo -u [*** SUPERUSER OR HDFS***] hadoop distcp [*** SOURCE CLUSTER***] [*** DESTINATION
CLUSTER***]

For example, sudo -u [*** SUPERUSER***] hadoop distcp hdfs://nn1:8020/source hdfs://nn2:8020/destination
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