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Y ou must use authentication and encryption to secure your data and data sources. Y ou can use Kerberos and
TLS/SSL authentication to secure your Flink jobs. The administrator should provide your keystore and truststore
credentials for your Cloudera user.

While meeting the security requirements for various connectors is an ongoing effort, Flink provides first-class support
for Kerberos authentication only.

The primary goals of the Flink Kerberos security infrastructure are:

* to enable secure data access for jobs within a cluster through connectors (for example, Kafka)
 to authenticate to Hadoop components (for example, HDFS, HBase, Zookeeper)
* to enable secure SPNEGO for Global Dashboard access

In a production deployment scenario, streaming jobs usually run for long periods of time. Authentication is
mandatory to secure data sources throughout the lifetime of ajob. Kerberos keytabs do not expire in that timeframe,
unlike a Hadoop delegation token or ticket cache entry. Cloudera recommends using keytabs for long-running
production deployments.

Flink differentiates between internal and external connectivity in case of encryption.

Internal connectivity refersto al connections made between Flink processes. Because internal communication is
mutually authenticated, keystore and truststore typically contain the same dedicated certificate. The certificate can
use wildcard hostnames or addresses because the certificate is expected to be a shared secret and hostnames are not
verified.

External connectivity refersto all connections made from the outside to Flink processes. When Flink applications are
running on Cloudera Private Cloud Base clusters, the Flink web dashboard is accessible through the tracking URL of
the YARN proxy. Depending on the security setup in YARN, the proxy itself can enforce authentication (SPNEGO)
and encryption (TLS) already for YARN jobs. This can be sufficient when CDP perimeter is protected by afirewall
from external user access. If there is no such protection available, additional TLS configuration is required to protect
REST endpointswith TLS.

For more information, see the Apache Flink documentation.

Since Flink is essentialy just a Y ARN application, you mainly need to configure service level security settings for the
Flink Dashboard and Gateway in Cloudera Manager. Y ou can configure security during the installation or later in the
Configuration menu for Flink.

K erberos authentication can be enabled for Flink by simply checking the corresponding checkbox in the service
wizard while adding the service or later in the service configuration page in Cloudera Manager. The service wizard in
Cloudera Manager enables the Kerberos service, and no further action is required to be able to use the authentication
with Flink.
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For more information about enabling Kerberos authentication using the service wizard, see the Cloudera Manager
documentation.

If AutoTLS is enabled on the cluster, the TLS-related configuration fields are auto-populated for the Flink Dashboard
and Gateway. You can set {{CM_AUTO_TLS}} asvaue for the security properties when using AutoTLSin
Cloudera Manager. If AutoTLS s not used, the settings have to be configured manually.

Ensure that you have set up TLS for Cloudera Managert:

» Generate TLS certificates

» Configure TLS for Admin Console and Agents
« Enable server certificate verification on Agents
» Configure agent certificate authentication

» Configure agent certificate authentication

1. Click Flink service on your Cluster.
2. Click the Configuration tab.

3. Select Category > Security.
All the security related properties are displayed.

4. Edit the security properties according to the cluster configuration.

Note: You need to provide the keystore and truststore information for the Flink Dashboard and the

Gateway aswell.

Enable TLS/SSL for Flink Dashboard Select the checkbox to enable TLS/SSL for Flink Dashboard to
encrypt communication between the clients and Flink Dashboard.

Flink Dashboard TLS/SSL Server JKS Keystore File Location Path to the keystore file containing the server certificate and private
key used for TLS/SSL. The keystore must be in JKS format.

Flink Dashboard TLS/SSL Server JKS Keystore File Password Password for the Flink Dashboard JKS keystore file.

Flink Dashboard TLS/SSL Server JKS Keystore Key Password Password that protects the private key contained in the JKS keystore.

Flink Dashboard TLS/SSL Client Trust Store File Location of the truststore file on disk. The truststore file must bein
JKS format. If this parameter is not provided, the default list of well-
known certificate authorities is used instead.

Flink Dashboard TLS/SSL Client Trust Store Password Password for the Flink Dashboard TLS/SSL Certificate Trust Store
File. Provides optional integrity checking of the file. This password
isnot required to access the trust store, this field can be left blank.

Gateway TLS/SSL Client Trust Store File Location of the truststore file on disk. The truststore file must bein
JKSformat. Thisisused when Gateway isthe clientin a TLS/SSL
connection. If this parameter is not provided, the default list of well-
known certificate authorities is used instead.

Gateway TLS/SSL Client Trust Store Password The password for the Gateway TLS/SSL Certificate Trust Store.

Provides optional integrity checking of thefile. This password is not
required to access the trust store, this field can be | eft blank.

5. Click Save Changes.

Secure Tutorid
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The Kerberos principal for Flink is configured by default to use the same service principal as the default process user.
To change the default setting:

Go to your Cluster in Cloudera Manager.

Select Flink from the list of services.

Go to the Configuration tab.

Search for the Kerberos principal by entering kerberos in the search field.
Provide a custom name to the Kerberos Principal property.

Click Save Changes.

Click Actions > Restart next to the Flink service name to restart the service.

N o oMb

Y ou must manually configure the SPNEGO authentication for Flink Dashboard in Cloudera Manager to enable secure
access for users as by default the authentication is turned off.

Go to your cluster in Cloudera Manager.

Select Flink from thelist of services.

Select the Configuration tab.

Filter to Scope > Flink Dashboard.

Search for Use SPNEGO Authentication.

Select the checkbox to enable SPNEGO authentication for Flink Dashboard.
Click Save Changes.

No oA~

Y ou need to restart the Flink service to finalize the configuration.
8. Click on Actions > Restart next to the Flink service name.

The Flink CLI uses the Flink Dashboard when you use the flink list command. In this case, the Flink CLI connects
to the Flink Dashboard and lists the running and scheduled applications. The connection between the CL1 and
Dashboard requires user credentials for the SPNEGO authentication.

The following methods can be used to provide the user credentials:
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¢ You can use the kinit command and the custom ticket cache file:

1. Connect to your host using ssh.
ssh root @YOUR_HOSTNAVE>

Y ou are prompted to provide your password.
2. Runthekinit command to obtain avalid TGT.

kinit <YOUR PRI NCI PAL>

In this case, the flink list command reads the TGT from the default ticket cache file of the user.
Note: When you need to use custom ticket cache file, you must set the path of the cache directory:

KRB5CCNAME=/ pat h/ t o/ cust om ti cket/ cache
* You can provide the keytab file and login principals directly to the flink list command:
1. Connect to your host using ssh.

ssh root @YOUR_HOSTNAVE>

Y ou are prompted to provide your password.
2. Run theflink list command using your keytab information:

flink I'ist -yD security. kerberos.|ogin. keyt ab=<YOUR KEYTAB FI LE_NAVE> -
yD security. kerberos. | ogin. princi pal =<YOUR_PRI NCI PAL>

Y ou can use Knox authentication for Flink Dashboard to provide integration with customer Single Sign-On (SSO)
solutions. Knox uses Kerberos (SPNEGO) to strongly authenticate itself towards the services.

Before you begin

« Install and configure Knox on your cluster. For more information, see the Installing Apache Knox documentation.

« Enable Kerberos authentication for Flink and the Flink Dashboard. For more information, see Enabling security
for Apache Flink and Enabling SPENGO authentication for Flink Dashboard sections.

The Auto Discovery feature of Knox is supported for Flink. This means that you only need to enable the Knox Auto
Discovery feature for Flink, and Cloudera Manager provides and manages al the required service definition files.

Go to your cluster in Cloudera Manager.
Select KNOX from the list of services.
Click Configuration.
Search for flink in the Search field.
The Enable Auto Discovery (cdp-proxy) - Flink property islisted.
5. Check the Auto Discovery (cdp-proxy) property box for the Enable Auto Discovery (cdp-proxy) - Flink property.
6. Click on Save changes
The Refresh needed indicator appears beside the Knox service name.
7. Refresh Knox.

pw DN PR
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Knox is enabled for the Flink Dashboard.

Complete the steps in Accessing the Flink Dashboard through Knox section to open the Flink Dashboard.

Accessing the Flink Dashboard through Knox

After enabling Knox authentication either manually or using the Auto Discovery feature, you can only reach the Flink
Dashboard page through the Knox Gateway .

1. Goto your cluster in Cloudera Manager.
2. Click on Knox from the list of Services.
3. Sdect Knox Gateway Home.
Y ou will be prompted to provide your username and password.

Username

Password

CLOUD=RA -

SIGN IN

4. Click cdp-proxy under Topologies.

Flink Dashboard should be listed under the cdp-proxy.
5. Click on Flink Dashboard.

Y ou are redirected to the Flink Dashboard page.

Y ou must add Flink users to the Ranger policies that are used by Kafka, Schema Registry, and Kudu to provide
access to topics, schemas and tables provided by the components.

Before you begin
Install Apache Ranger on your cluster. For more information, see the Production Installation documentation.
Y ou can reach the Ranger User Interface through Cloudera Manager:

1. Gotoyour cluster in Cloudera Manager.
2. Select Ranger from thelist of services.
3. Click on Ranger Admin Web Ul.

Y ou are redirected to the Ranger Service Manager.
Y ou need to create a Flink user group, and add the Flink usersto set the required permissionsin agroup level:
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1. Create aFlink user group in the Ranger Service Manager.

a. Click Settings > Users/Groups/Roles.

Select Groups tab.

Clink on Add New Group.

Provide a Name to the group and a Description.
. Click Save.

2. Add new usersto the Flink group.

Click Settings > Users/Groups/Roles.

Select Userstab.

Clink on Add New User.

Provide the basic information about the user.
Select a Roleto the user.

Select the created Flink group.

Click Save.

®oo o
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Y ou must add the Flink group to the following policies:

« al-consumergroup

« dl-topic

1. Select cm_kafka from the Service Manager home page on the Ranger Admin Web UI.
You are redirected to the list of Kafka policies page.

2. Click on the edit button of the all-consumergroup policy.

3. Add the Flink group to the Select Group field under the Allow Conditions setting.
4, Click Save.

You areredirected to the list of Kafka policies page
5. Click on + More... to check if the Flink group is listed under the Groups for the consumergroup policy.
6. Add the Flink user to the following policy with the above steps as well:

- dl-topic

Y ou must add the Flink group to the following policy:
 al-schema-group, schema-metadata, schema-branch, schema-version
1. Select cm_schema-registry from the Service Manager home page on the Ranger Admin Web Ul.

You are redirected to the list of Schema Registry policies page.
2. Click on the edit button of the all-schema-group, schema-metadata, schema-branch, schema-version policy.
Add the Flink user to the Select Group field under the Allow Conditions setting.
4. Click Save.

You areredirected to the list of Schema Registry policies page.
5. Click on + More... to check if the Flink group islisted under the Groups for the schema-group, schema-metadata,
schema-branch, schema-version policy.

w

Y ou must create a policy to grant access to Kudu tables for the Flink group.
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1. Select cm_kudu from the Service Manager home page on the Ranger Admin Web UI.

Y ou are redirected to the Create Policy page.

Click on Add New Policy.

Provide a name to the Policy Name field.

Provide a prefix for the Databases you want to add to the policy or type * to select all.
Provide a prefix for the table you want to add to the policy or type * to select all.
Provide a prefix for the column you want to add to the policy or type * to select all.
Add the Flink user to the Select User field under the Allow Conditions setting.

Click on the plusicon to Add Permissions to the Permissions field.

Click on the specific permissions or Select All.

10 Click on Add at the bottom of the page.

You are redirected to the list of Kudu policies page where the created policy should be listed.
11. Click on + More... to check if the Flink group is listed under the Groups for the created policy.

© o N O AWDN

Submitting Flink jobsin a secure environment requires every security parameter for authentication, authorization and
other connector related security settings. Y ou should prepare your keystore and keytab files for Flink and for also the
chosen connector component.

The following example shows the security parameters that are needed to submit a Flink job:

flink run -d -p 2\

-yD security. kerberos. | ogi n. keyt ab=t est. keytab \

-yD security. kerberos. | ogin. principal =test \

-yD security.ssl.internal.enabl ed=true \

-yD security.ssl.internal.keystore=keystore.jks \

-yD security.ssl.internal.key-password=" cat pwd.txt™ \

-yD security.ssl.internal.keystore-password="cat pwd.txt  \
-yD security.ssl.internal.truststore=keystore.jks \

-yD security.ssl.internal.truststore-password=" cat pwd.txt \
-yt keystore.jks \

flink-secure-tutorial-1.0-SNAPSHOT. jar \

--kaf kaTopic flink \

--hdf sQut put hdfs:///tnp/flink-secure-tutorial \

- - kaf ka. boot strap. servers <broker_host>: 9093 \

--kaf ka. security. protocol SASL_SSL \

- - kaf ka. sasl . ker ber os. servi ce. name kaf ka \

--kafka.ssl .truststore.|l ocation /etc/cdep-ssl-conf/CA STANDARD/ truststore
.j ks

The Kerberos and TL S properties are user specific parameters. Generally the cluster administrator provides the
Kerberos keytab and TL S certificate to the user. In case you did not receive the keytab and keystore file from the
administrator, you can use the following commands:

> ktutil

ktutil: add_entry -password -p test -k 1 -e des3-chc-shal
Password for test@

ktutil: wkt test.keytab

10
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ktutil: quit

keyt ool -genkeypair -alias flink.internal -keystore keystore.jks -dname "CN=
flink.internal" -storepass "cat pwd.txt  -keyalg RSA -keysize 4096 -storetyp

e PKCS12

Note: The keytool can be accessed at /usr/javaldefault/bin/keytool if the JAVA_HOME is not set globally on

E the host.

The full explanation of the properties used in the example can be found in the Secure Tutorid. It also includes how to
enable security features step-by-step for Flink applications that are running on secured Cloudera Private Cloud Base

environments.

By default on akerberized cluster the Flink dashboard is secured by the Y ARN proxy, which means direct external
access to the Flink deployments should be disabled.

Alternatively, it is possible to directly enable SPNEGO for the Flink Dashboard. To secure a session cluster, use the
following configuration options:

flink-yarn-session -d -nm [*** CLUSTER- NAME***] \
-Dsecurity. kerberos. | ogin.use-ticket-cache=true \
-Dsecurity. spnego. aut h. enabl ed=true \

-Dsecurity. spnego. aut h. keyt ab=[ *** SERVI CE- KEYTAB***] \
-Dsecurity. spnego. aut h. princi pal =[ ***HTTP PRI NCl PAL***] \
-Dyarn. ship-fil es=[***SERVI CE- KEYTAB* * *]

E Note:
Using the HTTP principal isrequired for SPNEGO to work correctly.

The security.spnego.auth.principal configuration option can also be set to the * wildcard character, so that the
HTTP principal can be used for multiple hosts that are included in the keytab.

i Important:
The provided keytab must include al the hosts where the cluster can be deployed to.

To run aFlink job on the previously created session cluster, use the following command:

flink run\

-d -t yarn-session \

-yid [***YARN APPL| CATI ON | D***] \

-yD security. spnego. aut h. enabl ed=true \

-yD security. kerberos. | ogi n. keyt ab=[ *** USER- KEYTAB***] \

-yD security. kerberos. | ogi n. princi pal =[ ***USER- PRI NCl| PAL***] \
[***FULL PATH***][***FI LENAVE***] . ar

Secure Tutorid

Cloudera Streaming Analytics offers EncryptTool to further protect your user information and configurations when
communicating with Flink using the command line. After generating a master key to the user, you need to manually
encrypt the parameters and Flink automatically decrypts the protected values. Y ou also must enable EncryptTool
protection in the configuration file for Flink.

11
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In addition to the functionality provided by the vanilla version of Apache Flink, Cloudera Streaming Analytics
includes a solution to protect for sensitive propertiesin the configuration file and the dynamic properties. This way
passwords in clear text to Flink can be avoided.

There are two actions available through the flink-encrypt-tool command line client to use the EncryptTool:

* (generate-key: generating master key per user. The master key is saved to an arbitrary filesystem location specified
by the user, by default to the HDFS home folder of the user. It is the responsibility to protect the privileges of the
key, so that it is only accessible by them. EncryptTool assumes that all sensitive properties are protected using the
same key in asingle configuration file.

« encrypt: encrypting configuration property. The configuration properties have to be manually encrypted and
updated in the configuration file or supplied in encrypted format via dynamic properties.

Flink automatically decrypts the values based on the configuration object during runtime with the privileges of the
user that has submitted the Flink job, so the visibility of the key has to be set up accordingly.

Users can override the default key location by setting the following property in the flink-conf.yaml:

security.encrypt-tool.key.location:
hdfs:///user/alicel nyencryptionkey

In order for the flink-encrypt-tool to use the modified configuration file, one can set the following environment
variable: export  FLINK_CONF_DIR=/path/to/maodified-flink-conf-dir

Generate master key using generate-key action.

Define a secure location for the master key.

Use encrypt action to get the encrypted value for each sensitive key.
Update the configuration.

> w DN

Once the encryption of each property is performed and saved also set the following flag to indicate that the
configuration encryption is enabled: security.encrypt-tool.enabled: true

Note:
IE Currently the tool only supports all or nothing protection. This means that once it is enabled, the following
configuration values have to be encrypted if specified:

e security.sdl.internal .truststore-password
e security.ssl.internal .keystore-password
e security.sdl.internal.key-password

e security.sdl.truststore-password

e security.sdl.keystore-password

e security.ssl.key-password

e security.sdl.rest.truststore-password

e security.ssl.rest.keystore-password

e security.sdl.rest.key-password

12
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Authentication in Cloudera SQL Stream Builder
Y ou can authenticate users to access the Streaming SQL Console using Kerberos or Knox authentication.

On an non-Kerberized cluster, you need to register a new account to access the Cloudera SQL Stream Builder
Console. Provide a Username, Password, and your First Name and Last Name to create an account.

SSB Registration

Username *

Password *

First Name

Last Name

Already have an account? Login

After creating an account, you can log in to the Streaming SQL Console by providing the registered Username and
Password.

13



Cloudera Streaming Analytics

Securing Cloudera SQL Stream Builder

Username *

SSB Login

Password *

Sign In

Don't have an account? Create new account

14



Cloudera Streaming Analytics Securing Cloudera SQL Stream Builder

Note: You can later change your password by clicking on your username on the main menu of Streaming
SQL Console, and by selecting the Profile tab.

Change Password

Current Password *

New Password *

New Password Again *

Enabling Kerberos authentication

Y ou need to enable Kerberos authentication in Cloudera Manager as well as directly for your browser to securely
reach the Streaming SQL Console, and to use Knox authentication.

When Kerberos authentication is set up for Cloudera SQL Stream Builder, and an unauthorized user wants to reach
the Streaming SQL Console, the following error message appears:

15
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401
£ Not Authenticated

Kerberos authentication is enabled, SPNEGO is required to
access this page.

Go to your cluster in Cloudera Manager.

Click Cloudera SQL Stream Builder from the list of services.
Go to the Configuration tab.

Select Category > Security .

Type KERBEROS in the search field.

Select the Enable K erberos authentication setting.

Open atermina window.

No o A~wDdhRE

16



Cloudera Streaming Analytics Securing Cloudera SQL Stream Builder

8. Configure your browser for Kerberos authentication:

L oad the about:config page to open the low level Firefox configuration.

Search for network.negotiate-auth.trusted-uris preference.

Open the network.negotiate-auth.trusted-uris preference.

Enter the hostnames of the SQL Stream Console are protected by Kerberos HTTP SPNEGO.
Click Ok.

® oo o

a. Configurethe Local Intranet Domain

Click on the Settingsicon in Internet Explorer.
Go to Internet options > Security.

Select Local Intranet zone.

Click on Sites.

Review that the following options are checked:

IUEE NGNS

* Includeal local (intranet) sites not listed in other zones
* Include al sitesthat bypass the proxy server are checked
6. Click Advanced.
7. Enter the hostnames and domains of the SQL Stream Console that are protected by KerberosHTTP
SPNEGO.
8. Click Ok.
b. Configure the Intranet Authentication

1. Click on the Settingsicon in Internet Explorer.
2. Go to Internet options > Security.

3. Select Locd Intranet zone.

4. Click on Custom level.

The Security Settings - Local Intranet Zone dialog box opens.
5. Scroll down to the User Authentication options.
6. Select Automatic logon only in Intranet Zone.
7. Click Ok.
c. Verify the Proxy Settings

Make sure that you enabled a proxy server.

Click on the Settingsicon in Internet Explorer.

Go to Internet options > Connections.

Select LAN settings.

Confirm that the proxy server Address and Port number are correct.
Click Advanced.

o gk wdPE

The Proxy Settings dialog box opens.
Add the Streaming SQL Console domains that are protected by Kerberos to the Exceptionsfield.
8. Click Ok.

~

*  Windows

a. Open Control Panel > Internet Options > Security.
b. Perform the steps from the Internet Explorer configuration.
* MacOS

a. Open aterminal window.
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b. Copy and paste the following command:

defaults wite com googl e. Chrone Aut hServer Al l ow i st
"* <HOST_DOMAI N>, * <HOST_DOMAI N1>, * <HOST_DOVAI N2>"

sudo scp <YOUR _HOSTNAME>: / et c/ kr b5. conf /et c/krb5. conf
Y ou will be prompted to provide your password.

Ki ni t <USERNAME>

The Kerberos principal for Cloudera SQL Stream Builder is configured by default to use the same service principal
asthe default process user. However, you can change the default setting by providing a custom principal in Cloudera
Manager.

Go to your Cluster in Cloudera Manager.

Select Cloudera SQL Stream Builder from the list of services.

Go to the Configuration tab.

Search for the Kerberos principal by entering kerberos in the search field.

Provide a custom name to the Kerberos Principal property.

Click Save Changes.

Click Actions > Restart next to the Cloudera SQL Stream Builder service name to restart the service

N o oM~ wbhPRE

Y ou can use Knox authentication for Cloudera SQL Stream Builder to provide integration with customer Single Sign-
On (SSO) solutions. Knox uses Kerberos (SPNEGO) to strongly authenticate itself towards the services.

Apache Knox Gateway is used to help ensure perimeter security for Cloudera SQL Stream Builder. With Knox,
enterprises can confidently extend the Cloudera SQL Stream Builder Ul and API endpoints to new users without
Kerberos complexities. Knox provides a central gateway and has varying degrees of authorization, authentication,
SSL, and SSO capahilities to enable a single access point for Cloudera SQL Stream Builder.

Before you begin

« Install and configure Knox on your cluster. For more information, see the Installing Apache Knox documentation.

» Enable Kerberos authentication for Cloudera SQL Stream Builder. For more information, see Enabling Kerberos
authentication section.

When using Cloudera SQL Stream Builder on Cloudera Base on premises, the Auto Discovery feature of Knox is
not supported. This means you must manually configure Knox by adding Cloudera SQL Stream Builder as a custom
service to the cdp-proxy configuration.

When using Cloudera SQL Stream Builder, the Auto Discovery feature of Knox is supported for the Materialized
View Engine (MVE). This means that you need to enable the Knox Auto Discovery feature for the MVE if you plan
to use Cloudera SQL Stream Builder without Load Balancer, and Cloudera Manager provides and manages all the
required service definition files. In case the Load Balancer is enabled, you need to manually add the service definition
to Knox.

1. Gotoyour cluster in Cloudera Manager.
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Select Knox from the list of services.
Select Configuration.
Search for mvein the Search field.
Check the Enable Auto Discovery (cdp-proxy-api) - Cloudera SQL Streaming Builder - Materialized View Engine
API property.
6. Click Save Changes.
The Refresh needed indicator appears beside the Knox service name.
7. Refresh Knox.

o r wD

Continue setting up Knox with Cloudera SQL Stream Builder by configuring the default topologies of Knox in
Cloudera Manager.

Y ou must add the Cloudera SQL Stream Builder servicesto the Knox default topologies in Cloudera Manager.

Go to your cluster in Cloudera Manager.

Click on Knox from the list of Services.

Select Configuration.

Search for Knox Simplified Topology Management.

Add the following entries to the Knox Simplified Topology Management - cdp-proxy:

o w DN e

SSB- SSE- Ul : url =https://[*** STREAM NG SQL ENG NE HOST***]: 18121
SSB- SSE- Ul : httpcl i ent. connecti onTi meout =5m

SSB- SSE- Ul : htt pcli ent. socket Ti neout =5m

SSB- SSE- WS: ur | =wss: //[*** STREAM NG SQL ENA NE HOST***]: 18121

SSB- SSE- Ul - LB: url =https://[***STREAM NG SQ ENG NE HOST***]: 8080
SSB- SSE- Ul - LB: htt pcl i ent. connecti onTi meout =5m

SSB- SSE- Ul - LB: htt pcl i ent. socket Ti neout =5m

SSB- SSE-W5- LB: url =wss: //[***STREAM NG SQL ENG NE HOST***]: 8080

SSB-SSE- Ul - LB: url =https://[***STREAM NG SQL ENGA NE HOST***]: 8445
SSB- SSE- Ul - LB: ht t pcl i ent. connecti onTi meout =5m

SSB- SSE- Ul - LB: ht t pcl i ent. socket Ti neout =5m

SSB- SSE- WS- LB: url =wss: //[*** STREAM NG SQL ENG NE HOST***]: 8445

Y ou need to add the hostname to the entries as shown in the following example:

Knox Simplified Topology Management - cdp- Knox Gateway Default Group 'O Undo ®
proxy

cdp-proxy

¥ gateway_descriptor_cdp_proxy

SSB-SSE-Ul:url=https://docs-test-1.docs-test.root.hwx.site:18121 w e

SSB-SSE-Ul:httpclient.connectionTimeout=5m oW ®
SSB-SSE-Ul:httpclient.socketTimeout=5m owe
SSB-SSE-WS:url=wss://docs-test-1.docs-test.root.hwx.site:18121 juge)
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6. Add the following entries to the Knox Simplified Topology Management - cdp-proxy-api:
SSB- SSE- API : url =https://[***STREAM NG SQL ENG NE HOST***]: 18121

The port for the SSB-SSE-API remains the same regardless of TLS configuration.

7. Add the following entries to the Knox Simplified Topology Management - cdp-proxy-api if you are using a Load
Balanced SSB:

SSB- MVE- API - LB: ur | =https://[***SSB W HOST***]: 8081

SSB- MVE- API - LB: url =https://[***SSB MV HOST***]: 8444

8. Click Save changes.
The Refresh needed indicator appears beside the Knox service name.
9. Refresh Knox.

When the default topol ogies are configured, you need to define the proxy paths for Cloudera SQL Stream Builder in
Cloudera Manager.

Y ou must provide the Knox proxy paths for YARN and the Materialized View APl in Cloudera Manager to
authenticate the user when accessing the Materialized Views and the Resource Manager through the Streaming SQL
Console.

Go to your cluster in Cloudera Manager.

Click on Cloudera SQL Stream Builder from the list of Services.
Select Configuration.

Search for Knox proxy path for Y ARN.

Add the following URL path:

o wbd PR

https://[***KNOX GATEWAY HOST***]/ gat eway/ cdp- pr oxy/ yar nui v2/ pr oxy

6. Search for Knox proxy path for Materialized View Engine.
7. Add thefollowing URL path:

https://[***KNOX GATEWAY HOST***]/ gat eway/ cdp- pr oxy- api / ssh- mve- api

8. Restart the Knox service.

After configuring the Knox service for Cloudera SQL Stream Builder, you can reach the Streaming SQL Console by
completing the stepsin Accessing the Cloudera SQL Stream Builder through Knox section.

After manually configuring Knox and Cloudera SQL Stream Builder, you should check if the SSO authentication
works for the Streaming SQL Console.
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1. Gotoyour cluster in Cloudera Manager.
2. Click on Knox from the list of Services.
3. Select Knox Gateway Home.
Y ou will be prompted to provide your username and password.

Username

Password

CLOUD=RA -

SIGN IN

4. Click cdp-proxy under Topologies.

Cloudera SQL Stream Builder Console should be listed under the cdp-proxy.
5. Click Cloudera SQL Stream Builder Console.

Y ou are redirected to the Streaming SQL Console page.

Note: In case Cloudera SQL Stream Builder Console does not appear under the cdp-proxy topologies, try
E to clean up the deployments folder of Knox with the following command:

rm-rf /var/lib/knox/gat eway/ dat a/ depl oynent s/ *

After running the command, restart the Knox service.

After setting Kerberos or Knox authentication for Cloudera SQL Stream Builder, you need to unlock the user specific
keytabs on the Streaming SQL Console by providing your keytab password or uploading the keytab file. Y ou cannot
submit jobs until the keytab stays locked.

1. Navigateto the Streaming SQL Console.
a) Goto your cluster in Cloudera Manager.
b) Select SQL Stream Builder from the list of services.
¢) Click SQLStreamBuilder Console.
The Streaming SQL Console opensin a new window.
2. Click your username on the sidebar of the Streaming SQL Console.
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3. Click Manage keytab.
The Keytab Manager window appears.

Y ou can either unlock the keytab already existing on the cluster, or you can directly upload your keytab file in the
Cloudera SQL Stream Builder.

a) Unlock your keytab by providing the Principal Name and Password, and clicking Unlock Keytab. The
Principal Name and Password should be the same as the workload username and password set for the Cloudera
Streaming Analytics cluster.

Keytab Manager X

Unlock Upload

Principal Name *
Password *

Cancel

b) Upload your keytab by clicking on the Upload tab, uploading the keytab file directly to the Console, and
clicking Unlock Keytab.
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Keytab Manager X

Unlock Upload

Principal Name *

() Choose File  No file choosen

Cancel

When auto-TL Sis disabled for the Cloudera SQL Stream Builder service, you must manually set the TLS properties
for SSB in Cloudera Manager.

Ensure that you have set up Transport Layer Security (TLS) (formerly known as Secure Socket Layer (SSL)) for
Cloudera Manager:

e Generated TLS certificates

» Configured TLS for Admin Console and Agents

« Enabled server certificate verification on Agents

« Configured agent certificate authentication

« Configured TLS encryption on the agent listening port

For more information, see the Cloudera Manager documentation.

Note: You can aso configure the security parameters when adding Cloudera SQL Stream Builder asa
service using the Add Service Wizard.

1. Click Cloudera SQL Stream Builder service on your Cluster.
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2. Go to the Configuration tab.

3. Select Category > Security.
All the security related properties are displayed.

4. Edit the security properties according to the cluster configuration.

Note: You need to provide the keystore and truststore information for the Materialized View Engine, the
SQL Stream Engine, and for the Streaming SQL Console.

Materialized View Engine

Enable TLS/SSL for Materialized View Engine Select the option to encrypt communication between clients and
Materialized View Engine using Transport Layer Security (TLS)
(formerly known as Secure Socket Layer (SSL)).

Materialized View Engine TLS/SSL Server JKS Keystore File Path to the TLS/SSL keystore file containing the server certificate

Location and private key used for TLS/SSL. Used when Materialized View
Engineisacting asa TLS/SSL server. The keystore must bein JKS
format.

Materialized View Engine TLS/SSL Server JKS Keystore File Password for the Materialized View Engine JKS keystorefile.

Password

Materialized View Engine TLS/SSL Server JKS Keystore Key Password that protects the private key contained in the JKS keystore.

Password

Materialized View Engine TLS/SSL Client Trust Store File Location of the truststore on disk. The truststore must be in JKS

format. If this parameter is not provided, the default list of known
certificate authoritiesis used instead.

Materialized View Engine TLS/SSL Client Trust Store Password The password for the Materialized View Engine TLS/SSL Certificate
truststore file. This password is not mandatory to access the
truststore; thisfield is optional. This password provides optional
integrity checking of the file. The contents of truststores are
certificates, and certificates are public information.

SQL Stream Engine

Enable TLS/SSL for Streaming SQL Engine Select the option to encrypt communication between clients and
Streaming SQL Engine using Transport Layer Security (TLS)
(formerly known as Secure Socket Layer (SSL)).

Streaming SQL Engine TLS/SSL Server JKS Keystore File Location | Path to the TLS/SSL keystore file containing the server certificate
and private key used for TLS/SSL. Used when Streaming SQL
Engineisacting asa TLS/SSL server. The keystore must bein JKS

format.

Streaming SQL Engine TLS/SSL Server JKS Keystore File Password for the Streaming SQL Engine JKS keystorefile.

Password

Streaming SQL Engine TLS/SSL Server JKS Keystore Key Password that protects the private key contained in the JKS keystore

Password used when Streaming SQL Engineisacting asa TLS/SSL server.

Streaming SQL Engine TLS/SSL Client Trust Store File Location on disk of the truststore, in .jks format, used to confirm the
authenticity of TLS/SSL serversthat Streaming SQL Engine might
connect to. Thisis used when Streaming SQL Engineistheclientin
aTLS/SSL connection. This truststore must contain the certificate(s)
used to sign the service(s) connected to. If this parameter is not
provided, the default list of known certificate authoritiesis used
instead.

Streaming SQL Engine TLS/SSL Client Trust Store Password Password for the Streaming SQL Engine TLS/SSL Certificate Trust

Store file. This password is not mandatory to access the trust store;
thisfield is optional. This password provides optional integrity
checking of the file. The contents of truststores are certificates, and
certificates are public information.

5. Click Save Changes.
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Y ou can enable encrypted communication between Cloudera SQL Stream Builder and the configured databases using
the Database connection property in Cloudera Manager.

Note: When you are using Auto-TL S the configuration for the Database TL S connection is not enabled
automatically.

Go to your cluster in Cloudera Manager.

Click Cloudera SQL Stream Builder from the list of services.
Select Configuration tab.

Add database tls connection to the Search box.

A w DN

= SQL_STREAM_BUH_D ER‘W Actions ~ Jul 20, 3:30 PM UTC

Status Instances  Configuration ~ Commands  Charts Library ~ Audits  SQLStreamBuilder Console ' Quick Links =

Q database_tls_connection @ Filters  Role Groups History & Rollback

Filters

Database TLS connection (C) SQL_STREAM_BUILDER-1 (Service-Wide) @
SCOPE

SQL_STREAM_BUILDER-1 (Ser... 1

5. Select Database TL S connection to enable encryption for the databases.
6. Click Save changes.
7. Restart the Cloudera SQL Stream Builder service.
a) Click Action > Restart next to the Cloudera SQL Stream Builder service name.

Encrypted communication is enabled between Cloudera SQL Stream Builder and the configured databases.

Y ou must rotate the Certificate Authority and Host Certificates to update the security requirements of your cluster.
For more information, see the Rotate Auto-TL S Certificate Authority and Host Certificates in Cloudera Manager
documentation.

Y ou must add Cloudera SQL Stream Builder service user named ssb to the Ranger policies that are used by Kafka,
Schema Registry, Hive and Kudu to provide access to topics, schemas and tables provided by the components.

Before you begin

» Install Apache Ranger on your cluster. For more information, see the Production Installation documentation.

e Add therequired Ranger policies for Flink. For more information, see Configuring Ranger policies for Flink
documentation.

Y ou can reach the Ranger User Interface through Cloudera Manager:

1. Gotoyour cluster in Cloudera Manager.
2. Select Ranger from the list of services.
3. Click on Ranger Admin Web UI.

Y ou are redirected to the Ranger Admin Web UI.
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Y ou must add the ssb user to the following policies:
e dl-cluster
- dl-topic
Note: Depending on your configuration, additional policies might be required, such as:
E e dl-consumergroup

e dl-transactionalid
« al-delegationtoken

1. Select cm_kafka from the Service Manager home page on the Ranger Admin Web Ul.

You are redirected to the list of Kafka policies page.
2. Click on the edit button of the ALL-CLUSTER policy.
3. Add the Cloudera SQL Stream Builder user to the Select User field under the Allow Conditions setting.
4. Click Save.

Y ou are redirected to the list of Kafka policies page

5. Click on + More... to check if the Cloudera SQL Stream Builder user islisted under the Users for the cluster
policy.

6. Add the ssb user to the following policy with the above steps as well:

e dl-topic

Y ou must add the ssb user to the following policy:
 dl-schema-group, schema-metadata, schema-branch, schema-version
1. Select cm_schema-registry from the Service Manager home page on the Ranger Admin Web Ul.

You are redirected to the list of Schema Registry policies page.
2. Click on the edit button of the all-schema-group, schema-metadata, schema-branch, schema-version policy.
Add the ssb user to the Select User field under the Allow Conditions setting.
4. Click Save.

w

You are redirected to the list of Schema Registry policies page.

5. Click on + More... to check if the Cloudera SQL Stream Builder user is listed under the Users for the schema-
group, schema-metadata, schema-branch, schema-version policy.

Y ou must add the ssb user to the following policy:

 al-globa

« dl-database, table, column
+ al-database, table

« dl-database

e dl-hiveservice

« dl-database, udf

o al-url

1. Select cm_hadoopsgl from the Service Manager home page on the Ranger Admin Web UI.

You are redirected to the list of Hadoop SQL policies page.
2. Click on the edit button of the all-global policy.
3. Add the Cloudera SQL Stream Builder user to the Select User field under the Allow Conditions setting.
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4. Click Save.

You are redirected to the list of Hadoop SQL policies page.
5. Click on + More... to check if the Cloudera SQL Stream Builder user islisted under the Users for the all-global
policy.
6. Add the ssb user to the following policy with the above steps as well:
+ dl-database, table, column
o dl-database, table
 dl-database
e dl-hiveservice
 dl-database, udf
o dl-url

Y ou must create a policy to grant access to Kudu tables for the ssb user.
1. Select cm_kudu from the Service Manager home page on the Ranger Admin Web UI.

Y ou are redirected to the Create Policy page.

Click on Add New Policy.

Provide a name to the Policy Namefield.

Provide a prefix for the Databases you want to add to the policy or type * to select al.
Provide a prefix for the table you want to add to the policy or type * to select all.
Provide a prefix for the column you want to add to the policy or type * to select all.
Add the ssb user to the Select User field under the Allow Conditions setting.

Click on the plusicon to Add Permissions to the Permissions field.

Click on the specific permissions or Select All.

10 Click on Add at the bottom of the page.

© o NO O RA~®DN

You are redirected to the list of Kudu policies page where the created policy should be listed.
11. Click on + More... to check if the ssb user islisted under the Users for the created policy.

Y ou can manage your team, team members and invite new team members under the Teams menu on the Streaming
SQL Console.

By default, anew user is assigned to the ssb_default team which is a default team for the administrator within
Cloudera SQL Stream Builder. Every user who can access the Streaming SQL Console on the same cluster, is
automatically added and listed as Team Membersin the ssb_default team. Only the administrator has the privilege to
change the access level for ateam member, and inactivate-activate a team member from the ssb_default team. Team
members can create their own team. In this case, only the Team Owner can delete their team. A team can be deleted
by the Team Owner of that certain team. A team cannot be deleted if it is a primary team of a user or it is the default
team (ssb_default).

Every team member in ateam (ssb_default team or user created team) can access the created Tables, User Defined
Functions, Materialized Views and APl keys within ateam. A team member can also view the jobs submitted in a
team they are a member of. This authorization model is also expanded to the Flink Dashboard. When you access the
Flink Dashboard from the main menu of Streaming SQL Console, you can only see the jobs of the team that you
select asan Active Team.

A user can be a part of multiple teams, and can switch between them. On the Streaming SQL Console, the currently
selected team is shown under the Active Team header. A team member can invite other members to join their team.
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Theinvitation can be accepted or ignored. To view the invitation within ateam click the View Team Invitations
button.

1. Navigate to the Streaming SQL Console.
a) Goto your cluster in Cloudera Manager.
b) Select SQL Stream Builder from the list of services.
¢) Click SQLStreamBuilder Console.
The Streaming SQL Console opensin a new window.
2. Click Teams on the main menu.

CLOUD=RA Teams My Invitations
Data Platform eams v

Current team

ssb_default v | (acmve ) Invite Member  Create Team  [ECEEERCTI

Access Level

Full Name Username

ssb_default Administrator admin owner

ult Administrator

1t010f1 Page 1of 1
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