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Cloudera Streams Messaging - Kubernetes Operator Release notes

Learn about the new features, improvements, known and fixed issues, limitations, unsupported features, as well as
deprecations and removals in this release of Cloudera Streams Messaging - Kubernetes Operator.

Learn about the new features and notable changesin thisrelease.

This release of Cloudera Streams Messaging - Kubernetes Operator is based on Strimzi 0.47.0 (previously 0.45.0) and
Kafka4.0.1 (previously 3.9.0).

See the following upstream resources for more information on these versions:

e Strimzi 0.46.0 Release notes
e Strimzi 0.47.0 Release notes
« Kafka4.0.0 Release notes
» Kafka4.0.0 Notable changes
« Kafka4.0.1 Notable changes
« Kafka4.0.1 Release notes

ZooK eeper and support for ZooK eeper-based Kafka clustersis removed. Y ou can now only run Kafka clustersin
KRaft mode. In addition, migrating ZooK eeper-based K afka clusters to KRaft is no longer supported.

Important: Before you upgrade, migrate all your ZooK eeper-based Kafka clusters to KRaft. Upgrading a
ZooK eeper-based Kafka cluster to this version is not supported. For more information, see Migrating Kafka
clusters from ZooK eeper to KRaft.

Cloudera Streams Messaging - Kubernetes Operator components are FIPS 140-2/3 compliant and can run in FIPS
mode to meet strict security requirements.

e Strimzi and its managed components automatically enable FIPS mode on FIPS-enabled hosts.

¢ Cloudera Surveyor is FIPS compliant, but requires you to manually enable FIPS mode through configuration.
Cloudera Surveyor also supports the use of custom security providers.

For more information, see FIPS mode.

« Added two new configuration properties that you can use to specify aregular expression filter to hide topics.

Thisfeature is useful to hide technical or internal topics that are not relevant for most Cloudera Surveyor users.
Set aglobal filter with surveyorConfig.surveyor.globalHiddenTopicNamePattern or set per-cluster overrides with
clusterConfigs.clusters *].hiddenTopicNamePattern. Additionally, the Topics page on the Ul now includes afilter
to show either visible or hidden topics.

« Added new filtering options to the Edit Committed Offsets modal.

The filtering options allow you to toggle between filtering for Subscribed Topics or All Topics. Subscribed Topics
is selected by default. Y ou can access the modal on the Consumer Group Details Partition Assignment tab. The
filtering options are available for the Topics and Topics & Partitions scopes.
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* Improved how unsaved changes are handled on the Topic Details Configuration tab.

Unsaved changes are now restored automatically when returning to the tab, and awarning dialog is displayed
when navigating away from the tab. A visual indicator is also displayed next to the tab name to show when you
have unsaved changes.

» Improved status and alert displays throughout the Ul.
Status formatting is more consistent, warning and alert icons are clearer, Unknown and Unreachable states are
more expressive, and redundant filters have been removed.

e Improved tooltips for all data refresh controls including the refresh, pause, and stop buttons, the refresh interval
selector, and the Data as of pill.

« Added atooltip on the Topic Details Configuration tab explaining what the Overridden label means.

» Multiple selection drop-down lists now allow selecting multiple items without closing.

» Operation namesin filtering dialogs are now spelled out rather than abbreviated.

Learn what issues are fixed in thisrelease.
CSMDS-334: ZooK eeper pods arerunning but Kafka pods are not created

No longer applicable. ZooK eeper is removed.
CSMDS-953: Kafka and ZooK eeper might experience downtime during upgrades
No longer applicable. ZooK eeper is removed.

There are no known issues in this release.

Learn what features are unsupported in this release.

« KafkaMirrorMaker

« KafkaMirrorMaker 2

« KafkaBridge

» Kafkacluster creation without using Kaf kaNodePool resources

Calling the REST API directly using any kind of tooling or using it programmatically is not supported. At thistime,
the API isevolving and is subject to major, backward incompatible changes.

Learn what is deprecated or removed in this release.

Mounting additional Secr et s in the custom authentication type

Support for the spec.kafka.listeners[*].authentication.secrets property in the custom authentication
typeis deprecated and will be removed in afuture release. Use the additional volumes and volume




Cloudera Streams Messaging - Kubernetes Operator Release notes

mounts instead to mount additional Secr et s. For more information, see Configuring additional
volumes and volume.

Storage overrides

Configuring storage overrides for persistent volumesis deprecated. The spec.storage.overrides
property in the Kaf kaNodePool resourceisnow ignored. If you want to configure storage classes
on a per-broker basis, deploy multiple Kaf kaNodePool resources with a different storage class
each. Y ou can find more details about migrating from storage overrides in Configuring Kafka
storage with ZooK eeper | Strimzi

ZooK eeper

ZooK eeper and support for ZooK eeper-based Kafka clustersis removed. Y ou can now only run
Kafka clustersin KRaft mode. In addition, migrating ZooK eeper-based Kafka clustersto KRaft is
no longer supported.

Important: Before you upgrade, migrate all your ZooK eeper-based K afka clusters to
KRaft. Upgrading a ZooK eeper-based Kafka cluster to this version is not supported.
For more information, see Migrating Kafka clusters from ZooK eeper to KRaft.

Learn about the behaviroal changesin thisrelease.

Truststorelocation and format change for Kafka Connect

Previous Behavior: For deployments where both Kafka Connect and the Kafka cluster it connects
to are managed by Strimzi, Kafka Connect used a PK CS12 truststore file for trusted certificates. The
truststore was loaded from disk and configured using the following properties:

e sdl.truststore.location
» sdl.truststore.password
e sdl.truststore.type=PK CS12

New Behavior: Kafka Connect now uses PEM-encoded certificates |oaded from a Kubernetes
Secr et for trusted certificates. The truststore is configured with the following properties:

+ ssl.truststore.certificates
» sdl.truststore.type=PEM
» No password property isrequired for PEM truststores.

Asaresult of this behavioral change, the process for deploying a replication flow has also changed
in the following ways:

» Truststore references must use the *.sgl.truststore.certificates property rather than *.sdl.truststore
Jocation.

* Mounting the source Secr et asavolumeisno longer required.
« Configuring truststore passwords is no longer required.
» Truststore certificates are referenced directly from Secr et s, not from filesor Conf i gnmaps.

For updated instructions see Deploying areplication flow.

Kafka useslogdj2 instead of Reload4j/L ogdj 1 for logging
Previous Behavior: Kafka 3.9 and lower used Reload4j/Log4j1 for logging.



https://docs.cloudera.com/csm-operator/1.5/strimzi-configure/topics/csm-op-additional-volumes-overview.html
https://docs.cloudera.com/csm-operator/1.5/strimzi-configure/topics/csm-op-additional-volumes-overview.html
https://strimzi.io/docs/operators/0.45.0/deploying#con-config-storage-zookeeper-str
https://strimzi.io/docs/operators/0.45.0/deploying#con-config-storage-zookeeper-str
https://docs.cloudera.com/csm-operator/1.4/upgrade/topics/csm-op-kraft-migration.html
https://docs.cloudera.com/csm-operator/1.5/kafka-replication-deploy-configure/topics/csm-op-deploying-replications.html
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New Behavior: Kafka 4.0 later uses Log4j2 for logging. If you have any custom logging
configuration, you might need to update it during the upgrade to Kafka 4.0.

Explicitly configuring OAuth and LDAP allowed URL sisnow required

Previous Behavior: The org.apache kafka.sas.oauthbearer.allowed.urls and com.cloudera.kafka.l
dap.allowed.urls variables were used to restrict access to specific authentication servers only. If the
variables were left empty, Kafka could connect to any LDAP or OAuth server.

New Behavior: If these variables are left empty, Kafkais not allowed to connect to any LDAP or
OAuth server URL. If you use LDAP or OAuth authentication, update your configuration and add
your server URLs. Configure these variablesin your Kaf kaNodePool resource using the spec
JjvmOptions.javaSystemProperties property.

#...
ki nd: Kaf kaNodePool
spec:

jvnptions:

j avaSyst enProperties:
- nane: com cl ouder a. kaf ka. | dap. al | owed. url s
val ue: http://ww. | dap-exanpl e-1.com http://ww. | dap-e
xanpl e- 2. com
- nane: org.apache. kaf ka. sasl . oaut hbearer. al | owed. url s
val ue: http://ww. oaut h- exanpl e-1. com htt p://ww. oaut h-
exanpl e- 2. com

Ingress annotations are no longer automatically added

Previous Behavior: The nginx.ingress.kubernetes.io/backend-protocol and cert-manager.io/issu
er annotations were automatically added to the | ngr ess resource. The cert-manager.iofissuer
annotation was only added if the tls.enabled and tls.issuer properties were configured.

New Behavior: The nginx.ingress.kubernetes.io/backend-protocol and cert-manager.iofissuer
annotations are no longer added automatically. Use the ingress.extraAnnotations property to
configure custom annotations.

LDAP entries are now cached by default for five minutes

Previous Behavior: LDAP caching was disabled by default. LDAP entries were not cached.
New Behavior: LDAP caching is enabled by default. Entries are cached for five minutes.

A list of components and their versions shipped in this release of Cloudera Streams Messaging - Kubernetes Operator.

Cloudera Surveyor for Apache Kafka 0.1.0.1.5.0-b123
Cruise Control 2.5.145.1.5.0-b123
Kafka 4.0.1.1.5.0-b123

Strimzi

0.47.0.1.5.0-b123

Cloudera Streams Messaging - Kubernetes Operator supports the following Kafka versions:
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40115 (IaIeSt and default) . Kaﬂ(a_ Kaf ka resources 40-'\/3
e KafkaConnect — Kaf kaConnect
resources
39014 + Kafka—Kaf ka resources 3.9-1V0
e KafkaConnect —Kaf kaConnect
resources

Kafka versions shipped in Cloudera Streams Messaging - Kubernetes Operator are specific to Cloudera. Y ou specify
them in the spec.version property of cluster resources like Kaf ka and Kaf kaConnect resources.

The latest version is the current and latest supported version. Thisversion isused by default to deploy clusters if
an explicit version is not provided in your resource configuration. This version is aso the version recommended
by Cloudera. All other versions listed here are Kafka versions shipped in previous releases of Cloudera Streams
Messaging - Kubernetes Operator that are also supported.

The Kafka version is made up of two parts. The first three digits specify the Apache Kafka version. The digits
following the Apache Kafka version specify the major and minor version of Cloudera Streams Messaging -
Kubernetes Operator. When deploying a cluster, you must use the versions listed here. Specifying upstream versions
is not supported.

The Kafka metadata version is relevant for upgrades. Depending on your specific upgrade path, explicitly specifying
the metadata version might be necessary during an upgrade.

Cloudera Streams Messaging - Kubernetes Operator requires a Kubernetes cluster environment that meets the
following system requirements and prerequisites. Ensure that you meet these requirements, otherwise, you will not be
abletoinstall and use Cloudera Streams Messaging - Kubernetes Operator or its components.

* A Kubernetes 1.25 or later cluster.

e OpenShift 4.12 or later.

« Any Cloud Native Computing Foundation (CNCF) certified Kubernetes distribution. For more information,
see cncf.io.

e Administrative rights on the Kubernetes cluster.

» Accessto kubectl or oc. These command line tools must be configured to connect to your running cluster.
* Accessto helm version 3.14.0 or higher.

» Log collection is enabled for the Kubernetes cluster.

Cloudera requires that the logs of Cloudera Streams Messaging - Kubernetes Operator components are stored long
term for diagnostic and supportability purposes. Collect logs using the log collector feature of your Kubernetes
platform. Cloudera recommends at least one week of retention time for the collected logs.

* A persistent storage class configured on the Kubernetes cluster that satisfies the durability and low-latency
requirements for operating Kafka.

Theideal storage class configuration can vary per environment and use-case and is determined by the Kubernetes
platform where Cloudera Streams Messaging - Kubernetes Operator is deployed.

Additionally, for Kafka brokers, Cloudera recommends a St or ageCl ass that has volume expansion enabled
(allowvolumeexpansion set to true).

* A Prometheusinstallation running in the same Kubernetes cluster where you install Cloudera Streams Messaging
- Kubernetes Operator is recommended. Prometheus is used for collecting and monitoring Kafka and Strimzi
metrics.



https://www.cncf.io/
https://prometheus.io/

Cloudera Streams Messaging - Kubernetes Operator Kafka Connect plugins

Learn what Kafka Connect plugins are shipped with and supported in Cloudera Streams Messaging - Kubernetes
Operator.

Cloudera Streams Messaging - Kubernetes Operator ships and supports all Kafka Connect connectorsincluded in
Apache Kafka.

Thefull list isasfollows.

* org.apache. kaf ka. connect. m rror. M rror Checkpoi nt Connect or
e org.apache. kaf ka. connect. nirror. M rror Sour ceConnect or

e org. apache. kaf ka. connect. nmrror.M rrorHeart Beat Connect or
e org.apache. kaf ka. connect . fil e. Fi |l eStreanSour ceConnect or

e org. apache. kaf ka. connect . fil e. Fi | eStreansti nkConnect or

Note:

B Although both Fi | eSt r eanSour ceConnect or and Fi | eSt r eanSi nkConnect or are shipped with
Cloudera Streams Messaging - Kubernetes Operator, neither connector isinstalled, and you cannot deploy
them by default. To deploy instances of these connectors, you must first install them as any other third-party
connector. Cloudera also does not recommend that you use these connectors in production.

Single Message Transforms (SMT) plugins (transformations and predicates) are deployed on top of Kafka Connect
connectors. They enable you to apply message transformations and filtering on a single message basis. Cloudera
Streams Messaging - Kubernetes Operator ships and supports all transformation and predicates pluginsincluded in
Apache Kafkaaswell asthe Convert Fr onByt es and Convert ToByt es plugins, which are Cloudera specific
plugins.

Thefull list isasfollows.
Transfor mations

e« com cl ouder a. di m kaf ka. connect . transf or ns. Convert Fr onByt es
e« com cl ouder a. di m kaf ka. connect . transf orms. Convert ToByt es
* org.apache. kaf ka. connect . t ransf or ms. Cast

e org. apache. kaf ka. connect . transforns. DropHeader s

e org. apache. kaf ka. connect.transforns. ExtractFi el d

e org. apache. kaf ka. connect.transforns. Fil ter

e org. apache. kaf ka. connect.transforns. Fl atten

e org. apache. kaf ka. connect .t ransf or ns. Header Fr om

e org. apache. kaf ka. connect . transforns. Hoi st Fi el d

* org.apache. kaf ka. connect.transformns. I nsertFi el d

* org.apache. kaf ka. connect . transforns. | nsert Header

e org. apache. kaf ka. connect . t ransf or ns. MaskFi el d

e org. apache. kaf ka. connect . t ransf or ms. RegexRout er

* org.apache. kaf ka. connect . t ransf or ns. Repl aceFi el d

* org.apache. kaf ka. connect . t ransf or ms. Set SchenaMet adat a

e org. apache. kaf ka. connect . transforns. Ti nest anpConvert er

e org. apache. kaf ka. connect . t ransf or ms. Ti nest anpRout er

* org.apache. kaf ka. connect . t ransf or nms. Val ueToKey
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Predicates

e org. apache. kaf ka. connect .t ransf orns. predi cat es. HasHeader Key
* org.apache. kaf ka. connect . transf or ms. predi cat es. Recor dl sTonbst one
» org.apache. kaf ka. connect . transf or ms. pr edi cat es. Topi cNanmeMat ches

Converters can be used to transform Kafka record keys and values between bytes and a specific format. In addition to
theJsonConvert er, there are converters for most often used primitive types as well.

Thefull list isasfollows.

e org. apache. kaf ka. connect . j son. JsonConverter

* org.apache. kaf ka. connect . converters. Byt eArrayConverter
e org. apache. kaf ka. connect . convert ers. Bool eanConvert er

e org. apache. kaf ka. connect . convert ers. Doubl eConverter

e org. apache. kaf ka. connect . converters. Fl oat Converter

e org. apache. kaf ka. connect . converters. | nt eger Converter

e org. apache. kaf ka. connect. converters. LongConvert er

e org. apache. kaf ka. connect. converters. Short Converter

e org. apache. kaf ka. connect . st orage. Stri ngConverter

Header converters can be used to transform Kafka record headers between bytes and a specific format. Cloudera
Streams Messaging - Kubernetes Operator and Kafka includes a single dedicated header converter, which isthe
or g. apache. kaf ka. connect . st or age. Si npl eHeader Converter.

The Si npl eHeader Convert er isthe default header converter and is adequate for the majority of use cases. In
case your headers are of a specific format, like JSON, you can use any other converter listed in the Converters on
page 10 section as a header converter as well.

A replication policy defines the basic rules of how topics are replicated from source to target clusters when using
Kafka Connect-based replication to replicate Kafka data between Kafka clusters.

Thefull list isasfollows.

e org. apache. kaf ka. connect . nmrror. Def aul t Repl i cati onPolicy
e org. apache. kaf ka. connect. nirror.ldentityReplicationPolicy

Installing Kafka Connect connector plugins
ConvertFromBytes

ConvertToBytes

Transformations | Kafka

Predicates | Kafka
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