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Cloudera Streams Messaging Operator for Kubernetes Configuring the Strimzi Cluster Operator

Learn how to configure an existing deployment of the Strimzi Cluster Operator with helm upgrade.

The Strimzi Cluster Operator is deployed when you install Strimzi to your Kubernetes cluster. During installation you
can configure the Cluster Operator. If required, you can make configuration updates following installation. Thisis
done with helm upgrade command using the --reuse-values option together with the -f (--values) or --set options.

hel m upgrade [***RELEASE***] [***CHART***] \
--nanespace [***NAMESPACE***] \
(--set '[***KEY***] [ ***VALUE***]"' | -f [***MY-VALUES. YAML***]) \
--reuse-val ues

e Ensurethat [***RELEASE***] and [*** CHART***] are the same as the ones you used during installation. Y ou
can use helm list to list currently installed releases and charts.

e Use--setif you want to update properties directly from the command line. Helm supports various --set options
like --set-file, --set-string, and others. Y ou can use any of these options.

» Use-f (--values) if you want to pass afile containing your configuration updates.

» The--reuse-values option instructs Helm to merge existing values with new ones. Y ou use this option when you
want to update an existing configuration

The Strimzi Cluster Operator accepts various configuration properties. Y ou can find a comprehensive list of these
properties in the Helm chart configuration reference. Alternatively, you can list available properties with helm show
readme.

hel m show readnme [*** CHART***]

Helm chart configuration reference
Helm List | Helm

Helm Upgrade | Helm

Helm Show Readme | Helm

By default, the Strimzi Cluster Operator watches and manages the Kafka clusters that are deployed in the same
namespace as the Strimzi Cluster Operator. However, you can configure it to watch selected namespaces or watch
all namespaces. This allows you to manage multiple Kafka clusters deployed in different namespaces using asingle
Strimzi Cluster Operator installation.

If you have a specific list of namespaces that you want the Strimzi Cluster Operator to watch, specify them in the
watchNamespaces property. Delimit each namespace with a comma.

hel m upgrade [***RELEASE***] [***CHART***] \
--nanespace [***NAMESPACE***] \
--set 'wat chNanespaces={[ *** NAVESPACE A***], [*** NAMESPACE B***]}' \
--reuse-val ues



https://docs.cloudera.com/csm-operator/1.6/reference/topics/csm-op-helm-reference.html
https://helm.sh/docs/helm/helm_list/
https://helm.sh/docs/helm/helm_upgrade/
https://helm.sh/docs/helm/helm_show_readme/
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Tip: The namespace where the Strimzi Cluster Operator is deployed is always watched. Y ou do not need to
add it to the list in watchNamespaces.

If you want the Strimzi Cluster Operator to watch all namespacesin your cluster, set watchAnyNamespace to true.

hel m upgrade [***RELEASE***] [***CHART***] \
--nanespace [***NAMESPACE***] \
--set 'wat chAnyNanespace=true' \
--reuse-val ues

If you want asingle installation of the Strimzi Cluster Operator to watch and manage more than 20 Kafka clusters,
you must increase the memory and heap allocated for the Strimzi Cluster Operator. Otherwise, you will encounter out
of memory and heap related errors. To do this, you configure memory-related properties.

To configure the memory allocated to the Strimzi Cluster Operator, set -XX:MinRAMPercentageand  -XX:Max
RAM Percentage Java parameters. Additionally, configure resources.limits.memory and resources.requests.memory
Helm properties.

The following example contains memory settings recommended by Cloudera for a deployment with more than 20
Kafka clusters. Y ou can fine-tune your setting as needed.

hel m upgrade [***RELEASE***] [***CHART***] \

--nanespace [***NAMESPACE***] \

--set 'extraEnvs[0].nane=JAVA OPTS \

--set 'extraEnvs[0].val ue=- XX: M nRAMPer cent age=25 - XX: MaxRAMPer cent age=
70"\

--set 'resources.limts. menory=600M" \

--set 'resources.requests. menory=600M "' \

--reuse-val ues

The default values for the properties configured in the example are as follows.

e -XX:MinRAM Percentage=15

o -XX:MaxRAM Percentage=20

* resources.limits.memory=384Mi

* resources.requests.memory=384Mi

Y ou run the Strimzi Cluster Operator with arestricted profile by configuring the securityContext Helm properties.

By default, the Strimzi Cluster Operator runs with the baseline profile. However, the Helm templates allow
customizing the security context of the Strimzi Cluster Operator with the securityContext properties. Y ou run the
Strimzi Cluster Operator with arestricted profile by specifying appropriate privileges with helm upgrade.

hel m upgrade [***RELEASE***] [***CHART***] --namespace [***NAMESPACE***] \
--set wat chAnyNanespace=true
--set securityContext.allowPrivil egeEscal ati on=fal se \
--set securityContext.capabilities.drop={ALL} \
--set securityContext.runAsNonRoot =true \
--set securityContext.secconpProfile.type=Runti neDefault \
--reuse-val ues




Cloudera Streams Messaging Operator for Kubernetes Configuring Strimzi Cluster Operator'slog level

The Strimzi Cluster Operator uses |og4j2 configuration for logging. By default thelog level is set to INFO. Y ou can
update the log level by setting the loglevel property with helm upgrade.

hel m upgrade [***RELEASE***] [***CHART***] \
--nanespace [***NAMESPACE***] \
--set |oglLevel =[***LOG LEVEL***] \
--reuse-val ues

Pod Security Providers allow you to manage the security context for all pods and containers managed by the Strimzi
Cluster Operator from asingle location. That is, a Security Provider defines the default security context of the pods
and containers that the Strimzi Cluster Operator creates and manages.

The following two providers are available.
Baseline

The Baseline Provider is based on the Kubernetes baseline security profile. Thisisaminimally
restrictive profile that prevents privilege escalations and defines other standard access controls and
limitations.

Restricted

The Restricted Provider is based on the Kubernetes restricted security profile. Thisisahighly
restrictive profile that is aimed for use in environments where high levels of security iscritical.

By default, the Strimzi Cluster Operator uses the Baseline Provider. To use the Restricted Provider, set the STRI
MZI_POD_SECURITY_PROVIDER_CLASS environment variable of the Strimzi Cluster Operator to restricted.

hel m upgrade csmoperator [***HELM CHART***] --nanespace [***NAMESPACE***] \
--set extraEnvs[O0].name=STRI MzZI _POD_SECURI TY_PROVI DER_CLASS \

--set extraEnvs[O0].value=resticted \

--reuse-val ues

Additional volumes and volume mounts enable away to attach extrafilesto all pods handled by Strimzi. With the
help of these you can attach Secrets, ConfigMaps, empty directories, or PersistentV olumeClaims the pods as volumes.
Once attached, pods are able to read and use the data available in the volumes.

Y ou can use additiona volumes and volume mounts when components or processes running in pods require access

to additional data. For example, many Kafka Connect connectors access external systems like databases. Accessto
these systems might require credentials or TLS certificates for access. Using additional volumes and volume mounts,
you can store TLS certificatesin aSecr et and mount that Secr et to the Kafka Connect pods. This makesthe
certificates available to connectors. Once mounted, data from additional volumes can be referenced in resources using
configuration providers.

The following table collects the components that support additional volumes and volume mounts as well astheir
corresponding resources.
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Table 1: Supported components for additional volumes and volume mounts

Component Resource

Cruise Control Kaf ka

Kafka Kaf ka and Kaf kaNodePool
Kafka Connect Kaf ka

KafkaExporter Kaf ka

Entity Operator Kaf ka

*  Topic Operator

¢ User Operator

Supported volume types

The following volume types are supported.
e Secret

e ConfigMap

e EnptyDir

e Persistent Vol uned ai m

For Secr et s or Conf i gMaps, the contents of the resource's data field will be presented in avolume asfiles using
the keysin the datafield as the file names.

The empty directory represents an empty (ephemeral) directory for a pod.

For Per si st ent Vol uned ai ns (PVC), you reference the name of an existing PV C when defining the additional
volume. The PV C must be created by you. When the PV C is referenced, it finds the bound Per si st ent Vol une
and mounts the volume for the pod.

Adding additional volumes and volume mounts

Y ou mount additional volumes and volume mounts using pod and container template properties in the spec of a
supported resource.

The following examples add a Secr et , Conf i gMap, an empty directory, aswell asa
Per si st ent Vol unmed ai mto aKaf ka and Kaf kaNodePool resource. Additional volumes are defined the
same way in other supported components and resources.

Important: All additional mounted paths must be located inside the /mnt path. If you mount a volume
outside of this path, the Kaf ka resource remainsin a NotReady state, the Kafka pods are not created, and a
related warning is logged in the Strimzi Cluster Operator |og.

Configuring additional volumes and volume mounts

For Kafka

#. ..
ki nd: Kaf ka
spec:
kaf ka:
tenpl at e:
pod:
vol unes:
- nane: exanpl e-secret
secret:
secret Nane: secret-nane
- nane: exanpl e-confi gmap
confi ghvap:
nanme: confi g- map- nane
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- nane: tenp
emptyDir: {}
- nane: exanpl e-pvc-vol une
per si st ent Vol uned ai m
cl ai mName: mycl ai m
kaf kaCont ai ner:
vol umeMount s:
- nane: exanpl e-secret
mount Pat h: /mmt/ secret - vol une
- nane: exanpl e-confi gnmap
mount Pat h: / mt/cm vol une
- nane: tenp
mount Pat h: /mmt/tenp
- nane: exanpl e-pvc-vol unme
nmount Pat h: /mmt/ dat a

#. ..
ki nd: Kaf kaNodePool
spec:
tenpl at e:
pod:
vol ures:
- nane: exanpl e-secret
secret:
secr et Nanme: secret-nane
- nane: exanpl e-confi gnmap
confi ghvap:
nane: confi g- map- nane
- nanme: tenp
enptyDir: {}
- nane: exanpl e-pvc-vol une
per si st ent Vol unmed ai m
cl ai mName: mycl ai m
kaf kaCont ai ner :
vol umeMount s:
- nane: exanpl e-secret
mount Pat h: /mt/secret-vol une
- nane: exanpl e-confi gnmap
mount Pat h: /mt/cm vol une
- nanme: tenp
mount Pat h: /mmt/tenp
- nane: exanpl e-pvc-vol une
mount Pat h: / mt/ dat a

Note: When additional volumes are defined in both Kaf ka and Kaf kaNodePool resources, the definition
E in the Kaf kaNodePool resource takes precedence.

Additional Volumes | Strimzi

Additional Volume schema reference | Strimzi API reference
ContainerTemplate schema properties | Strimzi API reference
VolumeMount v1 core | Kubernetes



https://strimzi.io/docs/operators/0.49.1/overview#additional_volumes
https://strimzi.io/docs/operators/0.49.1/configuring.html#type-AdditionalVolume-reference
https://strimzi.io/docs/operators/0.49.1/configuring.html#type-ContainerTemplate-schema-reference
https://kubernetes.io/docs/reference/generated/kubernetes-api/v1.31/#volumemount-v1-core

Cloudera Streams Messaging Operator for Kubernetes Updating alicense

Cloudera Streams Messaging Operator for Kubernetes requires avalid license to function. Y ou must update expired
licenses, otherwise, cluster resources will break down over time.

You register your initial license during installation by setting the clouderalicense.fileContent Helm chart property.
When this property is set, a Kubernetes secret is automatically generated that stores your license. The name of the
secret is csm-op-license.

If the license expires, it must be updated. Y ou update the license by updating the secret that stores the license with
your new license. Specifically, you update the value of the data.license property in the secret with your new license.

Licenses can be updated at any point in time. If your license is already expired and you update your license,
restrictions on functionality are lifted immediately after the license is updated.

Updating alicense does not carry any risks and does not result in cluster downtime.

Important: Ensurethat the start date of your new license is the current or a past date. Licenses become
& valid on their start date. Updating your old license with a new license that is not yet valid is the equivalent of
registering an expired license. The start date of alicense is specified in the startDate property of the license.

1. Create amanifestin YAML format that defines the license secret.

Add your new license to stringData.license. Ensure that you add the full contents of the license asit isin the
license file you received from Cloudera.

api Version: vl
ki nd: Secret
nmet adat a:

nane: csmop-license
type: Opaque
stringDat a:

license: |

[***YOUR LI CENSE***]

2. Replace your old secret with the new one.

kubect| replace --nanespace [***NAMESPACE***] -filename [***LlI CENSE SECRET
YAM_***]

3. Verify that the license is updated.

kubect| get secret csmop-Ilicense \
--nanespace [***NAMESPACE***] \
--out put jsonpath="{.data.license}” \
| base64 --decode

The output of this command should be identical with the contents of the license file you received from Cloudera.

Licensing



https://docs.cloudera.com/csm-operator/1.6/overview/topics/csm-op-licensing.html
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