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Cloudera Data Visudization

Support matrix

Support matrix

Before installation, ensure that your environment meets the following requirements.

Cloudera Data Visualization 8.x supports the following platforms and components:

Cloudera Manager 7.131,7.11.3

Cloudera Base on premises 7.31SP2,731SP1, 731
719SP1,7.19

Python 3.11 (bundled with parcel)

Operating systems RHEL 9.6,9.5,9.4,9.2,9.1

RHEL 8.10 FIPSL, 8.10, 8.9, 8.8 FIPSL, 8.8
Ubuntu 22.04, 20.4
SLES 15SP5, 155P4

Note:
E RHEL 8.8 and 8.10 with FIPS enabled are supported only when Cloudera Manager and Cloudera Runtime are
deployed in FIPS-compliant mode.

Cloudera Data Visualization 8.x supports the following databases:

OracleDB 23c, 21c, 19.19, 19¢
PostgreSQL 17, 16, 15, 14, 13
MySQL 84,80

MariaDB 10.11, 10.6, 10.5, 104

Related Information
Specifying a custom Python interpreter

Hardware requirements

Use the following guidelines to determine the minimum memory, CPU, and storage requirements needed to run
Cloudera Data Visualization in Cloudera Base on premises.

Cloudera Data Visualization Minimum: 8 GB Minimum: 1 Core (for Minimum: 32 GB total — 16 GB for the
Django) application database and 16 GB for the /tmp
directory

The required disk space may increase with cluster size and user workloads. Cluster size refers to the number of nodes
in the cluster and workload means the number of queries run and the number of concurrent unique users accessing the
application in a given time period.

Cloudera Data Visualization relies heavily on its database, which can grow rapidly because of retained query history.
A minimum of 16 GB disk spaceisrequired for the database, but additional space may be necessary depending on
usage. To maintain performance and manage storage effectively, regularly clean up unused or outdated queries and
documents.
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Cloudera Data Visualization Installing Cloudera Data Visualization in Cloudera Base on
premises

Learn how to deploy Cloudera Data Visualization in Cloudera Base on premises.

Cloudera Data Visualization, when deployed in Cloudera Base on premises, allows you to explore datasets and build
interactive visualizations directly within your on-premises Cloudera clusters. One key benefit of this deployment
option isthat it does not require a container runtime, and can be used without a Kubernetes environment.

This guide provides step-by-step instructions for installing Cloudera Data Visualization on a Cloudera Base on
premises cluster.

Limitations

e OScompatibility:
Ubuntu 20, aswell as RHEL 8 and 9, are supported. For the detailed list of supported OS versions,
see the Support Matrix.

» Data source connections:

Data connection auto-discovery is not supported. Y ou need to manually set up and configure
connections to the data sources.

Prerequisites
» ClouderaManager and Cloudera Base are installed and running.
» For installation instructions, see:

* Installing Cloudera Manager
* Installing Cloudera Runtime
» For supported versions, seethe Support Matrix.
* You have sudo or root access to the relevant cluster nodes.
e You haveaMySQL or other relational database configured for metadata storage.

i Important:
Install Cloudera Data Visualization on a dedicated host to avoid resource contention with other services. Do
not deploy it on nodes already running resource-intensive roles. The Cloudera Manager installation wizard
evaluates host hardware to recommend role placements. Ensure that hardware is properly configured before
running the wizard to allow appropriate role assignments.

Before installing Cloudera Data Visualization, you must set up two components: a Cloudera Data Visualization parcel
and a Custom Service Descriptor (CSD).

This guide explains how to add the Cloudera Data Visualization parcel to Cloudera Manager. It involves updating the
parcel repository URL, then downloading, distributing, and activating the parcel to make it available for installation.

1. Loginto Cloudera Manager.
2. From the left navigation bar, goto Hosts Parcels.
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premises

3. Select Parcel Repositories & Network Settings on the Parcels page.

CLOVI
Manager

Home

Parcels

Clusters

All Hosts
Add Hosts

Parcels

Hosts Configuration
Roles

Host Templates

Disks Overview

DATAVIZ
KAFKA
KEYTRUSTEE_SERVER
KUDU

SPARK3

STATUS

Distributed
Other

Cluster 1
Parcel Name
ACCUMULO
« Error for parcel ACCUMULO-1.7.2-

Cloudera Runtime

cosw

DATAVIZ

SPARK3

Version

7.1.8-1.cdh7.1.8.p0.30990532

1.10.5.p1.47677668

8.0.4-b48.p1.67187697

6.3.7_eddef72d1

ACCUMULOS.5.0.p0.8-¢l8 : Parcel not av

Parcel Usage ‘ Parcel Repositories & Network Settings

Status.

 OS Distribution RHELS

Distributed, Activated

Distributed, Activated

Distributed, Activated

Distributed

Other Parcel Configurations | Check for New Parcels

Distribute -

Deactivate

Deactivate

Deactivate

Download

Distribute

Activate -

Distribute -

Download

4. Onthe Parcel Repository & Network Settings page, click + to add a new row in the Remote Parcel Repository

URLslist.

Parcel Repository & Network Settings

Remote Parcel Repository URLs http:

9§ remote_parcel_repo_urls

> ® 8/8 URL(s) - The repository was successfully accessed and the manifest downloaded and validated. (HTTP Status: 200)

Cloudera Manager checks the connection to the configured parcel repository URLS. A valid license is required to access most Cloudera parcel repositories.

X

Last Updated: Jun 10, 8:20:33 AMPDT = &

Enable Automatic Authentication for Cloudera
Repositories

f remote_repo_auth

HTTP authentication username override for

b 1.vpe.cloudera build/30990532/cdh/7.x/parcels |se o
https://archive.cloudera.com/accumulo-c5/parcels/latest/ |me
https://archive cloudera.com/kafka/parcels/latest/ |me
http://archive.cloudera.com/kudu/parcels/latest/ ‘ me
https://archive cloudera.com/p/spark3/3.3.7180.0/parcels/ | me
hitp. b 1.vpe.cloudera. 4767 1/1.10.5/parcels | me
https://cloudera-build-us-west-1.vpc. cloudera.com/s3/build/67187697/viz/8.x/parcels/ | do
'O Undo

o)
o)

Cloudera Repositories

Reason for change: | Modified Remote Parcel Repository URLs

Close

Save & Verify Configuration
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5. Enter the URL of the Cloudera Data Visualization parcel repository.

Parcel Repository & Network Settings X

Cloudera Manager checks the connection to the configured parcel repository URLs. A valid license is required to access most Cloudera parcel repositories. Last Updated: Jun 10, 8:21:47 AMPDT 2

> © 8/8 URL(s) - The repository was successfully accessed and the manifest downloaded and validated. (HTTP Status: 200)

Remote Parcel Repository URLs http://cloudera-build 1.vpe.cloudera. build, cdh/7.x/parcels me o

%2 remote_parcel_repo_urls
https://archive.cloudera.com/accumulo-c5/parcels/latest/ we
https://archive.cloudera.com/kafka/parcels/latest/ jufc]
http://archive.cloudera.com/kudu/parcels/latest/ jufc)
https://archive.cloudera.com/p/spark3/3.3.7180.0/parcels/ we
http://cloudera-build: 1.vpe.cloudera. build/4767 1/1.10.5/parcels jufc]
https://cloudera-build-us-west-1.vpc.cloudera.com/s3/build/67187697/viz/8.x/parcels/ jufc]
https://archive.cloudera.com/p/cdv/8.0.3/parcels oe
-

Enable Automatic Authentication for Cloudera 6]

Repositories

© remote_repo_auth

Close

Note: Do not include the specific parcel file namein the URL, only provide the directory path.
Cloudera Manager will scan the directory and display all available parcels. For example: https://
archive.cloudera.com/p/cdv/8.0.3/parcels.

6. Click Save & Verify Configuration.
7. Click Closeto return to the Parcels page.
8. On the Parcels page, locate the Cloudera Data Visualization parcel in the list.

CLOUDZRA e
Manager Home
Pa rcels Parcel Usage Parcel Repositories & Network Settings Other Parcel Configurations Check for New Parcels
Cluster 1
Location
Parcel Name Version Status
Cluster 1
Available Remotely ACCUMULO
Filters for parcel ACCUMULO-1.7.2-5 5.0.p0.8-¢16 : Parcel not available for O Distribution RHELS:
Cloudera Runtime Distribute -
PARCEL NAME
ACCUMULO 1 7.1.8-1.cdh7.1.8.p0.30990532 Distributed, Activated Deactivate
cosw 1
Cloudera Runtime. 2 CDSW 1.10.5.p1.47677668 Distributed, Activated Deactivate
KAFKA 1
KEYTRUSTEE_SERVER 1 DATAVIZ Download
KuDU 1
SPARK3 1
SPARK3 Download
STATUS
Distributed 4
Other

9. Click Download.
10. Once the download is complete, click Distribute.
11. After distribution, click Activate.

When prompted, choose whether to restart the service or activate without restarting. Select your preferred option
and click OK.

After activation, the parcel becomes available for use when adding the Cloudera Data Visualization service.

Once the parcd is activated, you must add the Cloudera Data Visualization CSD filesto Cloudera Manager. For
instructions, see Downloading Cloudera Data Visualization CSD files.
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A Custom Service Descriptor (CSD) file contains the configuration details for Cloudera Managerto recognize and
manage a new service. Follow the steps below to download the required CSD file, apply the correct permissions, and
restart Cloudera Manager.

e You must have root or sudo privileges on the Cloudera Manager host.

1. Open aterminal and connect to the host where Cloudera Manager isinstalled.
ssh [***USERNAME***] @[ *** CLOUDERA-MANAGER-HOST***]

e Replace [***USERNAME***] with auser that has appropriate permissions (for example: root or a sudo-
enabled user).

e Replace [*** CLOUDERA-MANAGER-HOST***] with the appropriate hostname or | P address of your
Cloudera Manager server.

Example: ssh root@cloudera-manager.example.com
2. Oncelogged in, verify that the default CSD directory exists.
Is-IA /opt/cloudera/csd

E Note: If the directory does not exist, create it before proceeding using mkdir /opt/cloudera/csd.

3. Navigate to the CSD directory.
cd /opt/clouderalcsd
4. Download the Cloudera Data Visualization CSD files to the default CSD directory on the Cloudera Manager host.

Note: The /opt/cloudera/csd directory requires root privileges. Use sudo to ensure the download
succeeds when saving the file directly to this location.
sudowget  https://[*** YOUR-DOWNLOAD-LOCATION***]/[*** YOUR-CSD-FILE***] jar

* Replace [*** YOUR-DOWNLOAD-LOCATION***] with the download URL provided by your administrator
or Cloudera.

Note: Accessing https://archive.cloudera.com/p/ requires authentication. Y ou can provide your
Cloudera credential s using the --user and --password options.

sudo wget --user=<your-usernane> --passwor d=<your-password> http
s:/l...

¢ Replace [*** YOUR-CSD-FILE***] jar with the actual filename provided by your administrator or Cloudera.

For example: https://archive.cloudera.com/p/cdv/8.0.3/redhat8/yum/DATAV1Z-8.0.3-b61.p1.65975532.jar
5. List the directory contents to confirm that the file has been downloaded.

Is-1A

Y ou should see the downloaded JAR file listed in the directory.

6. Restart the Cloudera Manager Server to load the new CSD by running the following command on the host where
Cloudera Manager isinstalled.

sudo service cloudera-scm-server restart
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7. Restart Cloudera Management Servicein the Ul.
a) Go to the Status tab.
b) Select Actions Restart to restart the Cloudera Management Service.

After restarting, Cloudera Manager will detect the Cloudera Data Visualization service. Y ou can now proceed to add
and configureit in your cluster.

Use the Add Service wizard in Cloudera Manager to deploy and configure Cloudera Data Visualization on a Cloudera
Base on premises cluster.

Ensure the following:

e A ClouderaBase on premises cluster isinstalled and running.

¢ You have added the Cloudera Data Visualization CSD files in the /opt/cloudera/csd folder, and Cloudera Manager
has been restarted.

* You have added, downloaded, distributed, and activated the Cloudera Data Visualization parcel in Cloudera
Manager.

1. Loginto Cloudera Manager.
2. On the Home screen, open the drop-down menu next to your cluster name and select Add Service.

CLOUDZRA
m Manager Home
_ Status  All Health Issues  Configuration ~  All Recent Commands
) ot~
Cluster 1 : C
Add Service (

Cloudera Runtime 7.1.9
Add Hosts
£ 1 Hosts

Add Compute Cluster

percent

® @ CORE_SETTIN
Start
& HDFS-1
Stop

® 700KEEPER
¥ ZOOKEEPER1  postart

Cloudera Mg

Deploy Client Configuration
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3.

7.
8.
9.

Select Dataviz from the list of available services, then click Continue.

| R Add Service to Cluster 1

Manager

Select the type of service you want to add

/A ADLS Connector The ADLS Connector Service provides key management for accessing ADLS Gen1 accounts and ADLS

Gen2 containers from the clusters

AWS_IDBROKER_EXTERNAL_ACCOUNTS ~ The AWS

IDBroker

D atlas

organize, and manage data assets. This se

¥ Cruise Control Cruise Control simplifies the aperation of Kafka clusters automating workload rebalancing and self

healing
® (@ pataviz Cloudera Data Visualization service

GCS The Google Cloud Storage Connector Service provides key management for accessing Google Cloud

Storage containers from the clusters.

A HRase Anache HRase is a hinhlv sealahle. hinhly resilient NnSOI 0 TP datahase that enahles annlicatinns

The Add Service wizard is displayed.
In the Select Dependencies step, leave the default No Optional Dependencies setting and click Continue.
Assign roles to hosts.

« On single-node clusters, roles are automatically assigned, so click Continue to proceed.

*  On multi-node clusters, manually assign roles to the desired hosts and then click Continue to proceed.
Configure a metadata database.

a) Configure the required database connection details:

* Type: Select your database type from the dropdown. (For example: MySQL )
» Database Hostname: Enter the hostname used when creating the database.
» Database Name: Add the name of the Cloudera Data Visualization database.
* Username: Add the Cloudera Data Visualization database username.
» Password: Add the Cloudera Data Visualization database password.
b) You can click Test Connection to verify the database settings.
¢) Click Continue.
Review the service configuration summary, then click Continue to begin the installation.
On the Command Details screen, monitor the installation progress.
Once the installation is complete, click Continue.

10. On the Summary screen, click Finish to complete the setup.

The Cloudera Data Visualization service is now added to your cluster. It will appear in thelist of cluster services
in Cloudera Manager.

11. Restart the Cloudera Management Service to update stale configurations with new monitoring entities.
12. Check the health status of the new service to verify it has started correctly.

If the Health Statusis Good, the service has started successfully.

Y ou have completed your Cloudera Data Visualization installation on Cloudera Base on premises. For further
information about adding services to Cloudera Runtime, see Adding a service.

Open the Cloudera Data Visualization web interface to begin creating dashboards.
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Adding aservice

After adding the service, follow these steps to access the Cloudera Data Visualization user interface.

1. In Cloudera Manager, go to the Dataviz service details page.

2. Click Dataviz Site.

m CLOUDZRA
Manager

(1} Dataviz tions ~ 44 30 minutes preceding Jan 16, 4:46 PMUTC W W law
atu: nstances  Configuration ~ Commanc Charts Library ~ Audits | Dataviz Site (' | Quick Links +
Health Tests setroger | Charts miedn Layou 0m 1h zh eh 12h 1 ‘-
Informational Events ©
Status Summary
Health
t Ith
1 Good Healt iz, & o
Important Events and Alerts ©
Health History
No results found,
Tags Tag 16 0 = Critical Events O mImportant Events 0

There are no tags associated with this service. Click the Edit Tags
button to add, update, or remove any tags

This opens the Cloudera Data Visualization interface in a new browser tab.
3. Usethe default credentialsto log in:

e Username: vizapps admin
» Password: vizapps admin

Note:
E It is recommended to change the default password after first login to help maintain the account security.
For more information, see Changing user passwords.

Y ou have now successfully added the Cloudera Data Visualization service and logged into the user interface. Y ou can

begin:

e Connecting to data sources
e Creating dashboards and visualizations

Changing user passwords

11
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Cloudera Data Visualization Configuring initial administrator users and groups

When you add the Cloudera Data Visualization service in Cloudera Manager, you can configure which users and
groups are granted administrator privileges in the application. Administrator access can be assigned either by
explicitly specifying admin users and groups, or, when using LDAP, by assigning administrator privileges based on
LDAP group membership.

This section explains how to explicitly configure administrator users and groups using Cloudera Manager. For
information about assigning administrator privileges using LDAP user flags, see Configuring user authentication
using LDAP.

The Cloudera Data Visualization service is already added to the Cloudera Base on premises cluster.
Authentication is configured (for example, LDAP or SSO).
User and group information is available through your configured authentication provider.

B Note: Group information isrequired only if you plan to assign administrator privileges based on groups.

=

In Cloudera Manager, goto Configuration .
L ocate the following properties (use the search field if needed).

N

e Admin Users maps to the ADMIN_USERS environment variable
e Admin Groups maps to the ADMIN_GROUPS environment variable

3. Configure the values as required.
e Admin Users
Enter a commattseparated list of usernames that should be granted administrator privileges.
Example: alice,bob
e Admin Groups
Enter a commattseparated list of group names whose members should be granted administrator
privileges.
Example: cdv-admins,platform-admins
4. Click Save.
5. If prompted, restart the Cloudera Data Visualization service to apply the changes.

At each login to Cloudera Data Visualization:

 |f the user’s username matches an entry in the list of Admin Users, the user is granted administrator privileges.

e If Admin Groupsis configured and the user belongs to one of the listed groups, the user is granted administrator
privileges.

Security considerations

e Grant administrator privileges only to users or groups that require full platform access. The Administrator role
provides unrestricted control over Cloudera Data Visualization, including access to all datasets, visualizations, and
system settings.

12
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Use Admin Groups instead of individual users wherever possible, as group-based administration simplifies access
management and reduces the risk of orphaned admin accounts.

Removing auser or group from these configuration properties does not automatically revoke existing
administrator privileges. To demote an administrator, update the user’ s role manually in the Cloudera Data
Visualization Ul or through the appropriate API.

Configuring user authentication using LDAP

Cloudera Data Visualization includes an embedded Python interpreter by default. However, you can configure the
system to use the OS-provided Python or a custom Python build instead. This provides greater flexibility and can
improve performance when compatible Python versions are available on your system.

1. To use anon-embedded Python interpreter:

a) In Cloudera Manager, go to Clusters and select the Dataviz service.
b) Click the Configuration tab.
c) Set thefollowing environment variable in the Dataviz Service Environment Advanced Configuration Snippet
(Safety Valve) configuration to disable the embedded Python.
DATAVIZ_USE EMBEDDED_PYTHON=fase
o] Stovosma ster
@ Dataviz Aot~ TSR

Status  Instances  Configuration ~ Commands  Charts Library ~ Audits ~ Dataviz Site ' Quick Links ~

Q Dataviz Service Environment Advanced Configuration Snippet (Safety Valve) @pFilters  Role Groups  History & Rollback

Filters Show All Descriptions

Dataviz (Service-Wide) ‘D Undo
SCOPE

Dataviz (Service-Wide) ! DATAVIZ_USE_EMBEDDED_PYTHON=false

CATEGORY

This enables Cloudera Data Visualization to use the system’s default, OS-provided Python interpreter.
d) Restart the Dataviz service to apply the changes.

To use a custom Python build:

If you want to use a specific Python installation (for example one you compiled from source or installed with
pyenv), follow these additional steps:

a) Set the PY THONHOME environment variable to point to the root directory of the Python installation you
want to use.
b) Configurethelibrary paths by making sure that the following directories are accessible:

e python/lib
« gglite/lib (only if you compiled SQLite with this Python build)

Y ou can do this by:

¢ Adding themtothe LD_LIBRARY_PATH environment variable, or
* Registering them with Idconfig if you are using dynamically linked executables.

13
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Cloudera Data Visualization Enabling Knox SSO for Cloudera Data Visualization

Y ou can configure Cloudera Data Visualization to use Knox Single Sign-On (SSO) if Knox is available in your
cluster. The setup requires a Kerberized environment and includes configuring both Cloudera Data Visualization and
Knox.

¢ The cluster must be Kerberized.
e Cloudera Data Visualization must be installed and Knox must be available on your cluster.
* Kerberos authentication must be enabled for Cloudera Data Visualization.

If not already configured, enable Kerberos authentication for Cloudera Data Visualization.

1. In Cloudera Manager, go to Clusters and select the Dataviz service.

Click the Configuration tab.

In the Search bar, type kerberos to filter the relevant settings.

Find the Enable K erberos Authentication property.

Check the Dataviz (Service-Wide) box next to Enable Kerberos Authentication.

For Kerberos Principal, enter the Kerberos username (principal short name) the Cloudera Data Visualization
service should use.

Click Save Changes.

8. Restart the Dataviz service for the changes to take effect.

o g hMcwbd

~

CDEP Deployment from 2025-May-05 07:39

O DataVIZ Actions - May 9, 6:59 AM UTC

Q Kerber @ Filters Role G

Filters how A
Enable Kerberos t ervice-Wide) *
v SCOPE Authentication

sk

Kerberos Principal Dataviz (Service-Wid X

ok
v CATEGORY

Kerberosis now enabled for Cloudera Data Visualization, which is a prerequisite for enabling Knox SSO.
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1. Configure Cloudera Data Visualization for Knox SSO.

a) In Cloudera Manager, go to Clusters and select the Dataviz service.
b) Click the Configuration tab.
¢) Search for the Authentication backends used by the webserver property and set its value to:

arcwebbase.backends.K noxSpnegoDjangoBackend,django.contrib.auth.backends.M odel Backend

O DataViZ tions ~ May 8,9:11 AMUTC

Q AUTHENTICATION_BACKENE @Filters  Role Group History & Rollback

Filters Show All De
Authentication backend:

v SCOPE used by the webs

o

v CATEGORY

Note:
E This configuration enables Knox SSO while still allowing fallback login at /arc/apps/login. To enforce

Knox authentication only, remove the fallback by setting AUTHENTICATION_BACKENDS to
arcwebbase.backends.K noxSpnegoDjangoBackend

d) Restart the Dataviz service to apply the changes.

2. Makethe Dataviz service definition available to Knox.
a) Locate DATAVIZ-KNOX-[***VERS ON***].tgz on theCloudera archive site and download it to the node
where the Knox serviceis running.

Thisfileis co-located with the Cloudera Data Visualization CSD on the archive site and must be manually
downloaded to each Knox host.

For example, to download DATAVIZ-KNOX-8.0.4-b47.p1.67141340.tgz to /tmp, run the following
command:

cd /tnp;
wget https://archive. cl oudera. coni p/ cdv/ 8. 0. 4/ r edhat 8/ yum DATAVI Z- KNOX-
8.0.4-b47.pl. 67141340.t 9z

b) SSH to the Knox node.
ssh [ *** KNOX- NODE* * * ]|

Replace [***KNOX-NODE***] with the hostname or | P address of your Knox node.
¢) Navigate to the temp directory and extract the archive to the Knox services directory.

cd /tnmp
tar xzf /tnp/ DATAVI Z- KNOX- [ ***VERSI ON***] .t gz - C /opt/ cl ouder a/ parcel s/
CDH/ | i b/ knox/ dat a/ servi ces

Replace [***VERS ON***] with the version number of the DATAVIZ-KNOX archive you downloaded.
d) Verify that the Cloudera Data Visualization service was extracted correctly.

I's -la /opt/clouderal/ parcel s/ COH | i b/ knox/ dat a/ services | grep dataviz
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Cloudera Data Visualization Enabling Knox SSO for Cloudera Data Visualization

3. Update the Knox cdp-proxy topology.
a) In Cloudera Manager, go to Clusters and select the Knox service.
b) Click the Configuration tab.
¢) Search for the Knox Simplified Topology Management - cdp-proxy property.
d) Edit the cdp-proxy topology by adding a new service entry for Cloudera Data Visualization.

DATAVI Z: ur | =[ *** DATAVI Z- SERVI CE- URL* * *]

KNOX-1 Actions » May 8, 9:40 AM UTC
Status Instances Configuration Commands Charts Library Audits Knox Gateway Home (& Quick Links ~
Q Simplified Topology Management - cdp-proxy @ Filters  Role Group History & Rollback
Filters Show All Descriptior
Knox Simplified Topology Knox Gateway Default Group D U
v SCOPE Management - cdp-proxy ~

providerConfigRef=sso 5]

CM-APL:httpclient.connectionTimeout=5m 2]

CM-API:httpclient.socketTimeout=5m - C

v CATEGORY HUE:httpclient.connectionTimeout=5m B¢

" HUE:httpclient.socketTimeout=5m HE
IMPALA:httpclient.connectionTimeout=5m H
IMPALA:httpclient. socketTimeout=5m HE
NIFl:useTwoWaySsl=true BE®
« STATUS NIFI-REGISTRY:useTwoWaySsl=true BE®
RANGER:replayBufferSize=65 =]
SCHEMA-REGISTRY:replayBufferSize=512 = G

Knox Simplified Topology Management - cdp

SMM-Ul:replayBufferSize=512 B

DATAVIZ:url=https://ccycloud-3 quasar-smylgi.root.comops site:8100/ BE

€) In Cloudera Manager, locate Knox Simplified Topology Management .
f) Savethetopology changes.
0) Restart the Knox service.

Once configuration is complete, Cloudera Data Visualization will be accessible through Knox at: https://[ *** KNOX-
HOST**].[*** PORT* **] /gateway/cdp-proxy/dataviz/

Alternatively, you can also access Cloudera Data Visualization using the Knox Gateway home page.
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Cloudera Data Visualization Enabling TLSin Cloudera Data Visualization

- General Proxy Information

Knox Version 1.3.0.7.1.9.0-387 (hash=9883cc1a2c0846945cd042940f0eaf98ad07e1ea)

TLS Public Certificate PEM | JKS

Integration Tokens Token Management | Token Generation
- Topologies
-cdp-proxy #

R
W Cloudera Data Visualization Ul G %%dﬂﬂp \ f
Cloudera Manager Admin Console Cloudera Data Visualization Ul HDFS Namenode Ul Impala Ul

*f
Impala Ul

+cdp-proxy-api &
+cdp-proxy-token g
+tokenexchange

Access will be granted based on the identity authenticated by Knox.
Cloudera Data Visualization supports both Auto-TL S and manual TLS configuration for securing communication

with the Cloudera Data Visualization web server and reverse proxy. Transport Layer Security (TLS) isa
cryptographic protocol that ensures secure data transmission between components.

e TLS12
e TLS13
Auto-TLS

When Cloudera Manager Auto-TLS is enabled in your Cloudera Base on premises environment,
Cloudera Data Visualization automatically leverages the Auto-TL S certificates and keys for secure
communication. No additional manual configuration is required

Manual TLS

Y ou can configure TLS manually by specifying certificates and keys through dedicated Cloudera
Manager parameters.
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Cloudera Data Visudization

Installing additional dependencies for Cloudera Data Visualization
in Cloudera Base on premises

» Thelocation of key and certificate files can be set in the Cloudera Data Visualization service

configuration.

» Password-protected private keys are supported.

Managing TLS protocols and ciphers

Administrators can control the TLS protocols and (for TLS 1.2) the ciphers used by Cloudera Data Visualization's

underlying Caddy web server.

Setting Description

DATAVIZ_TLS PROTOCOLS

Minimum and maximum TLS versions
supported

By default, Caddy supports TLS 1.2
(minimum) and TL S 1.3 (maximum).

DATAVIZ_TLS PROTOCOLS="tIs1.2tl
sL.2"

(forces TLS 1.2 only)

DATAVIZ_TLS CIPHERS

List of alowed cipher namesfor TLS 1.2
connections

Note: TLS 1.3 ciphers cannot be configured.

DATAVIZ_TLS CIPHERS="TLS ECD
HE_RSA_WITH_AES 256 CBC_SHA
TLS_ECDHE_RSA_WITH_AES 256 GCM
_SHA384"

(a space-separated list of cipher names as
recognized by the Go standard library)

This configuration enables compliance with organizational or regulatory requirements for TLS versions and cipher
strength.

For more information on TLS protocols and ciphers, see the Caddy documentation.

Limitations

e Custom cipher management is supported only for TLS 1.2. TLS 1.3 cipher configuration is not supported.
» Atlesst one supported TLS protocol must be enabled for Cloudera Data Visualization startup to succeed.

Installing additional dependencies for Cloudera Data
Visualization in Cloudera Base on premises

To enable certain features and integration, Cloudera Data Visualization in Cloudera Base on premises requires
additional system dependencies to be installed manually on the hosts running Cloudera Data Visualization.

This section describes how to install and configure the following dependencies:

»  Chromium —required for exporting visual content and displaying dashboard thumbnails.
e Oracle Client Libraries—required if you plan to use Oracle as the external metadata store.

Installing Chromium or Google Chrome for visual export and dashboard
previews in Cloudera Data Visualization

Cloudera Data Visuaization relies on Chromium to render and export visual outputs.

This enables:

» Downloading dashboards as PNG or PDF files
« Displaying thumbnail previews of dashboards

By default Cloudera Data Visualization expects the Chromium binary to be located at: /usr/lib64/chromium-browser/
headless_shell
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Cloudera Data Visualization Installing additional dependencies for Cloudera Data Visualization
in Cloudera Base on premises

If Chromium is available at thislocation, no additional configuration is required. If not, you need to install Chromium
on the hosts running Cloudera Data Visualization.

Installing Chromium on Red Hat-like systems

Use the following command to install Chromium on RHEL, CentOS, or similar systems: sudo yum install chromium-
headless

Thisinstalls Chromium at the expected default location used by Cloudera Data Visualization.

Installing Google Chrome on Ubuntu

You can install Google Chrome from the official Google repository by following Googl€' s installation guide.
After installation, the binary is located at: /usr/bin/google-chrome

Using a custom Chromium path

If Chromium isinstalled at a different location, configure Cloudera Data Visualization to use that path by setting the
CHROMIUM_PATH environment variable.

1. In Cloudera Manager, go to Clusters and select the Dataviz service.

2. Go to the Configuration tab.

3. Search for Dataviz Service Environment Advanced Configuration Snippet (Safety Valve).
4. Switchto View as Text and add the following line.

CHROMIUM _PATH=/path/to/your/custom/headless_shell
5. Savethe changes and restart the Dataviz service for the changes to take effect.

Cloudera Data Visualization supports the use of external databases as a metastore. When using Oracle as the
metastore, additional setup steps are required beyond the ones needed for MySQL/MariaDB or PostgreSQL, as
Cloudera Data Visualization does not include an Oracle database connector.

To enable connectivity to an Oracle metastore, you must install the Oracle client libraries on each host running the
Cloudera Data Visualization webserver.

1. Download the appropriate Oracle Instant Client libraries for your operating system from the official Oracle
website.

2. Follow the installation instructions provided on the Installing Oracle Instant Client page.
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