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Provision an ML Workspace

In CML on Private Cloud, the ML Workspace is where data scientists get their work done. After your Admin has
created or given you access to an environment, you can set up a workspace.

Before you begin
The first user to access the ML workspace after it is created must have the EnvironmentAdmin role assigned.

Procedure

1. Log in to the CDP Private Cloud web interface using your corporate credentials or other credentials that you
received from your CDP administrator.

2. Click ML Workspaces.

3. Click Provision Workspace. The Provision Workspace panel displays.

4. In Provision Workspace, fill out the following fields.

a) Workspace Name - Give the ML workspace a name. For example, test-cml. Do not use capital letters in the
workspace name.

b) Select Environment - From the dropdown, select the environment where the ML workspace must be
provisioned. If you do not have any environments available to you in the dropdown, contact your CDP admin
to gain access.

c) Namespace - Enter the namespace to use for the ML workspace.
d) NFS Server - Select Internal to use an NFS server that is integrated into the Kubernetes cluster. This is the

recommended selection at this time.

The path to the internal NFS server is already set in the environment.

5. In Production Machine Learning, select to enable the following features.

a) Enable Governance - Enables advanced lineage and governance features.

Governance Principal Name - If Enable Governance is selected, you can use the default value of mlgov, or
enter an alternative name. The alternative name must be present in your environment and be given permissions
in Ranger to allow the MLGovernance service deliver events to Atlas.

b) Enable Model Metrics - Enables exporting metrics for models to a PostgreSQL database.

6. In Other Settings, select to enable the following features.

a) Enable TLS - Select this to enable https access to the workspace.
b) Enable Monitoring - Administrators (users with the EnvironmentAdmin role) can use a Grafana dashboard to

monitor resource usage in the provisioned workspace.
c) CML Static Subdomain - This is a custom name for the workspace endpoint, and it is also used for the URLs

of models, applications, and experiments. Only one workspace with the specific subdomain endpoint name can
be running at a time. You can create a wildcard certificate for this endpoint in advance. The workspace name
has this format: <static subdomain name>.<application domain>

Note:  The endpoint name can have a maximum of 15 characters, using alphanumerics and hyphen or
underscore only, and must start and end with an alphanumeric character.

7. Click Provision Workspace. The new workspace provisioning process takes several minutes.

What to do next

After the workspace is provisioned, you can log in by clicking the workspace name on the Machine Learning
Workspaces page. The first user to log in must be the administrator.

Related Information
Monitoring ML Workspaces

Removing ML Workspaces
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Monitoring ML Workspaces

This topic shows you how to monitor resource usage on your ML workspaces.

About this task
Cloudera Machine Learning leverages Prometheus and Grafana to provide a dashboard that allows you to monitor
how CPU, memory, storage, and other resources are being consumed by ML workspaces. Prometheus is an internal
data source that is auto-populated with resource consumption data for each workspace. Grafana is a monitoring
dashboard that allows you to create visualizations for resource consumption data from Prometheus.

Each ML workspace has its own Grafana dashboard.

Before you begin

Required Role: EnvironmentAdmin

You need the EnvironmentAdmin to view the Workspace details page.

Procedure

1. Log in to the CDP web interface.

2. Click ML Workspaces.

3. For the workspace you want to monitor, click  Actions Open Grafana .

Results

CML provides you with several default Grafana dashboards:

• K8s Cluster: Shows cluster health, deployments, and pods
• K8s Containers: Shows pod info, cpu and memory usage
• K8s Node: Shows node cpu and memory usage, disk usage and network conditions
• Models: Shows response times, requests per second, cpu and memory usage for model replicas.

You might choose to add new dashboards or create more panels for other metrics. For more information, see the
Grafana documentation.

What to do next

Note:  Prometheus captures data for the previous 30 days.

Related Information
Monitoring and Alerts

Removing ML Workspaces

This topic describes how to remove an existing ML workspace and clean up any cloud resources associated with the
workspace. Currently, only CDP users with both the MLAdmin role and the EnvironmentAdmin account role can
remove workspaces.

Procedure

1. Log in to the CDP web interface.
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2. Click ML Workspaces.

3. Click on the Actions icon and select Remove Workspace.

a) Force Delete - This property is not required by default. You should first attempt to remove your workspace
with this property disabled.

Enabling this property deletes the workspace from CDP but does not guarantee that the underlying kubernetes
resources used by the workspace are cleaned up properly. Go to you kuberknetes administration console to
make sure that the resources have been successfully deleted.

4. Click OK to confirm.

Upgrading CML workspaces and supported upgrade
paths

Learn how to upgrade Cloudera Machine Learning (CML) workspaces and the supported upgrade paths.

How to upgrade CML workspaces

1. Log in to CML web interface as an Administrator.
2. On the Workspace page, click Upgrade corresponding to the workspace name.

Supported upgrade paths

The following table lists the supported upgrade paths for upgrading CML workspaces:

Current ML version Target ML version

1.5.2-h6 1.5.3

1.5.2 1.5.2-h6/1.5.3

1.5.1/1.5.1 CHF 1.5.2-h6/1.5.3

Backing up ML workspaces

Cloudera Machine Learning makes it easy to create machine learning projects, jobs, experiments, ML models, and
applications in workspaces. The data and metadata of these artifacts are stored in different types of storage systems in
private clouds or in external NFS-backed workspaces outside of a private cloud.

You can backup an ML workspace, and restore it later. The backup preserves all files, models, applications and other
assets in the workspace (files are note backed up by CML automatically for external NFS-based workspaces). All
workspace backups can be viewed in the Workspace Backup Catalog UI.

The Backup and Restore feature gives you the ability to backup all of your data (except files in external NFS-
backed workspaces) to protect your machine learning artifacts against disasters. If your Cloudera Machine Learning
workspace is backed up, this feature lets you restore the saved data so that you can recover your ML artifacts as they
were saved in the desired backup. The Backup and Restore feature gives the administrator the ability to take “on-
demand” backups of CML workspaces. Core services running in the workspace are shut down during the backup
process to ensure consistency in the backup data. It is recommended that backups are taken during off-peak hours to
minimize user impacts.

The time required to complete backing up a workspace depends on the amount of data to copy. The backup process
copies data from both block volumes and internal NFS. In general, the time taken to backup NFS is the dominant
factor. You should regularly back up CML workspaces.
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The time to backup NFS is highly dependent on the amount of data, and on the nature and number of files. Based on
the amount of data, you can set a timeout value while taking backup. You can view the status of ongoing/old backups
on CML workspace UI and backup catalog UI.

There is currently no restriction on the number of backups one can take, and the backup snapshots are retained
indefinitely in the underlying private cloud cluster as long as the original workspace (from which this backup was
taken from) is not deleted.. CML workspace backup details are stored in the Workspace Backup Catalog UI in the
CML control plane, and these entries may be listed, viewed, deleted or restored as desired.

Note:  Deleting workspace backups from UI is not yet supported.

Restoring a backup overwrites the existing CML workspace (from which this backup was taken from) wherein
the restored data is automatically imported. All the projects, jobs, applications, etc., that were in existence during
the backup are automatically available in the new workspace. Restoring a CML backup overwrites the existing
workspace with a new one and then launches restore jobs to create storage volumes from the backup snapshots. The
restore process takes longer than a regular workspace provisioning operation due to the extra work in copying data
from backup to the new storage volumes. Restores are always full-copy restores. The time to restore is dominated
by NFS restoration, which takes at least as long as the time to backup the file system. The restored workspace is
always created with the latest CML software version, which may be different from the CML version of the original
workspace that was backed up.

Note:  ML workspace Backup and Restore feature is available on both ECS and OCP, through the CML UI
only.

Workspace Backup and Restore Prerequisites
To backup and restore workspaces, check that the following prerequisites are satisfied.

The following prerequisites apply to Backup functionality.

• Backup is enabled only for workspaces that are successfully installed.
• All workloads (sessions, jobs, applications, models) should be turned off manually by the user before taking

backup. This will ensure consistency in the backup data.
• Core services running in the workspace are shut down during the backup process. So, during the backup process,

the workspace will not be accessible to the customer.
• It is recommended that backups are taken during off-peak hours to minimize user impacts.
• Time to backup is proportional to the amount of data present in the workspace. So, give sufficient timeout when

triggering backup.
• Backup is supported for both external and internal NFS-backed workspaces.
• Make sure enough disk space is available for taking workspace backup. Workspace backup generally takes an

equivalent amount of storage space compared to the workspace itself.

The following prerequisites apply to Restore functionality.

• Workspace restore doesn’t create a new workspace. It will instead replace the running workspace with an older
backup.

• Restore process, overwrites the existing workspace with one of the older backups. This means that anything on the
running workspace which is not backed up will get lost forever. So, make sure you really want to restore an older
version of the workspace. If you want to save the current state before restore, you can do so by first taking a new
backup and then proceeding with the restore.

• All workloads (sessions, jobs, applications, models) should be turned off manually by the user before triggering
restore.

• All workloads (sessions, jobs, applications, models) should be turned on manually by the user after restore has
completed.

• Time to restore is proportional to the amount of data present in the backup. In general, restoration will take at most
12 hours to complete.
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• Always make sure that any ongoing backup for a workspace is completed (by looking at workspace status and
backup event logs), before triggering restore for it.

Backing up an ML workspace
Backing up an ML workspace preserves all files, models, applications, and other assets in the workspace, although
files in external NFS-backed workspaces are not backed up by CML automatically.

Procedure

1. In the Workspaces UI, find the workspace to back up. The workspace must be in the Installation completed state,
otherwise backup is disabled.

2. Enter the workspace, and manually stop all workloads (sessions, jobs, applications, and models).

For external NFS backed workspaces, manually back up the configured external NFS data to another location.
This manual backup of the NFS data will be used when this particular backup is restored in future. Ignore this step
if the workspace is configured with internal NFS, as internal NFS data is backed up and restored automatically by
CML.

3. In the Actions menu for that workspace, select Backup Workspace.

4. In the Backup Workspace modal, enter a Backup Name to identify the workspace, and enter an appropriate
timeout value.

5. Click Backup to start the process.

Results
The workspace shuts down, and the backup process begins. The workspace state changes to reflect the ongoing
backup progress. If necessary, click Cancel to cancel the backup process. The backup process can take some time to
complete, depending on the amount of data to copy.

Note:  The default timeout is 12 hours. The estimated time to complete a backup (from the cloud provider) is
now periodically added to the event logs.

What to do next

Monitoring event logs

You can monitor the progress of the backup process by checking the event logs. In the Actions menu for the
workspace, click View Event Logs, and then on the Events & Logs tab, click View Event Logs again for the latest
backup event.

When the backup process completes, the workspace enters the Installation completed     state again.

If there were issues during backup, appropriate error messages will be displayed in the event logs. However the
workspace will recover from failure and will be reverted back to the original state when backup was triggered.

Restore an ML workspace
Restoring a backup overwrites the existing CML workspace (from which the backup was taken from) and
automatically imports the restored data. All of the projects, jobs, applications and so on in the original workspace are
recreated in the new one.

About this task

Note:  Restoring a workspace is a non-reversible operation. The restore process overwrites the existing
workpace with older backup data. Any data in the running workspace that is not backed up will be lost. To
save the current state, take a new backup before proceeding with the restore operation.
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Procedure

1. In the Workspace Backups UI, find the workspace to restore. You can search for the workspace name or CRN.
There can be multiple backups for a given workspace.

2. Enter the workspace, and manually stop all workloads (sessions, jobs, applications, and models).

For external NFS backed workspaces, copy the manual backup of external NFS data (corresponding to this
particular backup) to the configured external NFS export. Ignore this step if the workspace is configured with
internal NFS, as internal NFS data is backed up and restored automatically by CML.

3. Look for the backup to restore, and click Restore. The restore process starts, and the workplace state changes to
Creating workspace.

Results
The restore process can take some time, depending on the amount of data to copy. When it is complete, you can find
the restored workspace in the Workspaces UI.

Note:  If there is an issue during the restore process, the event log will show the relevant error messages. In
case of error, the workspace will not recover from the failure automatically and will not revert back to the
original state prior to the restore operation.

What to do next

Monitoring event logs

You can monitor the progress of the backup process by checking the event logs. In the Actions menu for the
workspace, click View Event Logs, and then on the Events & Logs tab, click View Event Logs again for the latest
backup event.

When the backup process completes, the workspace enters the installation completed state again.

If there were issues during backup, appropriate error messages will be displayed in the event logs. However the
workspace will recover from failure and will be reverted back to the original state when backup was triggered.
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