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KubePodCrashL ooping

Reference information for KubePodCrashL ooping used as part of Pulsein Cloudera Data Services on premises.
Summary

Pod is crash looping.
PromQL Expression

rate(kube_pod_container_status restarts total{ component="kube-state-
metrics',appType="{{ $app.code}}"}[15m]) >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubePodNotReady used as part of Pulse in Cloudera Data Services on premises.
Summary

Pod has been in a non-ready state for more than 15 minutes.
PromQL Expression

sum by (namespace, pod, appType, appld, appName, workloadld) (max by(namespace, pod,
owner_kind, appType, appld, appName, workloadld) (kube pod_status phase{ component="kube-
state-metrics", phase=~"Pending|Unknown" ,appType="{{ $app.code}}"}) * on(namespace,

pod) group_left(owner_kind) max by(namespace, pod, owner_kind, appType, appld, appName,
workloadld) (kube pod _owner{ owner_kind!="Job",appType="{{ $app.code}}"})) >0

TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code}}

Reference information for KubeDeploymentGenerationMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary
Deployment generation mismatch due to possible roll-back
PromQL Expression

kube_deployment_status observed generation{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_deployment_metadata generation{ component="kube-state-

metrics’,appType="{{ $app.code }}"}
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KubeDeploymentReplicasMismatch

Time Period
15m
Severity
critical
Source
environments/{{ $app.code }}

Reference information for KubeDeploymentReplicasMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary

Deployment has not matched the expected number of replicas.

PromQL Expression
( kube_deployment_spec_replicas{ component="kube-state-metrics',appType="{{ $app.code}}"} !
= kube_deployment_status replicas _available{ component="kube-state-

metrics’,appType="{{ $app.code }}"} ) and
( changes(kube_deployment_status replicas updated{ component="kube-state-

metrics',appType="{{ $app.code}}"}[5m]) ==0)
TimePeriod

15m
Severity

critical
Sour ce

environments/{{ $app.code }}

Reference information for KubeStatef ul SetReplicasMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary
Deployment has not matched the expected number of replicas.
PromQL Expression
( kube_statefulset_status replicas ready{ component="kube-state-
metrics’,appType="{{ $app.code }}"} != kube_statefulset_status replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"} ) and
( changes(kube_statefulset_status replicas updated{ component="kube-state-

metrics',appType="{{ $app.code}}"}[5m]) ==0)
TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code }}
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K ubeStateful SetGenerationMismatch

Reference information for KubeStateful SetGenerationMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary

Stateful Set generation mismatch due to possible roll-back
PromQL Expression

kube statefulset_status observed generation{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_ statefulset metadata_generation{ component="kube-state-

metrics',appType="{{ $app.code}}"}

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeStatef ul SetUpdateNotRolledOut used as part of Pulse in Cloudera Data Services on
premises.
Summary

Stateful Set update has not been rolled out.
PromQL Expression
max without (revision) ( kube statefulset status current_revision{ component="kube-
state-metrics’,appType="{{ $app.code}}"} unless
kube_statefulset_status update revision{ component="kube-state-
metrics’,appType="{{ $app.code}}"} ) * ( kube_statefulset_replicas{ component="kube-state-
metrics’,appType="{{ $app.code}}"} I=
kube_statefulset_status replicas updated{ component="kube-state-
metrics’,appType="{{ $app.code}}"} )

TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeDaemonSetRolloutStuck used as part of Pulse in Cloudera Data Services on premises.
Summary

DaemonSet rollout is stuck.

14



KubeContainerWaiting

PromQL Expression
kube daemonset_status number_ready{ component="kube-state-

metrics’,appType="{{ $app.code}}"} /
kube daemonset_status desired _number_schedul ed{ component="kube-state-

metrics',appType="{{ $app.code}}"} < 1.00

TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeContainerWaiting used as part of Pulsein Cloudera Data Services on premises.
Summary

Pod container waiting longer than 1 hour
PromQL Expression
sum by (namespace, pod, container, appType, appld, appName, workloadl d)

(kube_pod_container_status waiting_reason{ component="kube-state-
metrics',appType="{{ $app.code}}"}) >0

Time Period

1h
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeDaemonSetNotScheduled used as part of Pulse in Cloudera Data Services on
premises.
Summary

DaemonSet pods are not schedul ed.
PromQL Expression
kube _daemonset_status desired _number_scheduled{ component="kube-state-

metrics',appType="{{ $app.code}}"} -
kube _daemonset_status current_number_scheduled{ component="kube-state-

metrics',appType="{{ $app.code}}"} >0

Time Period

10m
Severity

critical
Source

environments/{{ $app.code }}
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KubeDaemonSetMisScheduled

Reference information for KubeDaemonSetMisScheduled used as part of Pulsein Cloudera Data Services on
premises.
Summary

DaemonSet pods are misschedul ed.

PromQL Expression
kube_daemonset_status number_misschedul ed{ component="kube-state-
metrics',appType="{{ $app.code}}"} >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeCronJobRunning used as part of Pulse in Cloudera Data Services on premises.
Summary

CronJob did not completein time
PromQL Expression

time() - kube_cronjob_next_schedule_time{ component="kube-state-
metrics',appType="{{ $app.code}}"} > 3600

TimePeriod

1h
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeJobCompletion used as part of Pulse in Cloudera Data Services on premises.
Summary

Job did not complete in time
PromQL Expression

kube job_spec_completions{ component="kube-state-metrics",appType="{{ $app.code}}"} -
kube job_status succeeded{ component="kube-state-metrics",appType="{{ $app.code}}"} >0

Time Period
1h

Severity

16



KubeJobFailed

critical
Sour ce
environments/{{ $app.code}}

Reference information for KubeJobFailed used as part of Pulse in Cloudera Data Services on premises.
Summary

Job failed to complete.
PromQL Expression
kube_job_failed{ component="kube-state-metrics",appType="{{ $app.code}}"} >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeHpaReplicasMismatch used as part of Pulse in Cloudera Data Services on premises.
Summary

HPA has not matched desired number of replicas.
PromQL Expression

(kube_horizontalpodautoscaler_status desired replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_horizontalpodautoscaler_status current_replicas{ component="kube-state-

metrics*,appType="{{ $app.code}}"}) and
changes(kube_horizontalpodautoscaler_status current_replicas{ appType="{{ $app.code }}"}

[15m]) ==
Time Period

15m
Severity

critical
Source

environments/{{ $app.code}}

Reference information for KubeHpaMaxedOut used as part of Pulsein Cloudera Data Services on premises.
Summary

HPA is running at max replicas
PromQL Expression

17



KubeQuotaExceeded

kube_horizontalpodautoscaler_status _current_replicas{ component="kube-state-
metrics',appType="{{ $app.code}}"} ==

kube_horizontalpodautoscaler _spec_max_replicas{ component="kube-state-
metrics',appType="{{ $app.code }}"}

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeQuotaExceeded used as part of Pulse in Cloudera Data Services on premises.
Summary

Namespace quota has exceeded the limits.
PromQL Expression

kube_resourcequota{ component="kube-state-metrics', type="used" ,appType="{{ $app.code}}"} /
ignoring(instance, job, type) (kube_resourcequota{ component="kube-state-metrics",
type="hard",appType="{{ $app.code}}"} >0) >0.90

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for MonitoringPlatformT opol ogyConfigurationDurationHigh used as part of Pulsein Cloudera
Data Services on premises.
Summary

The avg monitoring platform reconfiguration time is longer than 5 minutes
PromQL Expression

rate(monitoring_platform_topology_configuration_duration_seconds sum[10m]) /
rate(monitoring_platform_topology_configuration_duration_seconds_count[10m]) > 300

Time Period

15m
Severity

warning
Source

control plane/
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MonitoringPlatformUpgradeFailed

Reference information for MonitoringPlatformUpgradefailed used as part of Pulse in Cloudera Data Services on
premises.
Summary

The monitoring components of an environment were failed to be updated to the latest version.
PromQL Expression
monitoring_platform_upgrade failed ==

TimePeriod
Os
Severity
critical
Sour ce
controlplane/

Reference information for MonitoringPlatformProvisionFailed used as part of Pulse inCloudera Data Services on
premises.
Summary
Provisioning of monitoring components for an environment have failed.
PromQL Expression
monitoring_platform_provision_failed >0

TimePeriod

5m
Severity

critical
Source

control plane/

Reference information for MonitoringDbA ccessUnavailable used as part of Pulse in Cloudera Data Services on
premises.
Summary
Ping failed to the monitoring database.
PromQL Expression
monitoring_db_unavailable ==

Time Period

0s
Severity

warning
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AlertAdministrationConfigurationFailed

Source
control plane/

Reference information for AlertAdministrationConfigurationFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary
Alert administration configuration failed.
PromQL Expression
alert_administration_configuration failed ==

Time Period

2m
Severity

critical
Source

control plane/

Reference information for AlertManagerConfigurationDurationHigh used as part of Pulsein Cloudera Data Services
on premises.
Summary
The avg aert manager reconfiguration time is longer than 5 minutes.
PromQL Expression
rate(alert_administration_alert manager_configuration_duration_seconds_sum[10m]) /
rate(alert_administration_alert manager_configuration_duration_seconds_count[10m]) > 300

Time Period
Severity

warning
Source

controlplane/

Reference information for AlertAdministrationTopol ogy StreamRecei veFail edRatioHigh used as part of Pulsein
Cloudera Data Services on premises.
Summary

Failed to receive topology stream messages.
PromQL Expression

(rate(alert_administration_topology _stream receive failed total[5m]) /
rate(alert_administration_topology_stream_receive total[5m])) * 100 > 10

Time Period
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AlertAdministrationBuiltinRul el oadingFailed

5m
Severity

warning
Source

control plane/

Reference information for AlertAdministrationBuiltinRulelL oadingFailed used as part of Pulse in Cloudera Data
Services on premises.
Summary

Failed to load built-in alert rules
PromQL Expression
alert_administration_built_in_rule loading_failed ==

Time Period

Os
Severity

critical
Source

control plane/

Reference information for AlertAdministrationCmlmportFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary

Failed to import CM alert settings
PromQL Expression
alert_administration_cm_import_failed ==

Time Period

0s
Severity

warning
Source

control plane/

Reference information for AlertRuleConfigurationDurationHigh used as part of Pulse in Cloudera Data Services on
premises.
Summary

The avg aert rule reconfiguration time is longer than 5 minutes.

PromQL Expression
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PrometheusConfigmapRel cadFailed

rate(alert_administration_alert_rules configuration_duration_seconds_sum[10m]) /
rate(alert_administration_alert_rules_configuration_duration_seconds_count[10m]) > 300

Time Period

0s
Severity

warning
Source

control plane/

Reference information for PrometheusConfigmapRel oadFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary
Configmap reloader in Prometheus pod is failing to load the updated configmap.
PromQL Expression
configmap_reload_last_reload_error ==

Time Period

30s
Severity

critical
Source

environments/infra

Reference information for EnvironmentPrometheusConnectionCheckFailed used as part of Pulse in Cloudera Data
Services on premises.
Summary

Environment Prometheus is inaccessible from Control Plane.
PromQL Expression
platform_environment_prometheus connection request failed > 0

Time Period

5m
Severity

warning
Source

control plane/

Reference information for PrometheusNotConnectedToAlertmanager used as part of Pulse in Cloudera Data Services
on premises.
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PrometheusAlertmanagerNotificationFailing

Summary
Prometheus is not connected to alertmanager
PromQL Expression
max_over_time(prometheus_notifications alertmanagers discovered[5m]) < 1

Time Period

10m
Severity

critical
Source

environmentsinfra

Reference information for PrometheusAlertmanagerNotificationFailing used as part of Pulse in Cloudera Data
Services on premises.
Summary

Alertmanager isfailing to send notifications
PromQL Expression
rate(aertmanager_notifications failed total[10m]) > 0

TimePeriod

Os
Severity

critical
Source

environmentsinfra

Reference information for PrometheusAlertmanagerConfigurationRel oadFailure used as part of Pulse in Cloudera
Data Services on premises.
Summary

Alertmanager isfailing to reload configuration
PromQL Expression
alertmanager_config_last reload successful !=1

Time Period

0Os
Severity

warning
Source

environmentyinfra
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Control PlanePrometheusBadConfig

Reference information for Control PlanePrometheusBadConfig used as part of Pulse in Cloudera Data Services on
premises.
Summary

Failed Prometheus configuration reload.
PromQL Expression
max_over_time(prometheus_config_last reload _successful[5m]) ==

TimePeriod

10m
Severity

critical
Sour ce

controlplane/

Reference information for Control PlanePrometheusN otificationQueueRunningFull used as part of Pulsein Cloudera
Data Services on premises.
Summary

Prometheus alert notification queue predicted to run full in less than 30m.
PromQL Expression

( predict_linear(prometheus notifications queue length[5m], 60 * 30) >
min_over_time(prometheus notifications_queue capacity[5m]) )

TimePeriod

15m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusErrorSendingAlertsToSomeAlertmanagers used as part of Pulsein
Cloudera Data Services on premises.
Summary

Prometheus has encountered more than 1% errors sending alerts to a specific Alertmanager.
PromQL Expression
( rate(prometheus notifications_errors _total[5m]) / rate(prometheus_notifications sent_total[5m]) )
*100>1
Time Period
15m
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Control PlanePrometheusErrorSendingAl ertsToA nyAlertmanager

Severity

warning
Source

controlplane/

Reference information for Control PlanePrometheusErrorSendingAlertsToAnyAlertmanager used as part of Pulsein
Cloudera Data Services on premises.
Summary

Prometheus encounters more than 3% errors sending alerts to any Alertmanager.
PromQL Expression

min without (alertmanager) ( rate(prometheus _notifications _errors_total{ alertmanager!~""}[5m]) /
rate(prometheus notifications sent_total{ alertmanager!~"}[5m]) ) * 100 > 3

Time Period

15m
Severity

critical
Source

control plane/

Reference information for Control PlanePrometheusT SDBRel oadsFailing used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus has issues rel oading blocks from disk.
PromQL Expression
increase(prometheus tsdb_reloads failures total[3h]) > 0

Time Period

4h
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusT SDBCompactionsFailing used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus has issues compacting blocks.
PromQL Expression
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Control PlanePrometheusNotI ngestingSamples

increase(prometheus_tsdb_compactions failed_total[3h]) > 0

Time Period

4h
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusNotl ngestingSamples used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus is not ingesting samples.
PromQL Expression
( rate(prometheus tsdb head samples appended total[5m]) <= 0 and ( sum without(scrape_job)
(prometheus target metadata cache entries) > 0 or sum without(rule_group)
(prometheus rule _group_rules) >0))

Time Period

10m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusDuplicateTimestamps used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus is dropping samples with duplicate timestamps.
PromQL Expression
rate(prometheus target scrapes sample_duplicate timestamp_total[5m]) > 0

Time Period

10m
Severity

warning
Source

control plane/
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Control PlanePrometheusOutOf Order Timestamps

Reference information for Control PlanePrometheusOutOf OrderTimestamps used as part of Pulsein Cloudera Data
Services on premises.
Summary

Prometheus drops samples with out-of-order timestamps.
PromQL Expression
rate(prometheus _target_scrapes sample out_of order_total[5m]) > 0

Time Period

10m
Severity

warning
Source

controlplane/

Reference information for Control PlanePrometheusRemoteStorageFailures used as part of Pulsein Cloudera Data
Services on premises.
Summary

Prometheus fails to send samples to remote storage.
PromQL Expression

( rate(prometheus remote storage samples failed total[5m]) /
( rate(prometheus remote _storage samples failed total[5m]) +
rate(prometheus remote _storage samples total[5m]) ) ) * 100> 1

TimePeriod

Os
Severity

critical
Source

control plane/

Reference information for Control PlanePrometheusRemoteWriteBehind used as part of Pulsein Cloudera Data
Services on premises.
Summary

Prometheus remote write is behind.
PromQL Expression
(max_over_time(prometheus remote_storage highest_timestamp_in_seconds[5m]) -

ignoring(remote_name, url) group_right
max_over_time(prometheus_remote_storage queue_highest_sent timestamp_seconds[5m]) ) > 120

Time Period
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Control PlanePrometheusRemoteWriteDesiredShards

Os
Severity

critical
Source

control plane/

Reference information for Control PlanePrometheusRemoteWriteDesiredShards used as part of Pulse in Cloudera
Data Services on premises.
Summary

Prometheus remote write desired shards cal culation wants to run more than configured max shards.
PromQL Expression

(max_over_time(prometheus remote_storage shards desired[5m]) >
max_over_time(prometheus_remote_storage shards max[5m]) )

Time Period

15m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusPrometheusRul eFailures used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheusisfailing rule evaluations.
PromQL Expression
increase(prometheus_rule_evaluation_failures_total[5m]) > 0

Time Period

15m
Severity

critical
Source

control plane/

Reference information for Control PlanePrometheusMi ssingRul eEval uations used as part of Pulsein Cloudera Data
Services on premises.
Summary

Prometheus is missing rule evaluations due to slow rule group evaluation.

28



Control PlanePrometheusTargetLimitHit

PromQL Expression
increase(prometheus rule_group_iterations missed_total[5m]) > 0

TimePeriod

15m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusTargetLimitHit used as part of Pulsein Cloudera Data Services on
premises.
Summary
Prometheus has dropped targets because some scrape configs have exceeded the targets limit.
PromQL Expression
increase(prometheus target scrape pool_exceeded target limit_total[5m]) > 0

Time Period

15m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusL abel LimitHit used as part of Pulse in Cloudera Data Services on
premises.
Summary

Prometheus has dropped targets because some scrape configs have exceeded the labels limit.
PromQL Expression
increase(prometheus_target _scrape pool _exceeded_label limits_total[5m]) > 0

Time Period

15m
Severity

warning
Source

controlplane/

Reference information for Control PlanePrometheusScrapeBodySizel imitHit used as part of Pulse in Cloudera Data
Services on premises.
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Control PlanePrometheusScrapeSampl eLimitHit

Summary
Prometheus has dropped some targets that exceeded body size limit.
PromQL Expression
increase(prometheus_target scrapes exceeded body size limit_total[5m]) >0

Time Period

15m
Severity

warning
Source

controlplane/

Reference information for Control PlanePrometheusScrapeSampleLimitHit used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus has failed scrapes that have exceeded the configured sample limit.
PromQL Expression
increase(prometheus target scrapes exceeded sample limit_total[5m]) >0

TimePeriod

15m
Severity

warning
Source

control plane/

Reference information for Control PlanePrometheusT argetSyncFailure used as part of Pulse in Cloudera Data Services
on premises.
Summary
Prometheus has failed to sync targets.
PromQL Expression
increase(prometheus_target sync failed_total[30m]) >0

Time Period

5m
Severity

critical
Source

control plane/
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PrometheusRemoteWriteConfigurationDurationHigh

Reference information for PrometheusRemoteWriteConfigurationDurationHigh used as part of Pulsein Cloudera
Data Services on premises.
Summary

The avg prometheus remote-write reconfiguration time is longer than 5 minutes
PromQL Expression

rate(remote_write_reconcile_duration_seconds_sum[10m]) /
rate(remote_write_reconcile_duration_seconds_count[10m]) > 300

Time Period

15m
Severity

warning
Source

controlplane/

Reference information for RemoteWriteConfigurationFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary
Remote-write configuration failed.
PromQL Expression
max_over_time(monitoring_remote write_configuration_failed[2m]) >0

TimePeriod

Os
Severity

critical
Source

control plane/

Reference information for TargetDown used as part of Pulse in Cloudera Data Services on premises.
Summary

Target Down
PromQL Expression

100 * (count(up == 0) BY (job, namespace, service, appType, appName) / count(up) BY (job,
namespace, service, appType, appName)) > 10

Time Period
10m

Severity
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Datal akeClusterHealthisBad

warning
Source
environments/de

Reference information for DatalakeClusterHealthlsBad used as part of Pulsein Cloudera Data Services on premises.
Summary

Datalake cluster health is bad
PromQL Expression
cm_cluster_hedth ==

Time Period

Os
Severity

critical
Source

environments/

Reference information for Datal. akeClusterHealthl sConcerning used as part of Pulse in Cloudera Data Services on
premises.
Summary
Datalake cluster health is concerning
PromQL Expression
cm_cluster_health ==

TimePeriod

Os
Severity

warning
Source

environments/

Reference information for Datal akeCluster| sStopped used as part of Pulse in Cloudera Data Services on premises.
Summary

Datalake cluster health is stopped
PromQL Expression

cm_cluster_health == 3 or cm_cluster_health ==
Time Period

0Os
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Datal akeDidNotStart

Severity
warning
Sour ce
environments/

Reference information for DatalakeDidNotStart used as part of Pulsein Cloudera Data Services on premises.
Summary

Datalake cluster did not start
PromQL Expression
cm_cluster_health ==

Time Period

15m
Severity

warning
Source

environments/

Reference information for Datal akeHealthUnknownQrDisabled used as part of Pulse in Cloudera Data Services on
premises.
Summary

Data lake cluster health is unknown or disabled

PromQL Expression
cm_cluster_health == 0 or cm_cluster _health ==

Time Period

10m
Severity

warning
Source

environments/

Reference information for HivelvmPauseTimeCritical used as part of Pulse in Cloudera Data Services on premises.
Summary

Hive VM GC pause time critical
PromQL Expression

sum(increase(jvm_gc_collection_seconds_sum{ appType="dw"}[300s])) without (gc) / 3 >= 20
Time Period

0Os
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HivelvmPauseTimeWarning

Severity
critical
Sour ce
environments/dw

Reference information for HivelvmPauseTimeWarning used as part of Pulse in Cloudera Data Services on premises.
Summary

Hive VM GC pause time warning
PromQL Expression
sum(increase(jvm_gc_collection_seconds_suny appType="dw"}[300s])) without (gc) / 3> 10

Time Period

Os
Severity

warning
Source

environments/dw

Reference information for HivelvmThreadsDeadlocked used as part of Pulse in Cloudera Data Services on premises.
Summary

Hive JVM threads deadl ocked
PromQL Expression
jvm_threads deadlocked > 0

Time Period

0s
Severity

critical
Source

environments/dw

Reference information for HivelvmHeapPercentCritical used as part of Pulse in Cloudera Data Services on premises.
Summary

Hive VM heap percent critical
PromQL Expression
100 * jvm_memory_bytes used{ appType="dw"} / (jvm_memory_bytes max{appType="dw"} > 0)
> 05
Time Period
0Os




HiveJvmHeapPercentWarning

Severity
critical
Sour ce
environments/dw

Reference information for HivelvmHeapPercentWarning used as part of Pulse in Cloudera Data Services on
premises.
Summary
Hive VM heap percent warning
PromQL Expression
100 * jvm_memory_bytes used{ appType="dw"} / (jvm_memory_bytes max{appType="dw"} > Q)

>80
Time Period

Os
Severity

warning
Source

environments/dw

Reference information for LargeNumberOf CompactionFailuresWarning used as part of Pulsein Cloudera Data
Services on premises.
Summary

Large number of compaction failures

PromQL Expression
(max(compaction_num_failed{ appType="dw"}) by (appld, appName) +
max(compaction_num_attempted{ appType="dw"}) by (appld, appName)) /
(max(compaction_num_failed{ appType="dw"}) by (appld, appName) +
max(compaction_num_attempted{ appType="dw"}) by (appld, appName) +
max(compaction_num_succeeded{ appType="dw"}) by (appld, appName)) > .01

Time Period

0Os
Severity

warning
Source

environments/dw

Reference information for Oldestl nitiatedCompacti onPassedT hreshol dWarning used as part of Pulsein Cloudera Data
Services on premises.
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OldestInitiatedCompactionPassed Threshol dError

Summary
Oldest initiated compaction passed threshold
PromQL Expression

12 * 3600 >= max(compaction_oldest_enqueue_age in_sec{ appType="dw"}) by (appld, appName,
namespace, service) > 3600

Time Period

0Os
Severity

warning
Source

environments/dw

Reference information for Oldestl nitiatedCompactionPassedT hreshol dError used as part of Pulse in Cloudera Data
Services on premises.
Summary

Oldest initiated compaction passed threshold
PromQL Expression
max(compaction_oldest_enqueue age in_sec{ appType="dw"}) by (appld, appName) > 12 * 3600

TimePeriod

Os
Severity

critical
Source

environments/dw

Reference information for OldestReadyForCleaningCompactionPassed T hreshol dWarning used as part of Pulsein
Cloudera Data Services on premises.
Summary

Oldest uncleaned compaction passed threshold
PromQL Expression
max(oldest_ready for_cleaning_age in_sec{appType="dw"}) by (appld, appName) > 24 * 3600

Time Period

0Os
Severity

warning
Source

environments/dw
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OldAbortedTransactionNotClearedWarning

Reference information for OldAbortedTransactionNotClearedWarning used as part of Pulsein Cloudera Data
Services on premises.
Summary

Old aborted transaction not cleared
PromQL Expression
48 * 3600 >= max(oldest_aborted txn_age in_sec{appType="dw"}) by (appld, appName) > 24 *

3600
Time Period

0Os
Severity

warning
Source

environments/dw

Reference information for OldAbortedTransactionNotClearedCritical used as part of Pulse in Cloudera Data Services
on premises.
Summary
Old aborted transaction not cleared
PromQL Expression
max(oldest_aborted txn age in_sec{appType="dw"}) by (appld, appName) > 48 * 3600

TimePeriod

Os
Severity

critical
Source

environments/dw

Reference information for PartitionsWithManyAbortsCritical used as part of Pulse in Cloudera Data Services on
premises.
Summary
Tables/partitions with many aborts
PromQL Expression
max(tables with_x_aborted_transactions{ appType="dw"}) by (appld, appName) > 0
Time Period
0s

Severity
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OldestOpenNonRepl TransactionPassedT hresholdWarning

critical
Source
environments/dw

Reference information for OldestOpenNonRepl TransactionPassedT hresholdWarning used as part of Pulsein
Cloudera Data Services on premises.
Summary

Oldest open transaction passed threshold
PromQL Expression

3* 24 * 3600 >= max(oldest_open_non_repl_txn_age in_sec{appType="dw"}) by (appld,
appName) > 24 * 3600

Time Period

0s
Severity

warning
Source

environments/dw

Reference information for OldestOpenNonRepl TransactionPassedThreshol dCritical used as part of Pulse in Cloudera
Data Services on premises.
Summary

Oldest open transaction passed threshold
PromQL Expression
max(oldest_open _non repl_txn age in_sec{appType="dw"}) by (appld, appName) > 3 * 24 *

3600
Time Period

Os
Severity

critical
Source

environments/dw

Reference information for LargeNumberOf ActiveDeltaswarning used as part of Pulse in Cloudera Data Services on
premises.
Summary

Table/partition with large number of active delta directories

PromQL Expression

38



LargeNumberOfSmallDeltaswWarning

max(compaction_num_active deltas{ appType="dw"}) by (appld, appName) > 200

Time Period

0s
Severity

warning
Source

environments/dw

Reference information for LargeNumberOf Small DeltasWarning used as part of Pulse in Cloudera Data Services on
premises.
Summary
Table/partition with large number of small delta directories
PromQL Expression
max(compaction_num_small_deltas{ appType="dw"}) by (appld, appName) > 200

Time Period

Os
Severity

warning
Source

environments/dw

Reference information for LargeNumberOf ObsoleteDeltasWarning used as part of Pulse in Cloudera Data Services
on premises.
Summary
Table/partition with large number of obsolete delta directories
PromQL Expression
max(compaction_num_obsolete deltas) by (appld, appName, namespace, service) > 200

Time Period

0Os
Severity

warning
Source

environments/dw

Reference information for ExcessiveA cidM etadataCompl etedTxnComponentsWarning used as part of Pulsein
Cloudera Data Services on premises.
Summary
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ExcessiveA cidM etadataCompl eted TxnComponentsCritical

The COMPLETED_TXN_COMPONENTS metadata table is too large
PromQL Expression
1000000 >= max(compaction_num_completed txn_components{ appType="dw"}) by (appld,
appName) > 500000
Time Period
0Os
Severity
warning
Source
environments/dw

Reference information for ExcessiveA cidM etadataCompl etedTxnComponentsCritical used as part of Pulsein
Cloudera Data Services on premises.
Summary

The COMPLETED_TXN_COMPONENTS metadata table istoo large
PromQL Expression
max(compaction_num_completed txn_components{ appType="dw"}) by (appld, appName) >
1000000
Time Period
0s
Severity
critical
Source
environments/dw

Reference information for ExcessiveA cidMetadataTxnToWriteldWarning used as part of Pulse in Cloudera Data
Services on premises.
Summary

The TXN_TO_WRITE_ID metadata table istoo large
PromQL Expression
1000000 >= max(compaction_num_txn_to_writeid{ appType="dw"}) by (appld, appName) >
500000
Time Period
Os
Severity
warning
Source
environments/dw
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ExcessiveAcidM etadataTxnToWritel dCritical

Reference information for ExcessiveAcidMetadataTxnToWriteldCritical used as part of Pulse in Cloudera Data
Services on premises.
Summary

The TXN_TO_WRITE_ID metadatatableistoo large
PromQL Expression
max(compaction_num_txn_to_writeid{ appType="dw"}) by (appld, appName) > 1000000

Time Period

0Os
Severity

critical
Source

environments/dw

Reference information for ActivityOnTableWithDisabledA utoCompactionWarning used as part of Pulse in Cloudera
Data Services on premises.
Summary

Activity on table with disabled auto-compaction
PromQL Expression
sum(increase(num_writes to_disabled compaction_table{ appType="dw"}[24h])) by (appld,

appName) >0
Time Period

Os
Severity

warning
Source

environments/dw

Reference information for Excessivel nitiatorFailuresinThel ast24hError used as part of Pulsein Cloudera Data
Services on premises.
Summary

Compactor initiation failuresin the last 24h
PromQL Expression
sum(increase(compaction_initiator_failure_counter[24h])) by (appld, appName, namespace,
service) >=5
Time Period
0s
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ExcessiveCleanerFailureslnThelL ast24hWarning

Severity
critical
Sour ce
environments/dw

Reference information for ExcessiveCleanerFailuresinThel ast24hWarning used as part of Pulse in Cloudera Data
Services on premises.
Summary

Compactor cleaner failuresin the last 24h
PromQL Expression
5 > sum(increase(compaction_cleaner failure_counter[24h])) by (appld, appName, nhamespace,

service) >= 2
Time Period

0Os
Severity

warning
Source

environments/dw

Reference information for ExcessiveCleanerFailuresinThel ast24hCritical used as part of Pulsein Cloudera Data
Services on premises.
Summary

Compactor cleaner failuresin the last 24h
PromQL Expression
sum(increase(compaction_cleaner_failure_counter[24h])) by (appld, appName, namespace, service)

>=5
Time Period

0s
Severity

critical
Source

environments/dw

Reference information for LongRunningl nitiatorCycleWarning used as part of Pulsein Cloudera Data Services on
premises.
Summary

Long Running Initiator Cycle
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LongRunninglnitiatorCycleCritical

PromQL Expression
12 * 3600 * 1000 >= max(compaction_initiator_cycle duration) by (appld, appName, namespace,
service) > 6 * 3600 * 1000

Time Period

Os
Severity

warning
Source

environments/dw

Reference information for LongRunningl nitiatorCycleCritical used as part of Pulse in Cloudera Data Services on
premises.
Summary
Long Running Initiator Cycle
PromQL Expression
max(compaction _initiator_cycle duration) by (appld, appName, namespace, service) > 12 * 3600 *

1000
Time Period

0s
Severity

critical
Source

environments/dw

Reference information for ImpalalvmPauseTimeCritical used as part of Pulse in Cloudera Data Services on premises.
Summary

ImpaaJVM pause time critical
PromQL Expression
increase(impala_jvm_gc_total_extra sleep _time _millis{ appType="dw"}[5m]) / 1000 >= 60

Time Period

0Os
Severity

critical
Source

environments/dw

Reference information for ImpalalvmGcTimeCritical used as part of Pulse in Cloudera Data Services on premises.
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ImpalalvmPauseTimeWarning

Summary
ImpaaJVM GC pause time critical
PromQL Expression
increase(impala_jvm_gc_time _millis{ appType="dw"}[5m]) / 1000 >= 60

Time Period

0Os
Severity

critical
Source

environments/dw

Reference information for ImpalalvmPauseTimeWarning used as part of Pulse in Cloudera Data Services on
premises.
Summary
ImpalaJVM pause time warning
PromQL Expression

increase(impala_jvm_gc total_extra sleep time _millis{ appType="dw"}[5m]) >= 30000 and
increase(impala_jvm_gc total_extra sleep time _millis{ appType="dw"}[5m]) < 60000

Time Period

Os
Severity

warning
Source

environments/dw

Reference information for ImpalalvmGcTimeWarning used as part of Pulsein Cloudera Data Services on premises.
Summary

Impala VM GC pause time warning
PromQL Expression

increase(impala_jvm_gc_time_millis{ appType="dw"} [5m]) >= 30000 and
increase(impala_jvm_gc_time_millis{ appType="dw"}[5m]) < 60000

Time Period

0Os
Severity

warning
Source

environments/dw




Impal aCatal ogTimedOutCnxnRequest

Reference information for ImpalaCatal ogTimedOutCnxnRequest used as part of Pulse in Cloudera Data Services on
premises.
Summary

Impala catalog timed out cnxn request
PromQL Expression
rate(impala _thrift_server_CatalogService timedout_cnxn_requests{ appType="dw"}[2m]) > 1

Time Period

5m
Severity

warning
Source

environments/dw

Reference information for Impal aStatestoreTimedOutCnxnRequest used as part of Pulse in Cloudera Data Services on
premises.
Summary
I mpala statestore timed out cnxn regquest
PromQL Expression
rate(impala_thrift_server StatestoreService timedout_cnxn_requests{ appType="dw"}[2m]) > 1

Time Period

5m
Severity

warning
Source

environments/dw

Reference information for ImpalaBackendTimedOutCnxnRequest used as part of Pulse in Cloudera Data Services on
premises.
Summary
Impala backend timed out cnxn request
PromQL Expression
rate(impala_thrift_server_backend_timedout_cnxn_requests{ appType="dw"}[2m]) > 1

Time Period

5m
Severity

warning
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ImpalaHs2FrontendTimedOutCnxnRegquest

Source
environments/dw

Reference information for ImpalaHs2FrontendTimedOutCnxnRequest used as part of Pulse in Cloudera Data
Services on premises.
Summary

Impala hs2 frontend timed out cnxn request
PromQL Expression
rate(impala_thrift_server_hiveserver2_frontend_timedout_cnxn_requests{ appType="dw"}[2m]) > 1

Time Period

5m
Severity

warning
Source

environments/dw

Reference information for ImpalaHs2HttpFrontendTimedOutCnxnRequest used as part of Pulse in Cloudera Data
Services on premises.
Summary

Impala hs2 http frontend timed out cnxn request
PromQL Expression
rate(impala_thrift_server_hiveserver2_http_frontend timedout_cnxn_requests{ appType="dw"}

[2m])>1
Time Period

5m
Severity

warning
Source

environments/dw

Reference information for PrometheusNotConnectedToAlertmanager used as part of Pulse in Cloudera Data Services
on premises.
Summary
Prometheus is not connected to alertmanager
PromQL Expression
max_over_time(prometheus notifications alertmanagers discovered[5m]) < 1

Time Period
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PrometheusAlertmanagerNotificationFailing

10m
Severity
critical
Source
environments/infra

Reference information for PrometheusAlertmanagerNotificationFailing used as part of Pulse in Cloudera Data
Services on premises.
Summary

Alertmanager isfailing to send notifications
PromQL Expression
rate(alertmanager_notifications failed total[10m]) > 0

Time Period

0Os
Severity

critical
Source

environmentsinfra

Reference information for PrometheusAlertmanagerConfigurationRel oadFailure used as part of Pulse in Cloudera
Data Services on premises.
Summary

Alertmanager isfailing to reload configuration
PromQL Expression
alertmanager_config_last reload successful !=1

Time Period

0s
Severity

warning
Source

environmentsinfra

Reference information for PrometheusConfigmapRel oadFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary

Configmap reloader in Prometheus pod is failing to load the updated configmap.

PromQL Expression

47



EnvPrometheusBadConfig

configmap_reload_last_reload_error ==

Time Period

30s
Severity

critical
Source

environmentsinfra

Reference information for EnvPrometheusBadConfig used as part of Pulse in Cloudera Data Services on premises.
Summary

Failed Prometheus configuration reload.
PromQL Expression
max_over_time(prometheus config last reload successful[5m]) ==

Time Period

10m
Severity

critical
Source

environments/infra

Reference information for EnvPrometheusNotificationQueueRunningFull used as part of Pulsein Cloudera Data
Services on premises.
Summary

Prometheus alert notification queue predicted to run full in less than 30m.
PromQL Expression

( predict_linear(prometheus notifications queue length[5m], 60 * 30) >
min_over_time(prometheus notifications_queue _capacity[5m]) )

Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusErrorSendingAlertsToSomeAlertmanagers used as part of Pulsein
Cloudera Data Services on premises.
Summary
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EnvPrometheusErrorSendingAlertsToAnyAlertmanager

Prometheus has encountered more than 1% errors sending alerts to a specific Alertmanager.
PromQL Expression
( rate(prometheus _noatifications_errors total[5m]) / rate(prometheus_notifications sent_total[5m]) )

*100>1
Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusErrorSendingAlertsToAnyAlertmanager used as part of Pulsein Cloudera
Data Services on premises.
Summary

Prometheus encounters more than 3% errors sending alerts to any Alertmanager.
PromQL Expression

min without (alertmanager) ( rate(prometheus_notifications_errors_total{ alertmanager!~"}[5m]) /
rate(prometheus_natifications_sent_total{ alertmanager!~"}[5m]) ) * 100 > 3

Time Period

15m
Severity

critical
Source

environmentsinfra

Reference information for EnvPrometheusT SDBRel oadsFailing used as part of Pulse in Cloudera Data Services on
premises.
Summary
Prometheus has issues rel oading blocks from disk.
PromQL Expression
increase(prometheus tsdb_reloads failures total[3h]) > 0

Time Period

4h
Severity

warning
Source

environments/infra
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EnvPrometheusT SDBCompactionsFailing

Reference information for EnvPrometheusT SDBCompactionsFailing used as part of Pulse in Cloudera Data Services
on premises.
Summary
Prometheus has issues compacting blocks.
PromQL Expression
increase(prometheus_tsdb_compactions failed total[3h]) >0

Time Period

4h
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusNotlngestingSamples used as part of Pulse in Cloudera Data Services on
premises.
Summary

Prometheus is not ingesting samples.

PromQL Expression

( rate(prometheus tsdb head samples appended total[5m]) <= 0 and ( sum without(scrape_job)
(prometheus target metadata cache entries) > 0 or sum without(rule_group)
(prometheus rule _group_rules) >0))

Time Period

10m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusDuplicateTimestamps used as part of Pulse in Cloudera Data Services on
premises.
Summary
Prometheus is dropping samples with duplicate timestamps.
PromQL Expression
rate(prometheus target scrapes sample_duplicate timestamp_total[5m]) > 0
Time Period
10m
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EnvPrometheusOutOf Order Timestamps

Severity
warning
Sour ce
environments/infra

Reference information for EnvPrometheusOutOf OrderTimestamps used as part of Pulsein Cloudera Data Services on
premises.
Summary
Prometheus drops samples with out-of-order timestamps.
PromQL Expression
rate(prometheus target_scrapes sample out_of order_total[5m]) > 0

Time Period

10m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusRemoteStorageFailures used as part of Pulsein Cloudera Data Services on
premises.
Summary

Prometheus fails to send samples to remote storage.

PromQL Expression

( rate(prometheus remote_storage samples failed total[5m]) /
( rate(prometheus remote_storage samples failed total[5m]) +
rate(prometheus remote_storage samples_total[5m]) ) ) * 100> 1

Time Period

0s
Severity

critical
Source

environmentyinfra

Reference information for EnvPrometheusRemoteWriteBehind used as part of Pulsein Cloudera Data Services on
premises.
Summary

Prometheus remote write is behind.
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EnvPrometheusRemoteWriteDesiredShards

PromQL Expression
(max_over_time(prometheus remote_storage highest_timestamp_in_seconds[5m]) -
ignoring(remote_name, url) group_right
max_over_time(prometheus remote _storage queue_highest_sent_timestamp_seconds[5m]) ) > 120

TimePeriod

Os
Severity

critical
Source

environmentsinfra

Reference information for EnvPrometheusRemoteWriteDesiredShards used as part of Pulse in Cloudera Data
Services on premises.
Summary

Prometheus remote write desired shards cal culation wants to run more than configured max shards.
PromQL Expression

(max_over_time(prometheus remote_storage shards desired[5m]) >
max_over_time(prometheus_remote_storage shards max[5m]) )

Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusPrometheusRul eFailures used as part of Pulse in Cloudera Data Services on
premises.
Summary

Prometheusisfailing rule evaluations.
PromQL Expression
increase(prometheus_rule_evaluation_failures total[5m]) > 0

Time Period

15m
Severity

critical
Source

environmentsinfra
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EnvPrometheusMissingRuleEval uations

Reference information for EnvPrometheusMissingRuleEvaluations used as part of Pulse in Cloudera Data Services on
premises.
Summary

Prometheus is missing rule evaluations due to slow rule group evaluation.
PromQL Expression
increase(prometheus_rule_group_iterations_missed _total[5m]) > 0

Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusTargetLimitHit used as part of Pulsein Cloudera Data Services on
premises.
Summary

Prometheus has dropped targets because some scrape configs have exceeded the targets limit.
PromQL Expression

increase(prometheus target scrape pool_exceeded target limit_total[5m]) >0

Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusl abel LimitHit used as part of Pulse in Cloudera Data Services on premises.
Summary

Prometheus has dropped targets because some scrape configs have exceeded the labels limit.
PromQL Expression
increase(prometheus target scrape pool_exceeded label limits total[5m]) > 0

Time Period

15m
Severity

warning
Source
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EnvPrometheusScrapeBodySizel imitHit

environmentsinfra

Reference information for EnvPrometheusScrapeBodySizel imitHit used as part of Pulsein Cloudera Data Services
on premises.
Summary

Prometheus has dropped some targets that exceeded body size limit.
PromQL Expression
increase(prometheus target scrapes exceeded body size limit_total[5m]) >0

Time Period

15m
Severity

warning
Source

environments/infra

Reference information for EnvPrometheusScrapeSampleL imitHit used as part of Pulse in Cloudera Data Services on
premises.
Summary
Prometheus has failed scrapes that have exceeded the configured sample limit.
PromQL Expression
increase(prometheus target scrapes exceeded sample limit_total[5m]) >0

Time Period

15m
Severity

warning
Source

environmentsinfra

Reference information for EnvPrometheusTargetSyncFailure used as part of Pulse in Cloudera Data Services on
premises.
Summary

Prometheus has failed to sync targets.
PromQL Expression

increase(prometheus_target_sync failed_total[30m]) >0
Time Period

5m

Severity




KubePodCrashL ooping

critical
Source
environmentsinfra

Reference information for KubePodCrashL ooping used as part of Pulsein Cloudera Data Services on premises.
Summary

Pod is crash looping.
PromQL Expression

rate(kube_pod_container_status restarts_total{ component="kube-state-
metrics’,appType="{{ $app.code }}"}[15m]) >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubePodNotReady used as part of Pulse in Cloudera Data Services on premises.
Summary

Pod has been in a non-ready state for more than 15 minutes.

PromQL Expression
sum by (namespace, pod, appType, appld, appName, workloadld) (max by(namespace, pod,
owner_kind, appType, appld, appName, workloadld) (kube pod status phase{ component="kube-
state-metrics', phase=~"Pending|Unknown" ,appType="{{ $app.code}}"}) * on(namespace,
pod) group_left(owner_kind) max by(namespace, pod, owner_kind, appType, appld, appName,
workloadid) (kube pod owner{owner_kind!="Job",appType="{{ $app.code}}"})) >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code}}

Reference information for KubeDeploymentGenerationMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary

Deployment generation mismatch due to possible roll-back

PromQL Expression
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KubeDeploymentReplicasMismatch

kube_deployment_status _observed generation{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_deployment_metadata_generation{ component="kube-state-

metrics’,appType="{{ $app.code }}"}
Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeDeploymentReplicasMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary
Deployment has not matched the expected number of replicas.
PromQL Expression

( kube_deployment_spec_replicas{ component="kube-state-metrics"',appType="{{ $app.code}}"} !
= kube_deployment_status replicas available{ component="kube-state-

metrics”,appType="{{ $app.code}}"} ) and
( changes(kube_deployment_status replicas updated{ component="kube-state-

metrics',appType="{{ $app.code}}"}[5m]) ==0)
TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeStateful SetReplicasMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary
Deployment has not matched the expected number of replicas.
PromQL Expression
( kube_statefulset_status replicas ready{ component="kube-state-
metrics’,appType="{{ $app.code }}"} != kube statefulset status replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"} ) and
( changes(kube_statefulset_status replicas updated{ component="kube-state-

metrics”,appType="{{ $app.code}}"}[5m]) ==0)
Time Period
15m

Severity
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K ubeStateful SetGenerationMismatch

critical
Sour ce
environments/{{ $app.code}}

Reference information for KubeStatef ul SetGenerationMismatch used as part of Pulse in Cloudera Data Services on
premises.
Summary

Stateful Set generation mismatch due to possible roll-back
PromQL Expression

kube_statefulset_status observed generation{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_statefulset_metadata_generation{ component="kube-state-

metrics’,appType="{{ $app.code }}"}

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeStateful SetUpdateNotRolledOut used as part of Pulse in Cloudera Data Services on
premises.
Summary

Stateful Set update has not been rolled out.
PromQL Expression
max without (revision) ( kube statefulset status current revision{ component="kube-
state-metrics’,appType="{{ $app.code}}"} unless
kube_statefulset_status update revision{ component="kube-state-
metrics',appType="{{ $app.code}}"} ) * ( kube_statefulset_replicas{ component="kube-state-
metrics',appType="{{ $app.code}}"} !=
kube_statefulset_status replicas updated{ component="kube-state-
metrics',appType="{{ $app.code}}"})

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}
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KubeDaemonSetRolloutStuck

Reference information for KubeDaemonSetRolloutStuck used as part of Pulse in Cloudera Data Services on premises.
Summary

DaemonSet rollout is stuck.
PromQL Expression

kube _daemonset_status number_ready{ component="kube-state-

metrics',appType="{{ $app.code}}"} /
kube_daemonset_status desired _number_scheduled{ component="kube-state-

metrics',appType="{{ $app.code }}"} < 1.00

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeContainerWaiting used as part of Pulsein Cloudera Data Services on premises.
Summary

Pod container waiting longer than 1 hour
PromQL Expression

sum by (namespace, pod, container, appType, appld, appName, workloadl d)
(kube_pod_container_status waiting_reason{ component="kube-state-

metrics' ,appType="{{ $app.code}}"}) >0

TimePeriod

1h
Severity

critical
Source

environments/{{ $app.code}}

Reference information for KubeDaemonSetNotScheduled used as part of Pulse in Cloudera Data Services on
premises.
Summary
DaemonSet pods are not scheduled.
PromQL Expression

kube_daemonset_status desired_number_schedul ed{ component="kube-state-

metrics',appType="{{ $app.code}}"} -
kube_daemonset_status _current_number_scheduled{ component="kube-state-

metrics',appType="{{ $app.code}}"} >0
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KubeDaemonSetMisScheduled

Time Period

10m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeDaemonSetMisScheduled used as part of Pulsein Cloudera Data Services on
premises.
Summary

DaemonSet pods are misschedul ed.
PromQL Expression

kube_daemonset_status number_misschedul ed{ component="kube-state-
metrics',appType="{{ $app.code}}"} >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeCronJobRunning used as part of Pulse in Cloudera Data Services on premises.
Summary

CronJob did not completein time
PromQL Expression

time() - kube_cronjob_next_schedule_time{ component="kube-state-
metrics',appType="{{ $app.code}}"} > 3600

TimePeriod

1h
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeJobCompletion used as part of Pulse in Cloudera Data Services on premises.
Summary

Job did not complete in time
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KubeJobFailed

PromQL Expression
kube job_spec_completions{ component="kube-state-metrics",appType="{{ $app.code}}"} -
kube job_status succeeded{ component="kube-state-metrics",appType="{{ $app.code}}"} >0

TimePeriod

1h
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeJobFailed used as part of Pulse in Cloudera Data Services on premises.
Summary

Job failed to complete.
PromQL Expression
kube_job_failed{ component="kube-state-metrics",appType="{{ $app.code}}"} >0

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeHpaReplicasMismatch used as part of Pulse in Cloudera Data Services on premises.
Summary

HPA has not matched desired number of replicas.
PromQL Expression

(kube_horizontalpodautoscaler_status desired_replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"} !=
kube_horizontalpodautoscaler_status current_replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"}) and
changes(kube_horizontalpodautoscaler_status current_replicas{ appType="{{ $app.code }}"}

[15m]) ==
Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

60



KubeHpaM axedOut

Reference information for KubeHpaMaxedOut used as part of Pulsein Cloudera Data Services on premises.
Summary

HPA isrunning at max replicas
PromQL Expression
kube_horizontalpodautoscaler_status current_replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"} ==
kube_horizontal podautoscaler_spec_max_replicas{ component="kube-state-

metrics',appType="{{ $app.code}}"}

Time Period

15m
Severity

critical
Source

environments/{{ $app.code }}

Reference information for KubeQuotaExceeded used as part of Pulse in Cloudera Data Services on premises.
Summary

Namespace quota has exceeded the limits.
PromQL Expression

kube_resourcequota{ component="kube-state-metrics', type="used" ,appType="{{ $app.code}}"} /
ignoring(instance, job, type) (kube resourcequota{ component="kube-state-metrics",
type="hard" ,appType="{{ $app.code }}"} > 0) >0.90

TimePeriod

15m
Severity

critical
Source

environments/{{ $app.code}}

Reference information for OzoneUnhealthy used as part of Pulse in Cloudera Data Services on premises.
Summary

Ozone Unhealthy
PromQL Expression

cm_service_health{ service_type="OZONE"} !=2
Time Period

10m
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M achineL earningK ubernetesCritical PodCrashL ooping

Severity
warning
Sour ce
environments/infra

Reference information for Machinel earningK ubernetesCriti cal PodCrashL ooping used as part of Pulsein Cloudera
Data Services on premises.
Summary

Critical Machine Learning Pod is crash looping
PromQL Expression

increase(kube_pod container_status restarts total{ pod=~"{{ .Vaues.aerts.mlICriticalPodsRegexp } }",
appType="ml"} [15m]) > 2

Time Period

Os
Severity

critical
Source

environments/ml

Reference information for Machinel earningK ubernetesNonCritical PodCrashL ooping used as part of Pulsein
Cloudera Data Services on premises.
Summary

Machine Learning Pod is crash looping
PromQL Expression

increase(kube_pod_container_status restarts_total{ pod!
~"'{{ .Vaues.aertsmlCritical PodsRegexp }} ", appType="ml"} [156m]) > 2

Time Period

0s
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubernetesCriti cal PodNotHeal thy used as part of Pulse in Cloudera Data
Services on premises.
Summary

Machine Learning Pod has been in a non-ready state for longer than an hour
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M achineL earningK ubernetesNonCritical PodN otHeal thy

PromQL Expression
min_over_time(sum by (namespace, pod) (kube pod_status phase{ phase=~"Pending|Unknown|
Failed", appType="ml", pod=~"{{ .Vaues.alerts.mlCritical PodsRegexp }}"})[10m:]) > 0

TimePeriod

Os
Severity

critical
Source

environments/ml

Reference information for Machinel earningK ubernetesNonCritical PodNotHealthy used as part of Pulsein Cloudera
Data Services on premises.
Summary

Machine Learning Pod has been in a non-ready state for longer than an hour
PromQL Expression

min_over_time(sum by (namespace, pod) (kube pod_status phase{ phase=~"Pending|Unknown|
Failed", appType="ml", pod!~"{{ .Values.aerts.mlCritical PodsRegexp } }"})[10m:]) > 0

Time Period

0s
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeDeploymentGenerationMismatch used as part of Pulsein Cloudera
Data Services on premises.
Summary

Machine Learning deployment generation does not match, this indicates that the Deployment has

failed but has not been rolled back

PromQL Expression

kube_deployment_status observed_generation{ component="kube-state-metrics',appType="ml"} !
= kube_deployment_metadata_generation{ component="kube-state-metrics",appType="ml"}

Time Period

15m
Severity

warning
Source

environments/ml
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MachinelL earningK ubeDeploymentReplicasMismatch

Reference information for Machinel earningK ubeDeploymentReplicasMismatch used as part of Pulsein Cloudera
Data Services on premises.
Summary

Machine Learning deployment has not matched the expected number of replicas

PromQL Expression
( kube_deployment_spec_replicas{ component="kube-state-metrics’,appType="ml"} =
kube_deployment_status replicas_available{ component="kube-state-metrics’,appType="ml"} )

and ( changes(kube_deployment_status replicas updated{ component="kube-state-
metrics',appType="mi"}[5m]) ==0)

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeStateful SetReplicasMismatch used as part of Pulsein Cloudera Data
Services on premises.
Summary

Machine Learning Stateful Set has not matched the expected number of replicas

PromQL Expression
(kube_statefulset_status replicas ready{ component="kube-state-metrics",appType="mi"} !
= kube_statefulset_status replicas{ component="kube-state-metrics',appType="ml"} )

and ( changes(kube_statefulset_status replicas_updated{ component="kube-state-
metrics',appType="ml"}[5m]) ==0)

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeStateful SetGenerationMismatch used as part of Pulse in Cloudera
Data Services on premises.
Summary

Machine Learning Stateful Set generation does not match, this indicates that the Stateful Set has

failed but has not been rolled back

PromQL Expression




MachineL earningK ubeStatef ul SetUpdateN otRolledOut

kube_statefulset_status observed generation{ component="kube-state-metrics",appType="ml"} !=
kube_statefulset_metadata_generation{ component="kube-state-metrics',appType="ml"}

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeStateful SetUpdateNotRolledOut used as part of Pulse in Cloudera
Data Services on premises.
Summary

Machine Learning Stateful Set update has not been rolled out

PromQL Expression
max without (revision) ( kube statefulset status current_revision{ component="kube-state-
metrics',appType="ml"} unless kube_statefulset status update revisiorn{ component="kube-
state-metrics’,appType="mi"} ) * ( kube_statefulset_replicas{ component="kube-state-
metrics',appType="ml"} = kube statefulset status replicas updated{ component="kube-state-
metrics',appType="ml"} )

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeDaemonSetRolloutStuck used as part of Pulse in Cloudera Data
Services on premises.
Summary

DaemonSet rollout is stuck
PromQL Expression
kube daemonset_status number_ready{ component="kube-state-metrics",appType="ml"} /

kube daemonset_status desired_number_schedul ed{ component="kube-state-
metrics’,appType="mi"} < 1.00

Time Period

15m
Severity

warning
Source

environments/ml
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M achineL earningK ubeContainerWaiting

Reference information for Machinel earningK ubeContainerWaiting used as part of Pulse in Cloudera Data Services
on premises.
Summary
Machine Learning container has been in waiting state for longer than 1 hour
PromQL Expression

sum by (namespace, pod, container, appType, appld, appName, workloadid)
(kube_pod_container_status waiting_reason{ component="kube-state-metrics",appType="ml"}) >0

Time Period

1h
Severity

warning
Source

environments/ml

Reference information for MachinelL earningKk ubeDaemonSetNotScheduled used as part of Pulse in Cloudera Data
Services on premises.
Summary

Thereis at least one pod in a DaemonSet that are not scheduled
PromQL Expression
kube daemonset_status desired _number_schedul ed{ component="kube-state-

metrics',appType="ml"} - kube daemonset_status current_number_scheduled{ component="kube-
state-metrics’,appType="mi"} >0

Time Period

10m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeDaemonSetMisScheduled used as part of Pulse in Cloudera Data
Services on premises.
Summary

DaemonSet is mis scheduled
PromQL Expression

kube_daemonset_status_number_misschedul ed{ component="kube-state-metrics' ,appType="ml"} >
0

Time Period
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M achineL earningK ubeCronJobRunning

15m
Severity
warning
Source
environments/ml

Reference information for Machinel earningK ubeCronJobRunning used as part of Pulsein Cloudera Data Services on
premises.
Summary
CronJob is taking more than 1h to complete
PromQL Expression
time() - kube_cronjob_next_schedule_time{ component="kube-state-metrics",appType="ml"} >

3600
Time Period

1h
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeJobCompletion used as part of Pulse in Cloudera Data Services on
premises.
Summary

Machine Learning job is taking more than one hour to complete
PromQL Expression

kube_job_spec_completions{ component="kube-state-metrics',appType="ml"} -
kube_job_status succeeded{ component="kube-state-metrics’,appType="ml"} >0

Time Period

1h
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeJobFailed used as part of Pulse in Cloudera Data Services on
premises.
Summary
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M achineL earningK ubeH paReplicasMismatch

Machine Learning job failed to complete
PromQL Expression
kube_job_failed{ component="kube-state-metrics",appType="ml"} >0

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningK ubeHpaReplicasMismatch used as part of Pulse in Cloudera Data
Services on premises.
Summary

Machine Learning HPA has not matched the desired number of replicas

PromQL Expression
(kube_horizontal podautoscaler_status desired_replicas{ component="kube-state-
metrics’,appType="ml"} !=
kube_horizontalpodautoscaler_status _current_replicas{ component="kube-state-
metrics',appType="ml"}) and
changes(kube_horizontalpodautoscaler_status current_replicas{ appType="ml"}[15m]) ==

Time Period

15m
Severity

warning
Source

environments/ml

Reference information for Machinel earningk ubeHpaM axedOut used as part of Pulse in Cloudera Data Services on
premises.
Summary
Machine Learning HPA has been running at max replicas
PromQL Expression
kube_horizontalpodautoscaler_status current_replicas{ component="kube-state-

metrics',appType="ml"} == kube_horizontalpodautoscaler _spec_max_replicas{ component="kube-
state-metrics",appType="mi"}

Time Period

15m
Severity

warning
Source
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M achineL earningK ubeH paM axedOut

environments/ml
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