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In Cloudera, a private cloud environment is alogical entity that represents the association of your Cloudera on
premises user account with multiple compute resources using which you can provision and manage workloads such as
Cloudera Data Warehouse, Cloudera Data Engineering, and Cloudera Al. Y ou can register as many environments as
you require.

Registering an environment provides Cloudera with access to your user account and identifies the resources in your
user account that Cloudera services can access or provision. For Cloudera on premises environments, resources
include compute clusters such as Kubernetes as well as Data L ake clusters in Cloudera. Compute workloads are
deployed within these environments.

A workload receives access to a Kubernetes cluster for compute purposes and a Data L ake cluster for storage,
metadata, and security purposes within the environment in which it is deployed. Administrators can define user
permissions and set resource quotas in each environment.

Cloudera on premises requires that you set up specific account criteria prior to registering an environment.
Set up the following before registering an environment:
e Thetrust storefilethat is configured in Cloudera Manager must meet the following requirements:

¢ Thefile must not be empty
» Thefilemust bein JKSformat (not PKCS12)
« Thefile must contain the Certificate Authorities that have signed the following certificates:

e The certificates of all Cloudera Manager serversthat the user plansto use as base clustersin Clouderaon
premises
« Thecertificates of al external Postgres servers used by Hive Metastore servicesin all base clusters

Y ou can access the trust store file in Cloudera Manager at Administration > Settings > Security > "Cloudera
Manager TLS/SSL Client Trust Store File".
e Your base cluster must meet the following requirements:

* Ranger configured and running
» Atlas configured and running
*  HMS configured and running
« HDFS available and warehouse root configured
* A Kubeconfig file with cluster admin privileges.
» Theassociated Cloudera Manager user name and password.

» The Apache Ozone service must be enabled on your Cloudera Base on premises cluster that you are using for the
Cloudera Data Engineering service.

After you have set up the Cloudera on premises requirements, you can register the environment.
Steps
Management Console Ul

1. Signinto the Cloudera console.
2. Click Environments.
3. On the Environments page, click Register Environment.
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4. Onthe Register Environment page, provide the required information.

Environment

Environments in Cloudera on premises provide shared data, security, and governance (metadata) for your
Cloudera Al and Cloudera Data Warehouse applications.

Property Description

Environment Name Enter aname for your environment. This name will be used to refer to this environment in Cloudera

Note: Cloudera Data Warehouse service requires that you specify the environment name less than 45
characterslong. Thisis because Cloudera Data Warehouse uses a deterministic namespace and adds a
prefix to the environment name. The length of the namespace ID after Cloudera Data Warehouse applies
a prefix to the Environment name, including the hyphen (-), should not exceed 63 characters.

Resource Quota

Optionally you can set quotafor CPU, Memory, and GPU resources for this environment. When setting a quota
for the environment, ensure that it satisfies the resource requirement of the data services to be created within the
environment. However, if you do not specify a quotafor aresource, then no quotawill be set for that resource at
the time of the environment creation.

E Note: Ensurethat at least 4 CPU Cores and 30 GB of RAM are reserved for Monitoring.

Property Description

CPU (Cores) Y ou can specify a CPU quota (in Cores) for the environment. The quota must be a positive number.

Memory (GB) Y ou can specify aMemory quota (in GigaBytes) for the environment. The quota must be a positive
number.

GPU (Cores) Y ou can specify a GPU quota (in Cores) for the environment. The quota must be a positive number.

Compute Cluster Resources
To run workloads, you must specify a Kubeconfig file to register a Kubernetes cluster with Cloudera on premises.

Property Description

Kubernetes Configurations Click Upload Files, then select a Kubeconfig file to enable Cloudera
to access a Kubernetes cluster.

Storage class The storage class on the OpenShift cluster. If you do not specify this
value, the default storage classis used.
Domain The default domain suffix for workload applications.
Data Lake

A Data Lake refers to the shared security and governance services in a Cloudera Data Center cluster linked to a
Cloudera on premises environment, and managed by Cloudera Manager. To register an environment, Cloudera on
premises needs to access Cloudera Manager and its Data L ake services.

Note: When registering an environment in Cloudera Data Services on premises - Data L ake services -
Cloudera Manager, you need to use FQDN (Fully Qualified Domain Name) rather than |P address.

Parameter Description

Cloudera Manager URL The Cloudera Manager URL.

Cloudera Manager Admin The Cloudera Manager administrator user name.
Username

Cloudera Manager Admin The Cloudera Manager administrator password.
Password
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5. Under Data Lake, click Connect.
When Cloudera on premises has successfully connected to Cloudera Manager, a confirmation message appears,
along with the Data L ake cluster services.

6. Click Register.

The environment page appears. The new environment is also listed on the Environments page.

Note: You can repeat steps 2 through 5 to register more environments. If required, you can select a

E different Data L ake cluster while registering the additional environment. Cloudera Data Services on
premises has multiple base cluster support, and users can create multiple environments each pointing to a
different base or data lake cluster.

CLI

Y ou can use the following command to create a new environment:

cdp environnments create-private-environment \
--envi ronnent - nane <val ue> \

--address <val ue> \

--aut henti cati on-token <val ue> \

----cl uster-nanes <val ue>

For a detailed description of the command properties, use cdp environments create-private-environment --help

To register an environment with a data lake cluster managed by a Cloudera Manager that is different from your
existing Cloudera Manager, you need to add the certificates of the new Cloudera Manager to the Cloudera
Management Console. If the existing Cloudera Manager and the new Cloudera Manager share the same root CA, and
the root CA is already uploaded as the data lake certificate, then no additional certificate needs to be added.

Cloudera Manager certificates can be accessed from the Cloudera Manager server.

1. To get the certificate path on the Cloudera Manager server, navigate to the Administration tab on your Cloudera
Manager Ul.

2. Select Settings, and within the Settings, select Security as the category.

3. Inthelist of settings, Cloudera Manager TLS/SSL Server Keystore File Location points to the Cloudera Manager
server certificate. This certificate needs to be combined with the certificates of your existing Cloudera Manager
server(s).

B Note: The combined certificate needs to bein X.509 PEM format.

For information on combining certificates, see Configuring multiple base clusters with ECS.

4. The combined certificate then needs to be uploaded as a Datalake certificate to Cloudera Management Console >
Administration > CA Certificates . This ensures that the Cloudera Data Services on premises cluster is configured
to support both the new and the existing data lake clusters.

Once an environment exists, you can access it from the Cloudera Management Console.

From the details available on the Environments page, you can access the Data L ake cluster, the Data Hub clusters
running within the environment, and the Summary page listing the information.

1. To access an existing environment, navigate to Cloudera Management Console > Environments and click on your
environment.
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2. On the environment details page, you can access the shared Data L ake cluster services and Cloudera Manager.

Compute Cluster provides information about the Kubernetes version, number of nodes in the cluster, and cluster
registration time. Y ou can access the RedHat OpenShift dashboard from here. Y ou can download and update the
Kubernetes configuration file.

Y ou must update your kubeconfig file before it expires to ensure continued access to the cluster. The Kubeconfig file
contains the cluster access information and authentication information for the admin user.

Navigate to the Cloudera Management Console > Environments.

Click the title of your environment.

Click the Compute Cluster tab.

Click Actions > Update Kubernetes Configuration. This option is available only in OpenShift Container Platform.
Upload the new Kubeconfig file using the Choose File option and click Save.

o w e

Y ou can see the updated date and time in the Registered section.

On Openshift Container Platform deployments, you can download and view the kubeconfig file used to register your
environment.

Navigate to the Cloudera Management Console > Environments.
Click the title of your environment.

Click the Compute Cluster tab.

Click Actions > Download Kubernetes Configuration.

> w NP

The Kubernetes configuration file is downloaded to your system.

This section provides guidance on managing ingress controller certificate rotation for Cloudera environments. It
addresses the process for rotating certificates in Cloudera Control Plane and ensuring updates are reflected in the
Monitoring namespace.

Currently, Cloudera Control Plane supports certificate rotation through a Cloudera Manager command, which
rotates the certificate and recreates the necessary secrets within the Cloudera Control Plane namespace. However,
the Monitoring namespace only copies the ingress secret during cluster creation, and subsequent updates, such as
certificate rotation, are not automatically propagated.
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Y ou must manually update the Monitoring namespace to ensure seamless certificate rotation and synchronization
across namespaces.

Verify that you have kubectl installed and configured to point to the cluster that requires fixing.

1. Copy the below script to anew file and save it as update-monitoring-namespace-cacert.sh

export SOURCE_NAMESPACE=" <CONTROL_PLANE_NAMESPACE>"
export SOURCE_ CONFI GVAP="cdp- pvc-trust store"

export SOURCE_KEY="JKS"

export TARGET NAMESPACE="<MONI TORI NG_PLATFORM NAMESPACE>"
export TARGET_CONFI GVAP="noni t or i ng- sdx-ca-certs"

export TARGET_KEY="cacerts"

# Store the data in a variable
DATA=$( kubect| get configmap $SOURCE_CONFI GVAP -n
$SOURCE_NAMESPACE - 0 j sonpat h="{. bi nar yDat a. $SOURCE_KEY} ")

# Update the target configmap using the variable

kubect| patch configmap $TARGET_CONFI GVAP - n $TARGET_NAMESPACE \
--type='json' -p="[{\"op\": \"replace\", \"path\": \"/binaryData/ $TARGET K
EV\ ",

\"val ue\":\"$DATA\ "} ]"

2. Edit the script by replacing <CONTROL_PLANE_NAMESPA CE> with the name of the Cloudera Control Plane
namespace.

CDP Private Cloud Data Services

Add CDP Private Cloud Containerized Cluster @

[afm-cdp-155-177)

Open CDP Private Cloud Data Services

Version 1.5.5-
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3. Edit the script by replacing <MONITORING_PLATFORM_NAMESPA CE> with the Monitoring platform
namespace for the problematic environment. This is the namespace where the monitoring-cm-health-exporter is
located.

E Note: Use the full name. For example, afm-cdp-155-<hash>-monitoring-platform

a) Log in to the Monitoring dashboard
b) Click the Namespace drop-down
¢) Copy the Monitoring platform namespace

Home > Dashboards > afm-cd -
m

Mamespace I

« Alerts Selected (1)
« All

Critical Aler
afm-cdp-1 55—_ monitoring-platform

4. Saveand runthe script updat e- moni t or i ng- namespace- cacert. sh

Verify recovery:

1. The monitoring-cm-health-exporter should recover the next time it restarts.

2. Alternatively, you can terminate the problematic pod to force it to recover immediately. Run the command
kubect!l rollout restart deploynent nonitoring-cm health-exporter -n
<noni t ori ng_nanespace>

Deleting an environment also removes all the resources associated with that environment.

Cloudera Management Console

1. On the Environments page, click the environment that you want to remove.
2. Select Actions > Delete Environment.
3. Click Delete to confirm the deletion of the selected environment.

CLI

Y ou can use the following command to delete an environment:

cdp envi ronnents del ete-environnment \
--envi ronnent - name <val ue> \

For a detailed description of the command properties, use cdp environments delete-environment --help
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