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Cloudera Container Service enables you to deploy a containerized platform on Kubernetes for Data Services and
shared services using Compute Clusters.

Cloudera Container Service offers simplified management, enhanced efficiency, and centralized control that leads
to faster deployments, reduced configuration errors and improved system reliability. As multiple Data Services can
optionally share the same Compute Cluster within the Container Service, it also lowers the cost of ownership.

When registering a Compute Cluster enabled environment, a default Compute Cluster is created. This default
Compute Cluster istied to the environment, and is used for running critical applications. The default Compute Cluster
islabeled as Default Cluster in your environment to distinguish it from the other Compute Clusters.

CLOUDZRA

[ e Container Service joy
Clusters c
\ S -
Status + Name Environment Kubernetes Version Date Created
@ Running caii a yzhong-cml-env 130 (132 Avallable @ 21112025
@ Running g default-pdf-aw-cdp-env-compute-cluster aws pdf-aw-cdp-env 1.32 12/1/2025
@ Running g inference-cluster aws pdf-aw-cdp-env 1.32 12/1/2025
@ Runnin g 1.32 12/7/2025
@ Running g default-se-sandbox-azure-compute-cluster A se-sandbox-azure 1.329 12/8/2025
@ Running g default-mishm-cdp-env-compute-cluster aws mishm-cdp-env 1.32 12/8/2025
@ Running g default-se-sandbox-aws-compute-cluster s se-sandbox-aws 1.32 12/8/2025
@ Running g se-sandbox-aws-compute s se-sandbox-aws 1.32 12/8/2025
@ Running g b 1.32 12/8/2025

Y ou can create additional Compute Clusters that inherit the configuration of the default Compute Cluster. Y ou can
manage the lifecycle of the additional Compute Clusters as they are independent of the environment.

Before enabling Compute Clusters for your environment, you need to ensure that the required |AM roles and policies
are set up.

Setting up the Compute Cluster IAM permissions are only needed when using Reduced access policies detailed on
Cross-account access |AM role page, and completing these steps are not required when using default policies.

Complete the stepsto create the required |AM roles and profile for EKS.

1. Apply the following CloudFormation template to create the following:

* |AM role caled cdp-eks-master-role
« |AM role and instance profile pair called cdp-liftie-instance-profile

AWSTenpl at eFor mat Ver si on: 2010- 09- 09
Description: Creates Liftie | AMresources
Par anet ers:
Tel emet r yLoggi ngEnabl ed:
Description: Telemetry |ogging is enabl ed
Type: String
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Tel enmet r yLoggi ngBucket :
Description: Telenetry |oggi ng bucket where Liftie logs will be store

Type: String
Tel enet r yKnsKey ARN:
Description: KM5 Key ARN For Tel emetry | oggi ng bucket.
Type: String
Default: ""
Tel emet ryLoggi ngRoot Di r:
Description: Telenetry |logging root directory inside telenetry |ogg
i ng bucket used for storing | ogs.
Default: "cluster-|ogs"
Type: String
Condi ti ons:
Tel enmet ryLoggi ngEnabl ed:
Fn: : Equal s:
- {Ref: Tel enetryLoggi ngEnabl ed}
- true
KVMSKey ARNFor Tel enet ryLoggi ngBucket | sEnpty: !'Not [!Equals [!Ref Telenetry
KmsKeyARN, ""]]
Resour ces
AWSSer vi ceRol eFor AmazonEKS
Type: AWS: : | AM : Rol e
Properties:
AssumeRol ePol i cyDocunent :
Versi on: 2012-10-17

St at enent :
- Effect: Alow
Pri nci pal :
Ser vi ce:
- eks.amazonaws. com
Acti on:

- sts: AssuneRol e
ManagedPol i cyAr ns:
- arn:aws:iam:aws: pol i cy/ AmazonEKSSer vi cePol i cy
- arn:aws:iam:aws: pol i cy/ AmazonEKSC ust er Pol i cy
Rol eName: cdp-eks-nmaster-rol e
Nodel nst anceRol e:
Type: AWS: : | AM: Rol e
Properti es:
AssuneRol ePol i cyDocunent :
Versi on: 2012-10-17

St at enent :
- Effect: Alow
Pri nci pal :
Servi ce:
- ec2.anmzohaws. com
Acti on:

- sts: AssuneRol e
Path: "/"
ManagedPol i cyAr ns:
- arn:aws:iam:aws: pol i cy/ AmazonEKSWr ker NodePol i cy
- arn:aws:iam:aws: policy/ AmazonEKS _CNI _Pol i cy
- arn:aws:iam:aws: policy/ AmazonEC2Cont ai ner Regi st r yReadOnl y
Rol eNanme: cdp-liftie-instance-profile
Pol i ci es:
- PolicyName: ssmrequired
Pol i cyDocunent :
Version: 2012-10-17
St at enment :
- Effect: Al ow
Acti on:
- ssm Cet Paraneters
Resour ce:
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"gn

- PolicyNanme: cl uster-autoscaler
Pol i cyDocunent :
Version: 2012-10-17
St at enment :
- Effect: Al ow
Acti on:
- autoscal i ng: Descri beAut oScal i ngG oups
- autoscal i ng: Descri beAut oScal i ngl nst ances
- autoscal i ng: Descri beLaunchConfi gurati ons
- autoscaling: Descri beScal i ngActivities
- autoscal i ng: Descri beTags
- ec2: Descri bel mages
- ec2: Descri bel nst anceTypes
- ec2: Descri beLaunchTenpl at eVer si ons
- ec2: Getl nstanceTypesFronl nst anceRequi renent s
- eks: Descri beNodegroup
Resour ce:
B e
- Effect: Al ow
Acti on:
- autoscal i ng: Set Desi redCapaci ty
- autoscal i ng: Ter mi nat el nst ancel nAut oScal i ngG oup
Resour ce:

"gn

Condi ti on:
StringEqual s:
"aws: Resour ceTag/ k8s. i o/ cl ust er - aut oscal er/ enabl ed":
"true"
- PolicyName: ebs-csi
Pol i cyDocunent :
Version: 2012-10-17
St at enent :
- Effect: Al ow
Acti on:
- ec2: Creat eSnapshot
- ec2: AttachVol une
- ec2: Det achVol une
- ec2: Modi fyVol une
- ec2: DescribeAvail abilityZones
- ec2: Descri bel nstances
- ec2: Descri beSnapshot s
- ec2: Descri beTags
- ec2: Descri beVol unes
- ec2: Descri beVol uneshMbdi fi cati ons
Resource: "*"
- Effect: Al ow
Acti on:
- ec2: CreateTags
Resour ce:
"arn:aws: ec2: *: *:vol une/ *"
"arn:aws: ec2: *: *: snapshot/*"
Condi ti on:
Stri ngEqual s:
"ec2: Creat eAction":
- CreateVol une
- Creat eSnapshot
- Effect: Alow
Acti on:
- ec2: Del et eTags
Resour ce:
"arn:aws: ec2: *: *:vol une/ *"
- "arn:aws: ec2: *:*:snapshot/*"
- Effect: Alow
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Acti on:
- ec2: CreateVol une
Resource: "*"
Condi ti on:
St ringLi ke:
"aws: Request Tag/ ebs. csi . aws. confcluster”: "true"
- Effect: Al ow
Acti on:
- ec2: CreateVol une
Resource: "*"
Condi ti on:
StringLi ke:
"aws: Request Tag/ CSI Vol uneNange": "*"
- Effect: Al ow
Acti on:
- ec2: CreateVol une
Resource: "*"
Condi ti on:
StringLi ke:
"aws: Request Tag/ kubernetes.io/cluster/*": "owned"
- Effect: Allow
Acti on:
- ec2: Del et eVol une
Resource: "*"
Condi ti on:
StringLi ke:
"ec2: Resour ceTag/ ebs. csi . aws. confcl uster": "true"
- Effect: Allow
Acti on:
- ec2: Del et eVol une
Resource: "*"
Condi ti on:
StringLi ke:
"ec2: Resour ceTag/ CSI Vol uneNanmg": "*"
- Effect: Al ow
Acti on:
- ec2: Del et eVol une
Resource: "*"
Condi ti on:
StringLi ke:
"ec2: Resour ceTag/ kubernetes. i o/ created-for/pvc/nane":
Do
- Effect: Al ow
Acti on:
- ec2: Del et eSnapshot
Resource: "*"
Condi ti on:
StringLi ke:
"ec2: Resour ceTag/ CSI Vol uneSnapshot Name": "*"
- Effect: Al ow
Acti on:
- ec2: Del et eSnapshot
Resource: "*"
Condi ti on:
StringLi ke:
"ec2: Resour ceTag/ ebs. csi . aws. conf cl uster": "true"
- Pol i cyNanme: efs-csi
Pol i cyDocunent :
Version: 2012-10-17
St at enent :
- Effect: Al ow
Acti on:
- elasticfilesystem Descri beAccessPoints
- elasticfilesystem Descri beFil eSystens
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- elasticfil esystem Descri beMunt Tar gets
Resource: "*"
- Effect: Allow
Acti on:
- elasticfil esystem Creat eAccessPoi nt
Resource: "*"
Condi ti on:
StringLi ke:
"aws: Request Tag/ ef s. csi.aws. confcluster": "true"
- Effect: Allow
Acti on:
- elasticfil esystem Del et eAccessPoi nt
Resource: "*"
Condi ti on:
StringEqual s:
"aws: Resour ceTag/ efs. csi.aws. confcluster": "true"
- 1If
- Tel enetrylLoggi ngEnabl ed
- PolicyNane: telenetry-s3-1ist-bucket
Pol i cyDocunent :
Version: 2012-10-17
Statenent :
- Effect: Al ow
Acti on:
- s3:ListBucket
Resour ce:
- ISub "arn: aws: s3::: ${Tel emetryLoggi ngBucket }'
- I'Sub "arn:aws:s3:::${Tel enmetryLoggi ngBucket}/ ${Tel e
met ryLoggi ngRoot Di r}/*'
- I'Ref ' AW&: : NoVal ue'
- 1If
- Tel enetrylLoggi ngEnabl ed
- PolicyNane: telenetry-s3-read-wite
Pol i cyDocunent :
Version: 2012-10-17

St at enent :
- Effect: Alow
Acti on:
- s3:*(bj ect

- s3: Abort Mul ti part Upl oad
- s3: Get Bucket Acl
Resour ce:
- I'Sub "arn:aws:s3:::${Tel emetrylLoggi ngBucket }'
- 1Sub "arn:aws:s3::: ${Tel enetryLoggi ngBucket }/ ${ Tel
enetrylLoggi ngRootDir}/*'
- I Ref ' AWS: : NoVal ue'
- 1If
- KMSKeyARNFor Tel emet r yLoggi ngBucket | sEnpt y
- PolicyName: s3-kns-read-wite-policy
Pol i cyDocunent :
Version: 2012-10-17
Statenent :
- Effect: Al ow
Acti on:
- kms: Creat eG ant
- kns: Decrypt
- kns: Gener at eDat aKey
- kns: Gener at eDat akeyW t hout Pl ai nText
Resour ce:
- 1Sub ${Tel enet r yKnsKey ARN}
- I'Ref ' AWS: : NoVal ue'
- Pol i cyName: cali co-cni
Pol i cyDocunent :
Version: 2012-10-17
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St at enent :
- Effect: Alow
Acti on:
- ec2: Modi fylnstanceAttri bute
Resour ce:
"
Condi ti on:

Stri ngEqual s:
"ec2: Attribute": "SourceDest Check"
Nodel nst anceProfi |l e:
Type: AWS: : | AM : I nstanceProfile
Properties:
Pat h: /
I nstanceProfil eName: cdp-liftie-instance-profile
Rol es:
- I Ref Nodel nst anceRol e

2. Inthe AWS console Cloudformation wizard, provide values for the following properties:

« Stack Name: Provide an appropriate name. Example: compute-precreated-roles-and-instanceprofile)

» TelemetryLoggingBucket: Name of the log bucket. Example: compute-logging-bucket

e TelemetryLoggingEnabled: Set it to true.

* TelemetryLoggingRootDir: Verify that it is set to the default value cluster-logs.

o TeemetryKMSKeyARN: If the telemetry bucket is encrypted, specify the KMS Key ARN. The default value
isnull.

CloudFoarmation Stacks Create stack

Specify stack details

Specify template

Step 2 Stack name
Specify stack details

Stack name

compute-precreated-roles-and-instanceps afile

Parameters

TelemetryLoggingBucket
compate-logging-bucket
TelernetryLogaingEnabled
= y log abiled
TelemetryLoggingRootDir

cluster-logs

Camcel Previous m
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3. Onthelast pagein the wizard process, click the | acknowledge... checkbox to allow creation of IAM resources
with special names.

» Quick-create link

Capabilities

@ The following resource(s) require capabilities: [AWS::1AM::Role]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they have
the minimum required permissions. In addition, they have custom names. Check that the custom names are unigue within your AWS
account. Learn more

| acknowledge that AWS CloudFormation might create 1AM resources with custom names.

Cancel Previous | | Create change set | Create stack

4. Click Create stack.

Results
On the Cloudformation Resour ces tab, you find the precreated role and instance profile.

Delete Update Stack actions ¥ Create stack ¥
compute-precreated-roles-and-instanceprofile
Stack info Events Resources Outputs Parameters Template Change sets
Resources (3) C
Q @
Logical ID & Physical ID v Type Status Status reason
AWSServiceRoleForAmaro [5)]
cdp-eks-master-role [ AWSSIAM:-Role
nEKS v & CREATE_COMPLETE
NodeinstanceProfile cdp-liftie-instance-profile Mt ©
o = -
P P rofile CREATE_COMPLETE
NodelnstanceRole cdp-liftie-instance-profile AWS:IAM:Role @
= ] CREATE_COMPLETE

What to do next
Update the environment role to use the restricted role and policy.

Creating Compute Restricted IAM policy

Complete the steps to attach the Compute Restricted IAM policy with the cross-account role associated with your
environment.

10
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1. Gotothe Environments page.

Environments = Environments

(4 Enable Permission Verification @
Create Cross-account Access Policy

Copy the following JSON to create an AWS IAM policy

DEENM Minimal

The default role allows for the default set of operations including everything that the minimal role allows for.

"Statement": [
"Sid": "CloudFormationFull",

"Action": [
"cloudformation:*"
i [
"Effect": "Allow",
"Resource": [
W

Create Cross-account Access Role

Use Service Manager Account ID and External ID to create an AWS IAM role

Service Manager Account ID*

[

External ID¥

[

Cross-account Role ARN *

2. Inthe Create Cross-account Access Policy field, attach the Compute Restricted IAM policy:
Replace the following placeholdersin the JSON file:

e [YOUR-ACCOUNT-ID] with your account ID in use.
[ YOUR-IAM-ROLE-NAME] with the IAM restricted role associated with this policy.
[ YOUR-SUBNET-ARN-*] supplied during the Cloudera Environment(s) creation.

Note: Provide all the subnets present in all the Cloudera Environment(s) that you intend to use it for
E the experience. If at any point a new Cloudera Environment is created or an existing one is updated for
subnets, provide it here.
[ YOUR-IDBROKER-ROLE-NAME] with the ID Broker Role namein use.
[ YOUR-LOG-ROLE-NAME] with the Log Role namein use.
[YOUR-KMS CUSTOMER-MANAGED-KEY-ARN] with KMS key ARN.

"Version": "2012-10-17",
"I d": "ConputePolicy v12",
"Statenent": |

"Sid": "SinmulatePrincipal Policy",
"Effect": "Alow',
"Action": [

11
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P

P

"iam Si nul at ePri nci pal Policy"
] il
"Resource": |

"arn:aws: i am : [ YOUR- ACCOUNT-1 D] : rol e/ [ YOUR- | AM ROLE- NAMVE] "
]

"Sid": "RestrictedPern ssionsVi ad ouder aRequest Tag",
"Effect": "Allow',
"Action": [

"cl oudf or mat i on: Cr eat eSt ack”,
"cl oudf or mat i on: Cr eat eChangeSet "
"ec2: createTags”,
"eks: TagResour ce"
] il
"Resource": "*",
"Condition": {
"StringLike": {
"aws: Request Tag/ d ouder a- Resour ce- Name": [
"crn: cdp: *"

"Sid": "RestrictedPern ssionsVi ad ouder aResour ceTag",
"Effect": "Allow',
"Action": [
"aut oscal i ng: Del et eTags",
"aut oscal i ng: Det achl nst ances",
"aut oscal i ng: ResunePr ocesses",
"aut oscal i ng: Set Desi redCapaci ty",
"aut oscal i ng: SuspendProcesses",
"aut oscal i ng: Ter mi nat el nst ancel nAut oScaI i ngGoup”,
"aut oscal i ng: Updat eAut oScal i ng& oup
"cl oudf or mat i on: Del et eChangeSet "
"cl oudf or mat i on: Del et eSt ack",
"cl oudf or mat i on: Descri beChangeSet
"cl oudf ormat i on: Descri beSt acks",
"¢l oudf or mat i on: Cancel Updat eSt ack",
"cl oudf or mat i on: Cont i nueUpdat eRol | back",
"cl oudf ormat i on: Descri beSt ackEvent s",
"cl oudf or mat i on: Descri beSt ackResour ce",
"cI oudf ormat i on: Descri beSt ackResour ces",
"cl oudf or mat i on: Execut eChangeSet "
"cl oudf ormat i on: Li st St acks"
"cl oudwat ch: del et eAl ar ns”
"cl oudwat ch: put Metri cAl ar n1',
"ec2: Att achVol une",
"ec2: Creat eNet wor kl nt erface",
"ec2: Creat eVol une",
"ec2: Del et eVol une",
"ec2: Runl nst ances",
"eks: Descri beUpdat e",
"eks: Li st Updat es",
"eks: Updat ed ust er Confi g",
"eks: Updat ed ust er Ver si on",
"i am Get Rol ePol i cy",
"iam Li stlnstanceProfil es",
"iam Li st Rol eTags",
"i am RenoveRol eFrom nst anceProfile",
"i am TagRol e",
"i am Unt agRol e",
"l ogs: Descri beLogSt reans",

12
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—

A

"l og
]

i?esou
" Condi
"Str

"aws: Resour ceTag/ Cl ouder a- Resour ce- Nane":

]
}
}

"Sid":
"Ef fec
"Actio
"aut
"aut
"aut
"aut
"aut
"aut
"aut
"aut
"aut
"aut

"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"eks:
"eks:

]

Resou

s: FilterLogEvent s"
rce": "*",

tion": {

i ngLi ke": {

"crn: cdp: *"

"RestrictedPern ssi onsVi all oudFor mati on",

t": "Alow',

n": [

oscal i ng: Cr eat eAut oScal i ngG oup”,
oscal i ng: Creat eLaunchConfi gurati on",
oscal i ng: Creat eO Updat eTags",

oscal i ng: Del et eAut oScal i ngG oup",
oscal i ng: Del et eLaunchConfi gurati on",

oscal i ng: Descri beAut oScal i ngl nst ances",
oscal i ng: Descri beLaunchConfi gurati ons",

oscal i ng: Descri beScal i ngActivities",
oscal i ng: Descri beSchedul edActi ons",
oscal i ng: Descri beTags",

Aut hori zeSecuri t yG oupEgr ess",
Creat eLaunchTenpl at e",

Creat eSecurityG oup",

Del et eLaunchTenpl at e",

Del et ePl acenent Gr oup",

Del et eSecurityG oup",

Descri beAccount Attri but es",
Descri bel mages",

Descri bel nst anceSt at us",

Descri bel nst ances”,

Descri beKeyPai rs",

Descri beLaunchTenpl at eVer si ons",
Descri beLaunchTenpl at es",

Descri bePl acenent G oups”,

Descri beRegi ons",

Descri beRout eTabl es™,

Descri beSecurityG oups",

Descri beVol unes”,

RevokeSecurit yGr oupEgr ess",
RevokeSecurit yGroupl ngress",
Created uster",

Del et eC uster"™

rcell: II*II,

"Condition": {
"For AnyVal ue: Stri ngEqual s": {
"aws: Cal l edVi a": |

]
}
}

"Sid":

"cl oudf or mat i on. amazonaws. cont

"RestrictedeEC2Per m ssi onsVi aCl ouder aResour ceTag",

"Effect": "Allow',

"Actio
"ec2
"ec2
"ec2

n": [

: Reboot | nst ances",
:Startlnstances”,

: St opl nst ances™,

[

13
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"ec2: Ter m nat el nst ances"

]

Resource": |

nmgn

],
"Condition": {
"For AnyVal ue: Stri ngLi ke":
"ec2: Resour ceTag/ G ouder a- Resour ce- Nanme": [
"crn:cdp: *"
]
}
}

"Sid": "Restrictedl anPerni ssi onsToC ouder aResour ces",

"Effect": "Allow',

"Action": [

"i am PassRol e"

],

"Resource": |
"arn: aws: i am : [ YOUR- ACCOQUNT- 1 D] : rol e/ [ YOUR- | DBROKER- ROLE- NAVE] ",
"arn: aws: i am : [ YOUR- ACCOUNT- I D] : rol e/ [ YOUR- LOG ROLE- NAVE] ",
"arn:aws:iam:[ YOUR-ACCOUNT-1D]:role/liftie-*-eks-service-role",
"arn:aws:iam:[ YOUR-ACCOUNT-1D]:role/liftie-*-eks-worker-nodes",
"arn:aws: i am : [ YOUR- ACCOUNT-1 D] : rol e/ cdp- eks-master-rol e",
"arn:aws:iam: [ YOUR- ACCOUNT-1D]:rol e/cdp-liftie-instance-profile"

"Sid": "RestrictedKMsPerm ssi onsUsi ngCust orer Provi dedKey",
"Effect": "Allow',
"Action": [

"kms: CreateG ant ",

"kns: Descri beKey",

"kms: Encrypt ",

"kms: Decrypt ",

"kns: ReEncrypt *",

"kms: Gener at eDat aKey*"

]

i?esour ce":
" [ YOUR- KM5- CUSTOVER- MANAGED- KEY- ARN] "

]

"Sid": "AllowCreat eDel et eTagsFor Subnet s",
"Effect": "Allow',
"Action": [

"ec2: Creat eTags",

"ec?2: Del et eTags"

]

i?esource": [
"arn: aws: ec2: [ YOUR- SUBNET- REG QON] : [ YOUR- ACCOUNT- | D] : subnet / *"

]

"Sid": "MdifylnstanceAttribute",
"Effect": "Allow',
"Action": [
"ec2: Modi fyl nstanceAttri bute”
]

Resource": [

[LNT]

]

"Condi tion": {
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"StringEqual s": {
"ec2: Attribute": "SourceDest Check"

}
}
¥
. o
"Sid": "OherPerm ssions",
"Effect": "All ow',
"Action": [
"aut oscal i ng: Descri beAut oScal i ngG oups”,
"ec2: Aut hori zeSecurityG oupl ngress”,
"ec?2: Creat eLaunchTenpl at eVer si on",
"ec?2: Creat ePl acenent G oup",
"ec2: Del et eKeyPair",
"ec2: Del et eNet wor kl nterface",
"ec2: Descri beAvai |l abi |l ityZones",
"ec2: Descri bel nstanceTypes",
"ec2: Descri beNet wor kl nt erfaces",
"ec2: Descri beSubnet s",
"ec2: Descri beVpcAttri bute",
"ec2: Descri beVpcs",
"ec2: | nportKeyPair",
"ec2: Updat eSecurityG oupRul eDescri pti onsl ngress”,
"ec2: Get | nst anceTypesFrom nst anceRequi r enent s",
"eks: Descri bed uster",
"el asti cl oadbal anci ng: Descri beLoadBal ancers",
"iam Cet Rol e",
"iam Li st Rol es",
"iam Get | nstanceProfile"
[
"Resource": [
D
1
I
(I
"Sid": "Al owSsnParans",
"Effect": "All ow',
"Action": [
"ssm Descri bePar anet ers",
"ssm Get Par aneter”,
"ssm Get Par anet er s",
"ssm Get Par anet er Hi story",
"ssm Cet Par anet er sByPat h"
1,
"Resource": |
"arn:aws: ssm *: *: par anet er/ aws/ servi ce/ eks/ opti m zed-am /*"
]
I
.
"Sid": "Cf Deny",
"Effect": "Deny",
"Action": [
"cl oudf or mati on: *"
[
"Resource": [
D
I
"Condition": {
" For AnyVal ue: StringLi ke": {
"cl oudf ormati on: | nport Resour ceTypes": [
D e
1
}
}

15
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"Sid": "ForAutoscalingLi nkedRol e",
"Effect": "Allow',
"Action": [
"iam Creat eServi ceLi nkedRol e"
]

"Resource": [

"arn:aws: i am : [ YOUR- ACCOQUNT- 1 D] : rol e/ aws- servi ce-rol e/ aut oscal i ng-
pl ans. amazonaws. coni AWSSer vi ceRol eFor Aut oScal i ngPl ans_EC2Aut oScal i ng"

[

"Condition": {
"StringLike": {

"i am AWsSer vi ceNane": "autoscal i ng- pl ans. amazonaws. cont
}

}

"Sid": "ForEksLi nkedRol e",
"Effect": "Al ow',
"Action": [
"i am Creat eSer vi ceLi nkedRol e"
],
"Resource": |
"arn:aws:iam : [ YOUR- ACCOUNT-1 D] : rol e/ aws-servi ce-rol e/ eks. amazo
naws. conl AWSSer vi ceRol eFor EKS"
],
"Condition": {
"StringLike": {
"iam AWBSer vi ceNane": "eks. amazonaws. cont
}

}
}
]
}

3. Provide and verify your Customer Managed Key (CMK) to be used for EBS encryption.

Along with providing the KM S Customer Managed Key (CMK) for volume encryption in the policy section with
Sid:  RestrictedK M SPermissionsUsingCustomerProvidedK ey, you need to verify that the policy for the Customer
Managed Key (CMK) at KMS (thisis not an IAM policy) has the following three permission blocks defined for
AWSServiceRoleForAutoScaling.

"Statenent": [

"Sid": "AlIlowAut oscal i ngServi ceLi nkedRol eFor At t achnment O Per si st en
t Resour ces"”,

"Effect": "Allow',

"Principal": {

"AWS": "arn:aws:iam:[ YOUR- ACCOUNT-1D]:rol e/ aws-service-rol e/ aut o
scal i ng. anazonaws. conl AWSSer vi ceRol eFor Aut oScal i ng"

I
"Action": "knms:CreateGant",
"Resource": "*",

"Condition": {
"Bool ": {
"kms: Grant | sFor AWSResour ce": "true"
}

}

"Sid": "AlowAut oscal i ngServi ceLi nkedRol eUseOf TheC\WK",
"Effect": "Allow',
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"Principal": {
"AWS": "arn:aws:iam :[ YOUR- ACCOUNT-1D]:rol e/ aws-servi ce-rol e/ aut os
cal i ng. amazonaws. com AWSSer vi ceRol eFor Aut oScal i ng"

"Action": [
"kms: Encrypt ",
"kns: Decrypt",
"kns: ReEncrypt *",
"kmns: Gener at eDat aKey*",
"kmns: Descri beKey"

]

Resource": "*"

"Sid"': "Alow EKS access to EBS.",
"Effect": "Allow',
"Principal": {
"AWS": "
.
"Action": [
"kns: CreateG ant ",
"kms: Encrypt ",
"kms: Decrypt ",
"kms: ReEncrypt *",
"kms: Gener at eDat aKey*",
"kms: Descri beKey"

]

Resource": "*",
"Condition": {
"StringEqual s": {
"kns: Cal | er Account": "[ YOUR- ACCOUNT-I D] ",
"kns: viaService": "ec2.[ YOUR- ACCOUNT- REG QN] . anazonaws. cont
}
}
}
]
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}

After the policy is attached, the KM S service page will show the CM S as having the policy attached as shown in
the following example:

KMS > Customer managed keys > Key I>:

Key Management X
Service (KMS)

AWS managed keys

Customer managed keys General configuration
Custom key stores
Alias Status Creation date
I Enabled
ARN Description Regionality
armaws kms- N I < I -
I

Key policy Cryptographic configuration Tags Key rotation Aliases

Key policy

"Sid": "Allow Autoscaling service-linked role for attachment of persistent resources”,
"Effect": "Allow",
"Principal”: {
"AWS": "arn:aws:iam: :[NEEEEEEEEE : role/aws-service-role/autoscaling.amazonaws . com/AWSServiceRoleForAutoScaling”
1
"Action": "kms:CreateGrant",
"Resource": "*",
"Condition": {
"Bool": {
"kms:GrantIsForAWSResource": "true"
}
}

"Sid": "Allow Autoscaling service-linked role use of the CMK",
"Effect”: "Allow",
"Principal": {
"AWS": "arn:aws:iam: :[ BB : role/aws-service-role/autoscaling.amazonaws . com/AWSServiceRoleForAutoScaling"
1,
"Action”: [
"kms:Encrypt”,
"kms :Decrypt”,
"kms :ReEncrypt*",
"kms : GenerateDataKey*" ,
"kms:DescribeKey"
]

"Resource": "*"

When creating your environment, you can enable the default Compute Cluster using the Cloudera Management
Console or CDP CLI to be able to run your data and shared services on the containerized platform.

Required role: EnvironmentAdmin
Before you begin
» Ensurethat your AWS account has all the resources required by Cloudera.

For more information, see AWS account requirements.
« Ensurethat the IAM permissions are correctly set up for your environment.

For more information, see Setting up Compute Cluster IAM permissions.

When creating your environment in Cloudera M anagement Console, ensure that you use the Enable Compute
Cluster setting to create the Compute Cluster enabled environment.
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® Enable Compute Cluster to set up a containerized platform for all data services.

Q Enable Compute Cluster
T bernet

After completing the step for Data Access and Data L ake Scaling, configure the networking settings for Kubernetes
with either selecting the Private Kubernetes Cluster or providing Authorized | P Ranges on the Region,
Networking and Security page. Worker Node Subnets are automatically pre-filled with the same set of subnets
provided in Network section, but you have the option to not use al of the available subnets.

Kubernetes

(L Private Kubernetes Cluster

Kubernetes API Server Authorized IP Ranges

‘ © Please select a network subnet first in the Network section!

Worker Node Subnets™

| -] @

For more information about creating your environment, see the Register environment (Ul) documentation.

Run the following command to create the Compute Cluster enabled environment:

cdp environnents create-aws-environnent
--environnent - name [ ***ENVI RONMENT NAME***] \
--credential -name [***CREDENTI AL NAMVE***] \

--region [***REG ON***] \

--security-access [***SECURI TY CONTROL CONFI GURATI ONS***] \
--authentication [***PUBLI C SSH KEY***] \

--1 0g-storage [*** STORAGE CONFI GURATI ONF**] \

--enabl e- conput e-cl uster \

--conput e-cl uster-configuration \

privat eC ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DR1***], [ *** Cl DR2** *]
wor ker NodeSubnet s=[ *** SUBNETL1***] , [ *** SUBNET2* * * ]

cdp environnents create-aws-environnent

--environnent - name [ ***ENVI RONMVENT NAME***] \
--credenti al -name [***CREDENTI AL NAMVE***] \

--region [***REG ON***] \

--security-access [***SECURI TY CONTROL CONFI GURATI ONS***] \
--authentication [***SSH KEY***] \
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--1 og-storage [*** STORAGE CONFI GURATI ONF**] \
--enabl e- conput e-cl uster \

--conput e-cl uster-configuration \

privat e ust er =TRUE

wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

After the command runs, you can verify if the environment was successfully created with the default Compute Cluster
with using the following commands:

» Describing the environment:

cdp environnents describe-environnent --env-nane-or-crn [***ENVI RONVENT
NAME OR CRN***]

"awsConput ed ust er Confi guration": {
"privateCuster": false,
"kubeApi Aut hori zedl pRanges": |

"0.0.0.0/0"
]

" énabl eConmput e uster": "true"

e Listing Compute Clusters:

cdp conpute list-clusters --env-nanme-or-crn [***ENVI RONVENT NAME OR
CRN***]

B Note: FreelPA must be created and running before the default Compute Cluster is created.

Y ou can use the following command to retry the environment creation with the default Compute Cluster:

cdp environnents initialize-aws-conmpute-cluster
--environnent - name [ ***ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat ed ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DR1***], [ *** Cl DR2* * *]
wor ker NodeSubnet s=[ *** SUBNET1***] , [ *** SUBNET2* * * ]

cdp environnents initialize-aws-conmpute-cluster
--environnent - name [ ***ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat e ust er =TRUE

wor ker NodeSubnet s=[ *** SUBNET1***] , [ *** SUBNET2* * * ]

In case you aready have an environment, but would like to have your services to run on the containerized platform
enabled by Compute Clusters, you can add the default Compute Cluster to your existing environment.

Required resource role; EnvironmentAdmin
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Before you begin

Ensure that the environment has no default Compute Cluster provisioned.
Ensure that the environment is started and available.
Ensure that IAM permissions are correctly set up during the environment creation.

For more information, see Setting up Compute Cluster IAM permissions.

Navigate to your environment.
Click Compute Clusters.

The following message will indicate that Compute Cluster are not enabled for your environment:

@ Data Lake Details

NAME NODES SCALE QUICK LINKS

dwx-fshOcc Q2 wo Qo Light Duty @ Atlas @ Ranger @ Data Catalog

STATUS STATUS REASON CRN

@ Running Datalake is running

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary

In order to run Compute Clusters, this Environment needs to be upgraded.

With Compute Clusters enabled, you will have a standard, uniform Kubernetes platform.

Enable Compute Clusters

Click Enable Compute Clusters.
Provide the necessary networking information for the Kuber netes cluster.

a. If you need to create a Private Cluster, enable Private Kubernetes Cluster to create a private cluster that blocks
all accessto the API Server endpoint.

b. If you do not need to create a Private Cluster, provide the CIDRs to the Kubernetes APl Server Authorized IP
Ranges field to specify a set of | P ranges that will be allowed to access the Kubernetes API server.

c. Worker Node Subnets are automatically pre-filled with the same set of subnets provided during environment
registration, but you have the option to not use all of the available subnets.

Click Submit.

Y ou will be redirected to the Compute Cluster stab, where you can track the creation process of the default
Compute Cluster.

@ Data Lake Details

NAME NODES SCALE QUICK LINKS

liftie-fuikxh Q@2 "o Qo Custom @ Atlas @ Ranger @ Data Catalog

STATUS STATUS REASON CRN

@ Running Datalake is running

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary

ﬂ Compute Clusters &

Q

Status Name CRN

O Creating clusterLifecycle_1727210569747999282

1-10f1

Run the following command to add the default Compute Cluster to the environment:

@® Add Compute Cluster

o)

Items per page: | 25 v
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cdp environnents initialize-aws-conpute-cluster
--environnent - name [ *** ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat ed ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DRL***] , [ *** Cl DR2***]
wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

cdp environnents initialize-aws-conpute-cluster
--environnent - name [ *** ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat ed ust er =TRUE

wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

The environment will have COMPUTE_CLUSTER_CREATION_IN_PROGRESS status. Y ou can use the following
command to check the status of the environment creation, the statusReason field will contain the information about
the process:

cdp environnents describe-environment --env-nane-or-crn [***ENVI RONVENT NAME
OR CRN***]

For more detailed status information about the cluster creation, you can use the following command:

cdp conpute list-clusters --env-nanme-or-crn [***ENVI RONVENT NAME OR CRN***]

Y ou can add as many additional Compute Clusters as required beside the default Compute Cluster using Cloudera
Management Console or CDP CLI.

Required role: EnvironmentAdmin

Y ou can create additional Compute Clusters beside the default Compute Cluster using Cloudera Management
Console.

1. Navigateto your environment.
2. Select Compute Clusters tab.
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3. Click Add Compute Cluster.
The Add Compute Cluster wizard appears.

Add Compute Cluster
() / liftie-v2 / Compute Clusters / Add Compute Cluster
Environment
liftie-v2

[ |

Description

‘ Z

Add Cluster Cancel

4. Provide a Nameto the cluster, and optionally a Description.
5. Click Add Cluster.

Y ou will be redirected to the Compute Cluster s tab, where you can track the creation process of the additional
Compute Cluster.

Y ou can use the following CDP CLI command to create additional Compute Clusters after the default Compute
Cluster is created:

cdp conpute create-cluster
--environnent --env-nane-or-crn [***ENVI RONVENT NAME OR CRN***] \
--nane [***CLUSTER NAME***]

After the command runs, you can verify if the additional Compute Cluster creation was successful using the following
command:

cdp conpute list-clusters --env-name-or-crn [***ENVI RONVENT NAME OR CRN***]

The additional Compute Cluster status should bein RUNNING state.

After creation, you can view the Compute Cluster details, manage the access of the clusters, download the
Kubeconfig file, and delete the created additional Compute Clusters.

Required resource role: EnvironmentAdmin or Owner

Required account role: lamViewer
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1. Click onthe Name of the Compute Cluster.
Y ou will be redirected to the Cluster Details page.

On the Cluster Details page, you can view the Status, Creation Date, Created By, Description and CRN of the
Compute Cluster.

2. Click Actionsto open the drop-down menu.
Ij Note: Ensurethat you have one of the following rolesto access the Actions menu

¢ EnvironmentOwner or EnvironmentAdmin
¢ ClusterCreator or ClusterOwner

a. Click Manage Accessto update the list of users who have access to manage the Compute Cluster and useit for
installing Data Services.

1. Click Update roles to update the Resour ce Role of a user or group.
Y ou can assign the Owner resource role to a user or group to provide permission to manage the Compute

Cluster and install serviceson it.
b. Click Kubernetes Access to grant access for users to the Kubernetes API server.

1. Enter the User ARN.
2. Click Grant Access.

Y ou also have the option to Download the Kubeconfig from this page.
c. Click Delete Compute Cluster, if you no longer need the additional Compute Cluster.

Warning: Ensurethat the data services running on the Compute Cluster are deleted before deleting
the Compute Cluster itself.

1. Confirm the deletion of the additional Compute Cluster by clicking Remove.
3. Click Networking tab to view the subnet information of the Compute Cluster.

a
Click 4 to update the Kubernetes APl Server Authorized | P Ranges.
Ij Note: Ensurethat you have one of the following rolesto access the Actions menu

¢ EnvironmentOwner or EnvironmentAdmin
¢ ClusterCreator or ClusterOwner

1. Add or remove the CIDRs, and click Save.
4. Click Encryption tab to view the encryption key of the Compute Cluster.

5. Click Node Groupstab to have an illustrated overview of the resource utilization of the different services running
on the Compute Cluster.

6. Click Compute Cluster Version to view the Kubernetes and Insfrastructure Service versions of the cluster.
7. Click Logsto check the different events of the Compute Cluster.

Y ou can suspend and resume your default and additional Compute Clustersin an environment to manage your cloud
costs using CDP CLI.

» Ensurethat the environment is started and available.
» Ensurethat there are no Data Service workload instances running in the Compute Cluster.
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Required resource role: EnvironmentAdmin or Owner

1. Run the following command to suspend the Compute Cluster:

cdp conpute suspend-cluster --cluster-crn [***CLUSTER CRN***]

After running the command, the cluster status changes to SUSPENDING, and will progress to SUSPENDED once
the operation completes. The status of the cluster can be polled using describe-cluster command:

cdp conpute describe-cluster --cluster-crn [***CLUSTER CRN***]
Run the following command to resume the Compute Cluster with SUSPENDED status:
cdp conpute resunme-cluster --cluster-crn [***CLUSTER CRN***]
After running the command, the cluster status changesto RESUMING, and will progress to RUNNING status
once the operation completes.
B Note: Only the following operations are supported on a cluster with SUSPENDED status:

¢ DescribeCluster
¢ ListClusters
¢ DeleteCluster

Y ou can delete additional Compute Clusters in an environment to manage your cloud costs using CDP CLI.

Before you begin:

Ensure that the environment is started and available.

Ensure that there are no Data Service workload instances running in the Compute Cluster.
Y ou can only delete additional Compute Clusters.

Y ou can only delete the default Cluster by deleting the environment.

Run the following command to delete the Compute Cluster:

cdp conpute delete-cluster --cluster-crn [***CLUSTER CRN***]

Y ou can upgrade default and additional Compute Clusters in an environment when there is a new Kubernetes version
available from Cloudera Management Console and from CDP CLI.

Required role: EnvironmentAdmin or EnvironmentOwner

Before you begin

Ensure that the Cloudera environment is running and available..

1. Navigateto Container Service in Cloudera Management Console.
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2. Find the compute cluster that you want to upgrade.
Y ou can scroll through the list of compute clusters or use the search box to filter down the list of clusters.

In case there is an upgrade available for the compute cluster, the new version isindicated next to the Kubernetes

Version.
RO  Coiciner Service a

Clusters c

[ Environment +
Status + Name Environment Kubernetes Version Date Created
@ Running 5 xzhong-cml-env 130 (132 Available (D 2/1/2025
@ Running s se-sandbox-aws 132 1/3/2026
@ Running a3 se-sandbox-aws 132 1/4/2026

3. Start the upgrade process by using one of the following steps:

a. Click on the cluster that you want to upgrade. Y ou will be redirected to the Compute Cluster Details page,
and select Actions Upgrade .

upgrade2 Q

(3 / upgrade2

Overview
Running = ma v © Kubernetes Access
A% Manage Access
Compute Cluster Details @® Upgrade
ATE CF CREA K NE £ N @ Delete
11/24/2025, 5:18:50 PM 130 Eks cluster -2 #
Networking | Networking
Encryption

Configuration

Click on the @ next to the new version.

Container Service

Clusters c
t menckews~2 =) X Clear
tat Name * Environment Kubernetes Vet n Da T
@ Running f v =
@ Running g aws-v 1.32 Available (D
@ Running u;vum Y aWS-v 1.32 Available

26



Cloudera Management Console Using Compute Clusters in environments on AWS

4. Click Ok to confirm the upgrade.

@ Upgrade Cluster
Cluster upgrade2 will be upgraded to 1.32

Cancel

The upgrade process will be triggered. Y ou can track the phases of the upgrade process under the Cluster
Upgrade Operation.

upgrade? Q

9 / upgrade2

Overview

° upgrade2

Running ™" Manoj-aws-v2

Compute Cluster Details

DATE CREATED CREATED BY KUBERNETES VERSION DESCRIPTION
11/24/2025, 5:18:50 PM 130 Eks cluster -2 &
Cluster Upgrade Operation Downld g | C
liftie-pgkmbrid-upgrade-yk64
. Validate J Prepare 3 Execute 4 Finalize
Start Time Start Time
11/24/2025, 6:02:50 PM 11/24/2025, 6:02:55 PM
End Time Last Updated
11/24/2025, 6:02:55 PM 11/24/2025, 6:02:55 PM

Note: In casethereisany error during the upgrade process, you can view the logs by using the Download
3 Log button. After fixing the error that caused the upgrade process failure, you can retry the upgrade

O

process again using next to the Download L og button.

A check mark is shown at each phase, Validate, Prepare, Execute and Finalize, when the given phase is
executed successfully as shown in the following example:

upgrade?2 Q

3 / upgrade2

Overview

0 upgrade2

Running ™ Manoj-aws-v2

Compute Cluster Details

DATE CREATED
11/24/2025, 5:18:50 PM

KUBERNETES VERSION
1.32

DESCRIPTION
Eks cluster-2 2

Cluster Upgrade Operation

11/24/2025, 6:02:55 PM

11/24/2025, 6:03:21 PM

liftie-pgkmbrid-upgrade-yk64

. Validate . Prepare . Execute
Start Time Start Time Start Time
11/24/2025, 6:02:50 PM 11/24/2025, 6:02:55 PM 11/24/2025, 6:03:21 PM
End Time End Time End Time

11/24/2025,7:16:33 PM

Download Log (¢]

. Finalize

Start Time
11/24/2025,7:16:33 PM
End Time
11/24/2025,7:16:50 PM
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Run the following command to upgrade the Compute Cluster:
cdp conpute upgrade-cluster --cluster-crn [***CLUSTER CRN ***]
The above command returns an operationld that can be used to further track the upgrade progress:

cdp conpute get-operation-details --operation-id [***OPERATION | D ***]
cdp conpute get-operation-status --operation-id [***OPERATION | D ***]

In case the upgrade process has failed, you can use the retry-operation command with the operationld to trigger the
upgrade again:

cdp conpute retry-operation --operation-id [***OPERATION | D ***]

Cloudera Container Service enables you to deploy a containerized platform on Kubernetes for Data Services and
shared services.

Cloudera Container Service offers simplified management, enhanced efficiency, and centralized control that |eads
to faster deployments, reduced configuration errors and improved system reliability. As multiple Data Services can
optionally share the same Compute Cluster within the Container Service, it also lowers the cost of ownership.

When registering a Compute Cluster enabled environment, a default Compute Cluster is created. This default
Compute Cluster istied to the environment, and is used for running critical applications. The default Compute Cluster
islabeled as Default Cluster in your environment to distinguish it from the other Compute Clusters.

CLOUDZRA 3
Management Console [IRSSIICIACESENTIES "
Clusters c

Status + Name Environment

Kubernetes Version Date Created

@ Running cai aws xzhong-cml-env 130 (132 Available @ 2/1/2025

¥ pdf-aw-cdp-env 132 12/1/2025

@ Running
@ Running inference-cluster s pdf-aw-cdp-env 132 12/1/2025
@ Running s 1.32 12/7/2025
@ Running A se-sandbox-azure 1329 12/8/2025
as mishm-cdp-env 132 12/8/2025

@ Running

@ Running s se-sandbox-aws 1.32 12/8/2025

@ Running v se-sandbox-aws 132 12/8/2025

@ Running b 1.32 12/8/2025

Y ou can create additional Compute Clusters that inherit the configuration of the default Compute Cluster. Y ou can
manage the lifecycle of the additional Compute Clusters as they are independent of the environment.

When creating your environment, you can enable the default Compute Cluster using the Cloudera Management
Console or CDP CLI to be able to run your data and shared services on the containerized platform.

Required role: EnvironmentAdmin

Before you begin
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» Ensurethat your Azure account has all the resources required by Cloudera.

For more information, see Azure subscription requirements.

When creating your environment in Cloudera M anagement Console, ensure that you use the Enable Compute
Cluster setting to create the Compute Cluster enabled environment.

® Enable Compute Cluster to set up a containerized platform for all data services.

C Enable Compute Cluster
T ber

After completing the step for Data Access and Data L ake Scaling, configure the networking settings for Kubernetes
with enabling User Defined Routing, and selecting Private Kuber netes Cluster or providing Authorized IP
Ranges on the Region, Networ king and Security page. When selecting Private Kuber netes Cluster, you also

need to select an existing private DNS zone or select creating a new private DNS zone by Cloudera on your Azure
account for the database. Worker Node Subnets are automatically pre-filled with the same set of subnets provided in
Network section, but you have the option to not use all of the available subnets.

Kubernetes

O Private Kubernetes Cluster
AKS Private DNS Zone ID¥
(2]
(L Enable User Defined Routing
© Please select a network subnet first in the Network section!
Worker Node Subnets*
(2]

For more information about creating your environment, see the Registering environment (Ul) documentation.

Run the following command to create the Compute Cluster enabled environment:

cdp environnents create-azure-environnment \
--environnent - name [ ***ENVI RONVENT NAME***] \
--credenti al -name [***CREDENTI AL NAME***] \

--region [***REG ON***] \

--public-key [***PUBLI C SSH KEY***] \
--security-access [***SECURI TY ACCESS CONFI GURATI ON***] \
--use-public-ip | --no-use-public-ip \

--1 o0g-storage [***STORAGE CONFI GURATI ONF**] \

--enabl e- conput e-cl uster \

--conput e-cl uster-configuration \

privat ed ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DRL***] , [ *** Cl DR2***]
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wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

cdp environnents create-azure-environnment \
--envi ronnent - name [ ***ENVI RONVENT NAME***] \
--credential -nane [***CREDENTI AL NAME***] \
--region [***REG ON***] \

--public-key [***PUBLI C SSH KEY***] \
--security-access [***SECURI TY ACCESS CONFI GURATI ON¥**] \
--use-public-ip | --no-use-public-ip \

--l og-storage [***STORAGE CONFI GURATI ONF**] \
--enabl e- comput e-cl uster \

--conput e-cl uster-configuration \

privat eC ust er =TRUE

wor ker NodeSubnet s=[ *** SUBNET1***] , [ *** SUBNET2* * *]

After the command runs, you can verify if the environment was successfully created with the default Compute Cluster
with using the following commands:

» Describing the environment:

cdp environnments descri be-environnent --env-nane-or-crn [***ENVI RONVENT
NAME OR CRN***]

"azur eConput ed ust er Confi guration": {
"privateC uster": false,
"kubeApi Aut hori zedl pRanges": |
"0.0.0.0/0"
]

}1
nabl eConput eC uster": "true"

e Listing Compute Clusters:

cdp conpute list-clusters --env-nanme-or-crn [***ENVI RONVENT NAME OR
CRN* ** ]

B Note: FreelPA must be created and running before the default Compute Cluster is created.

Y ou can use the following command to retry the environment creation with the default Compute Cluster:

cdp environnments initialize-azure-conpute-cluster
--envi ronment - name [ *** ENVI RONMVENT NAME***] \
--conput e-cl uster-configuration \

privat ed ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DRL***] , [ *** Cl DR2***]
wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

cdp environnents initialize-azure-conpute-cluster
--envi ronment - name [ *** ENVI RONMVENT NAME***] \
--conput e-cl uster-configuration \

privat e ust er =TRUE
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wor ker NodeSubnet s=[ *** SUBNET1***], [ *** SUBNET2* * *]

In case you aready have an environment, but would like to have your services to run on the containerized platform
enabled by Compute Clusters, you can add the default Compute Cluster to your existing environment.

Required role: EnvironmentAdmin
Before you begin

« Ensure that the environment has no default Compute Cluster provisioned.
» Ensurethat the environment is started and available.

1. Navigateto your environment.
2. Click Compute Clusters.

The following message will indicate that Compute Cluster are not enabled for your environment:

@ Data Lake Details

NAME NODES SCALE QUICK LINKS
dwx-fshOcc Q2 wo Qo Light Duty @ Atlas @ Ranger @ Data Catalog

STATUS STATUS REASON CRN

@ Running Datalake is running

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary

In order to run Compute Clusters, this Environment needs to be upgraded.
With Compute Clusters enabled, you will have a standard, uniform Kubernetes platform

Enable Compute Clusters

3. Click Enable Compute Clusters.
4. Provide the necessary networking information for the Kuber netes cluster.

a. Enable User Defined Routing (UDR) in case public I Ps are blocked for egress.In case you enable UDR, you
must select the specific worker node subnet where the UDR is configured.

b. If you need to create a Private Cluster, enable Private Kubernetes Cluster to create a private cluster that blocks
all accessto the API Server endpoint.

c¢. If you do not need to create a Private Cluster, provide the CIDRs to the Kubernetes APl Server Authorized IP
Ranges field to specify a set of | P ranges that will be allowed to access the Kubernetes API server.
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5. Click Submit.

Y ou will be redirected to the Compute Cluster stab, where you can track the creation process of the default
Compute Cluster.

@ Data Lake Details

NAME NODES SCALE QUICK LINKS
liftie-fuikxh @2 wo Qo Custom © Atlas @ Ranger @ Data Catalog

STATUS STATUS REASON CRN

@ Running Datalake is running

Data Hubs Data Lake FreelPA Compute Clusters Cluster Definitions Summary
e Compute Clusters &
Q @® Add Compute Cluster

Status Name { CRN
QO Creating clusterLifecycle_1727210569747999282 jm}

1-10f1 Items per page: | 25 v

Run the following command to add the default Compute Cluster to the environment:

cdp environnents initialize-azure-conpute-cluster
--environnent - name [ ***ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat eC ust er =FALSE, \

kubeApi Aut hori zedl pRanges=[ ***Cl DRL***] , [ *** Cl DR2* * *]
wor ker NodeSubnet s=[ *** SUBNET1***] , [ *** SUBNET2* * *]

cdp environnents initialize-azure-conpute-cluster
--environnent - name [ ***ENVI RONVENT NAME***] \
--conput e-cl uster-configuration \

privat eC ust er =TRUE

wor ker NodeSubnet s=[ *** SUBNET1***] , [ *** SUBNET2* * * ]

The environment will have COMPUTE_CLUSTER_CREATION_IN_PROGRESS status. Y ou can use the following
command to check the status of the environment creation, the statusReason field will contain the information about
the process:

cdp environnments descri be-environnent --env-nane-or-crn [***ENVI RONVENT
NA'VE***]

For more detailed status information about the cluster creation, you can use the following command:

cdp conpute list-clusters --env-nane-or-crn [***ENVI RONVENT NAME***]

Y ou can add as many additional Compute Clusters as required beside the default Compute Cluster using Cloudera
Management Console or CDP CLI.

Required role: EnvironmentAdmin

32



Cloudera Management Console Using Compute Clusters in environments on Azure

Y ou can create additional Compute Clusters beside the default Compute Cluster using Cloudera Management
Console.

1. Navigate to your environment.
2. Select Compute Clusters tab.
3. Click Add Compute Cluster.

The Add Compute Cluster wizard appears.

Add Compute Cluster

(9 / liftie-v2 / Compute Clusters / Add Compute Cluster

Environment

liftie-v2

(. |

Description

| /,
Add Cluster Cancel

4. Provide a Nameto the cluster, and optionally a Description.
5. Click Add Cluster.

Y ou will be redirected to the Compute Cluster s tab, where you can track the creation process of the additional
Compute Cluster.

Y ou can use the following CDP CLI command to create additional Compute Clusters after the default Compute
Cluster is created:

cdp conpute create-cluster
--environment --env-nane-or-crn [***ENVI RONVENT NAME OR CRNF**] \
--nane [***CLUSTER NAME***]

After the command runs, you can verify if the additional Compute Cluster creation was successful using the following
command:

cdp conpute list-clusters --env-name-or-crn [***ENVI RONVENT NAME OR CRN***]

The additional Compute Cluster status should bein RUNNING state.

After creation, you can view the Compute Cluster details, manage the access of the clusters, download the
Kubeconfig file, and delete the created additional Compute Clusters.

Required resource role: EnvironmentAdmin or Owner

Required account role: lamViewer
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1. Click onthe Name of the Compute Cluster.
Y ou will be redirected to the Cluster Details page.

On the Cluster Details page, you can view the Status, Creation Date, Created By, Description and CRN of the
Compute Cluster.

2. Click Actionsto open the drop-down menu.
Ij Note: Ensurethat you have one of the following rolesto access the Actions menu

¢ EnvironmentOwner or EnvironmentAdmin
¢ ClusterCreator or ClusterOwner

a. Click Manage Accessto update the list of users who have access to manage the Compute Cluster and useit for
installing Data Services.

1. Click Update roles to update the Resour ce Role of a user or group.

Y ou can assign the Owner resource role to a user or group to provide permission to manage the Compute
Cluster and install serviceson it.

b. Click Kubeconfig to download the Kubeconfig file.

1. Click Download Kubeconfig.
c. Click Delete Compute Cluster, if you no longer need the additional Compute Cluster.

Warning: Ensurethat the data services running on the Compute Cluster are deleted before deleting
the Compute Cluster itself.

1. Confirm the deletion of the additional Compute Cluster by clicking Remove.
3. Click Networking tab to view the subnet information of the Compute Cluster.

a.
Click / to update the Kuber netes API Server Authorized | P Ranges.
E Note: Ensure that you have one of the following roles to access the Actions menu

¢ EnvironmentOwner or EnvironmentAdmin
¢ ClusterCreator or ClusterOwner

1. Add or remove the CIDRs, and click Save.
4. Click Encryption tab to view the encryption key of the Compute Cluster.

5. Click Node Groupstab to have an illustrated overview of the resource utilization of the different services running
on the Compute Cluster.

6. Click Compute Cluster Version to view the Kubernetes and Insfrastructure Service versions of the cluster.
7. Click Logsto check the different events of the Compute Cluster.

Y ou can suspend and resume your default and additional Compute Clustersin an environment to manage your cloud
costs using CDP CLI.

» Ensurethat the environment is started and available.
« Ensurethat there are no Data Service workload instances running in the Compute Cluster.

Required resource role: EnvironmentAdmin or Owner
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1. Run the following command to suspend the Compute Cluster:
cdp conpute suspend-cluster --cluster-crn [***CLUSTER CRN***]

After running the command, the cluster status changes to SUSPENDING, and will progress to SUSPENDED once
the operation completes. The status of the cluster can be polled using describe-cluster command:

cdp conpute describe-cluster --cluster-crn [***CLUSTER CRN***]
2. Run the following command to resume the Compute Cluster with SUSPENDED status:
cdp conpute resume-cluster --cluster-crn [***CLUSTER CRN***]
After running the command, the cluster status changesto RESUMING, and will progress to RUNNING status
once the operation completes.

E Note: Only the following operations are supported on a cluster with SUSPENDED status:

¢ DescribeCluster
¢ ListClusters
* DeéleteCluster

Y ou can delete additional Compute Clusters in an environment to manage your cloud costs using CDP CLI.
Before you begin:

» Ensurethat the environment is started and available.

« Ensurethat there are no Data Service workload instances running in the Compute Cluster.
¢ You can only delete additional Compute Clusters.

* You can only delete the default Cluster by deleting the environment.

Run the following command to delete the Compute Cluster:

cdp conpute delete-cluster --cluster-crn [***CLUSTER CRN***]

Y ou can upgrade default and additional Compute Clusters in an environment when there is a new Kubernetes version
available from Cloudera Management Console and from CDP CLI.

Required role: EnvironmentAdmin or EnvironmentOwner
Before you begin

» Ensurethat the Cloudera environment is running and available..

1. Navigateto Container Service in Cloudera Management Console.
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2. Find the compute cluster that you want to upgrade.
Y ou can scroll through the list of compute clusters or use the search box to filter down the list of clusters.

In case there is an upgrade available for the compute cluster, the new version isindicated next to the Kubernetes

Version.
ﬂ;‘;:’;’;‘;‘mc“nsme Container Service Ja
@ Dashboard Clusters c
Status + Name Environment Kubernetes Version Date Created
@ Running A dsp-azure-dev-v2 130 (132 Available (D 2/1/2025
© Running A dsp-azure-devv2 132 17372026
@ Running /A dsp-azure-dev-v2 132 1/4/2026

3. Start the upgrade process by using one of the following steps:

a. Click on the cluster that you want to upgrade. Y ou will be redirected to the Compute Cluster Details page,
and select Actions Upgrade .

upgrade2 Q

(D / upgrade2

Overview

upgrade2 c m

Running /A dsp-azure-dev-v2 © Kubemetes Access

A% Manage Access

Compute Cluster Details @® Upgrade

ATE CF CREA KUBERNE A Y " @ Delete

11/24/2025, 5:18:50 PM 1.30

Networking | Networking

Encryption .
Configuration

Click on the @ next to the new version.

Container Service Q

Clusters €

| Environment = @ Add

Status + Name Environment Kubernetes Version Date Created

@ Running A dsp-azure-dev-v2 1.30  (1.32Available @® 2/1/2025
@ Running A dsp-azure-dev-v2 132 1/3/2026

@ Running A dsp-azure-dev-v2 132 1472026
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4. Click Ok to confirm the upgrade.

@ Upgrade Cluster

Cluster upgrade2 will be upgraded to 1.32

Cancel

The upgrade process will be triggered. Y ou can track the phases of the upgrade process under the Cluster
Upgrade Operation.

upgrade?

(9 / upgrade2

Overview

upgrade2

Running A dsp-azure-dev-v2

Compute Cluster Details

DATE CREATED CREATED BY KUBERNETES VERSION DESCRIPTION
11/24/2025, 5:18:50 PM 130
Cluster Upgrade Operation c
liftie-pgkmbrid-upgrade-yk64
@ validate ) Prepare 3 Execute 4 Finalize
Start Time Start Time
11/24/2025, 6:02:50 PM 11/24/2025, 6:02:55 PM
End Time Last Updated

11/24/2025, 6:02:55 PM

11/24/2025, 6:02:55 PM

N

Note: In casethereisany error during the upgrade process, you can view the logs by using the Download
Log button. After fixing the error that caused the upgrade process failure, you can retry the upgrade

process again using o

next to the Download Log button.

A check mark is shown at each phase, Validate, Prepare, Execute and Finalize, when the given phase is
executed successfully as shown in the following example:

upgrade2

@ / upgrade2

Overview

upgrade2

Running /& dsp-azure-devv2

Compute Cluster Details

DATE CREATED CREATED BY

KUBERNETES VERSION DESCRIPTION
11/24/2025, 5:18:50 PM 132
Cluster Upgrade Operation Downloadlog ~ C
liftie-pgkmbrid-upgrade-yk64
@ vaiidate @ Frepare @ execute @ Finaiize
Start Time Start Time Start Time Start Time
11/24/2025, 6:02:50 PM 11/24/2025, 6:02:55 PM 11/24/2025,6:03:21 PM 11/24/2025,7:16:33 PM
End Time End Time End Time End Time

11/24/2025, 6:02:55 PM

11/24/2025, 6:03:21 PM

11/24/2025,7:16:33 PM

11/24/2025,7:16:50 PM
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Run the following command to upgrade the Compute Cluster:
cdp conpute upgrade-cluster --cluster-crn [***CLUSTER CRN ***]
The above command returns an operationld that can be used to further track the upgrade progress:

cdp conpute get-operation-details --operation-id [***OPERATION | D ***]
cdp conpute get-operation-status --operation-id [***OPERATION | D ***]

In case the upgrade process has failed, you can use the retry-operation command with the operationld to trigger the
upgrade again:

cdp conpute retry-operation --operation-id [***OPERATION | D ***]
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