Cloudera Observability On-Premises Cluster

Optimization
Date published: 2024-01-31
Date modified: 2024-08-14

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© ClouderaInc. 2024. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



| Contents | iii

Understanding your enVirONMENT.........ccouviiieiieiieesie e see e e sre e seeessee e 5
SUPPOITEA BIrOWSEN S......eeececee et e r e snee e 5
Managing your Workloads and USEr'S........cccueeeeiiiniennin e 5
Classifying workloads for analysis with Workload VIiEWs.........cc.o e 5
Automatically generate WOrklOad VIBWS...........coueiiieieeeeerene e sre s 5

Defining Workload VIEWS ManUaITY ..........ccooireriiiiiiee et e 8

Triggering email alerts for your WOorkload VIEWS............ccoiiiiiiiie i 10

About the Cloudera Observability On-Premises Workloads page.........ccocoeeeeeerererenenenene e 13

Assigning access roles in Cloudera Observability On-PremiSeS........ooove e e 14
Understanding the Cloudera Observability On-Premises acCess roles.........coovveverevenenieseeniesieseeieenns 14
Understanding a Cloudera Observability On-Premises cluster poliCy.........ccocvoererereienienieneneeeeeeen 16

Configuring a default systems administrator for Cloudera Observability On-Premises..........ccccceeue.e. 16

Assigning Cloudera Observability On-Premises aCCess r0les.........coouviiereienene e 17

Managing Y our Cloudera Observability On-PremiSes aCCeSS rOles........couvirirereriinene e 20

PUFGING HDFS GaLAL.......iteieeeieee ettt ettt e beeb e bt bt e b e b se e b e b e se e e e e e e et eneenenaeene 21
Understanding the purge date used by the purge BVeNt...........c.cooeiireiereeieieeeeeereee e 21

Cloudera Observability On-Premises purge event ParameLers........cocooevererereneseeseesiesee s 22

Configuring the Cloudera Observability On-Premises purge BVENL............oceoeeerererenenesieseesesee e 23

Manually executing a Cloudera Observability On-Premises purge event..........ccoeeeeeeereenenenene e 24

Managing your Cloudera Observability On-Premises purge BVENL...........cooeverererereseseseeseeseeseeseenens 25

Working with alerts, Costs, and reportsS........ccocoeeieeiiieeeciee e 26
Analyzing your environment costs with Cloudera Observability On-Premises..........cocvveveneneneeieeenenieeeenn, 26
Configuring the Cloudera Observability On-Premises cost center Criteria........coovvvrerenerererierieneenne. 28

Creating a Cloudera Observability On-Premises COSt CENLEN.........oirireirieereene e 29

Assigning uncategorized reSOUrCeS t0 @ COSE CENLEY..........euirirerireiriee et 31

Displaying your costs associated With @ COSt CENEN........ccuiiriireirerere s 32

Downloading Your Chargehatk COSES..........crueuerieirieirieerieisiee sttt 34

Triggering action alerts across jODS aNd QUENTES..........ccouiriiiriririeeie e 35
Creating @n AULO ACHION BVENL.......coiiiiiiieiereet ettt b bbb st b e b b e b eenas 36

Events and management details Of U0 aCtIONS...........ccviiiiriinciree e 38

Managing YOUr BULO @CHIONS........c.erteuerueiertierieestessetes ettt see et sbe e b e bbb bt sbe e bt b e et ne b e 40

Auto action email NOtifiCation EXAMPIES.........coiiiiiririere et b e seere e 41

Under standing, identifying, and addressing problemswith Cloudera

Observability ON-PremiSeS.........ccoccveiiiiieeiie ettt 41
SPECITYING @ HIME FANGE.....eteeeeeieeeeee ettt st e st e e se e e e s e e s e e e ese e s e s seaaesbesbeseeseesteseeseensenseseneesennennnasens 42
Exporting a report about your workload jobs and QUENIES..........cccueieeieeieececececee e 44
ANAYZING YOUE TADIES.......eiiciiie ettt et et e e e e e e e eseeseeseesesaesaesresteseeseenteneeneens 44

Understanding the Cloudera Observahility On-Premises metastore analytics Ul elements................... 45
Understanding the Hive Metastore CalEgOIY ........ccovuiieiirerereereeieeeeieeesteses e srestessessessesseseessessesesssssens 48
Displaying the Metastore ANAYLICS.......cccccueieireiiecere et ste et snesresteseeseenen 51

Analyzing your Hive queries for debugging and optimiZation...........ccccceeivvereseniesesesieseseeesee e e eseees 52



Identifying inefficient phases of YOUr HiVe QUENIES...........ociiriiiiese e 53

About the Cloudera Observability On-Premises Hive cluster service Metrics.........oocoveveneeneeierienicnnene 55
Troubleshooting an abnormal JOD AUIALiON...........oiiiiiiiie e e e 57
TroublesShooting FAIlE JODS.........cui ettt et besbe e b e 61
Determining the cause of Slow and failed QUENES..........c.ooiiiiiiiie e 64
Troubleshooting with the Job CompPariSON FEAIUNE............ciiriierieieeeere ettt en 67
Understanding the Cloudera Observability On-Premises cluster Services MELricS.......coovvererereenieneeieeccecnene 73

Understanding the Cloudera Observability On-Premises services health check alerts...........ccoccoeneee. 75

Accessing the Cloudera Observability On-Premises Cluster Services Charts.........ccccooevrenienininenns 76

Building your own Cloudera Observability On-Premises services metric chart..........ccccoovevevcciciennn. 77



Understanding your environment

This section describes how to plan, budget, and forecast costs, identify, troubleshoot, and optimize existing and
potential problems, create alerts and enable reports, purge your data, and manage your users with roles and your data
with Workload Views.

Note: To display the most current diagnostic metrics and health statistics collected by Telemetry Publisher in
E the Cloudera Observability On-Premises web Ul, you must upgrade to the latest version of Cloudera Manager
and restart Telemetry Publisher.

Cloudera validates and tests against the latest version and supports recent versions of the following browsers:

» Google Chrome
e MozillaFirefox

Ij Note:
* MozillaFirefox is not supported by Data Engineering.
e Certain accessihility featuresin DataFlow do not work in Mozilla Firefox.
o Sefari
* Microsoft Edge

Learn the Cloudera Observability On-Premises administration features that enable you to define workload views for
analyzing specific items of interest, purge your data, and assign resource access roles for managing and restricting
USer access.

The Workload View feature enables you to analyze workloads with much finer granularity. For example, you can
analyze how queries that access a particular database or that use a specific resource pool are performing against your
SLAs. Or you can examine how all the queries that are sent by a specific user are performing on your cluster.

If you have not defined workload views you have an option to generate default views by selecting a set of criteria.

Describes how to generate the Cloudera Observability On-Premises default views.




Managing your workloads and users

1. Verify that you are logged in to the Cloudera Observability On-Premises web UI.

a)
b)

0)

d)

Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

Click Login.

The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

From the Environment Name column in the Environment's table, select the environment required for
analysis.

The Environments navigation panel opens, which hierarchicaly lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required as aworkload view.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. Select the Workloads tab.
In the Workloads page, click Auto-generate:

4,

e

Define a workload view to monitor subsets of queries in your cluster.

Select recommended workload views that are Manually select criteria to define a workload view.
based on query frequency and regularity.




Managing your workloads and users

5. From the Criteria column, examine the criteriathat is used for each workload view, select the required workload
view or views, and then click Add Selected:

Add Recommended Workload Views

viter of Totsl Quaries & Recommended SLA Warning Theashald
19_58&
B o —_tsbie
.
v_tnbles_2 o
Y
select T
Add Selected

The workload views you selected are saved and displayed on the Workloads page.

6. To verify your workload views, on the Workloads page, |ocate the workload view you added. When verified, click
the workload to view its details:

Engine & Status Date Range Today
Status Cloud Friendly Workload . Engine Criteria SLA Warning Thresh... Missed SLA% 5
L] L] ¢ Impala ANY OF 2s 90% T6%
o [ ] TB-Table Impala Table: ANY OF 108 10%
o 1] Impala Impala sor: o ims
o - ETL Impala DL Type: ANY OF ALTER_TABLE, CREATE_TABLE, CREATE TABLE A 10s
ype: ANY OF DOL, DML, Loa
L] W2 Impala Databise 30s 95% 33%
o e JEry Impala 67 15TV tatement Type: Query m

7. To view moreinformation about the workload, open its Summary page by clicking the name of the workload view

in the Workload column, which displays the view's details as chart widgets that you can use to further analyze the
results.

8. To create anew view do the following:
a) Verify that the Cluster Summary pageis displayed for the environment's cluster required as aworkload view.

Q Tip: The page'stitleisdisplayed in the browser tab.

b) Select the Workloads tab.
¢) From the Define New menu in the Workloads page, select one of the following:

* To create anew manual view, select Manual Definition, in the Criteria Definition widget define a set of
criteriafor the view, and then click Save.

e Toautomaticaly generate a new view, select Auto-generate Definition.

The Workloads page reopens and your workload view appears in the Workload column.




Managing your workloads and users

9. Workload Views cannot be edited directly. If you require changes to an existing Workload View do the following:
a) Inthe Workloads page, locate the Workload View that requires changes.
b) FromitsAction list, select Clone.
¢) Inthe Criteria Definition widget make the changes you require, and then click Save.
The Workloads page reopens and your workload view appears in the Workload column.

d) Locatethe Workload View that required changes and from its Action list, select Delete and then in the
Confirm message, confirm its deletion by clicking OK.

Steps for manually defining your workload views.

This task describes how to manually define your Workload Views.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required as aworkload view.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. Select the Workloads tab.




Managing your workloads and users

4. Inthe Workloads page, click Manual:

e

Define a workload view to monitor subsets of queries in your cluster.

Select recommended workload views that are Manually select criteria to define a workload view.
based on query frequency and regularity.

The Criteria Definition widget opens, where you define a set of criteria that enables you to analyze a specific set
of queries.

For example, as shown in the image below, you can list the total amount of failed queries, as a percentage, from a
specific engine that are subject to atwo second SLA.

Where, as defined by the criteria condition, Cloudera Observability On-Premises will monitor all query jobs from
the Impala engine. When the total query execution time exceeds 2 seconds, as defined by the SLA condition, for
90 percent of these queries, as defined by the Warning Threshold, the workload is flagged with afailed state:

Name @

workload _1

* Engine
=ngine

Impala

Poa ANY root.default *

Example: Th 2m 3s Sms

Warning Threshald &
a0 % queries missed SLA

Sets the percentage of queries missing the SLA that is to be reached before the workload is flagged with a failed status

Cluster default date range is in the past, metrics reflect the status of the period

01/24/2021 - 0772372011

30063  76%

5. Todisplay asummary of the queries matching your criteria, click Preview. The date range, the number of queries
that match the criteria, and the number of queries that missed the SLA condition are displayed.




Managing your workloads and users

6. Click Save.
The Workloads page opens and your workload view appears in the Workload column.

Engine ¥ Status Date Range Today

Status Cloud Friendly Warkload Engine Criteria SLA Warning Thresh... Missed SLA% =
L] 1] @ Impala ANY OF 25 a0 TE%

o (1] TE-Table Impala Table: ANY OF 108 o

o e Jery Impala Ber LBerve tatement Type: Cuery m Z

Tip: Tolocate your new workload view from along list, sort the Workload column alphabetically in
Q either the ascending or descending order by clicking the Workload column's up and down arrows.

7. To view moreinformation about the workloads using the view's formula, open its Summary page by clicking the
name of the workload view in the Workload column, which displays the view's detail s as chart widgets that you
can use to further analyze the results.

8. To create anew view do the following:

a) Verify that the Cluster Summary pageis displayed for the environment's cluster required as aworkload view.

Q Tip: The page'stitleisdisplayed in the browser tab.

b) Select the Workloads tab.
¢) From the Define New menu in the Workloads page, select one of the following:

* To create anew manual view, select Manual Definition, in the Criteria Definition widget define a set of
criteriafor the view, and then click Save.
e Toautomatically generate a new view, select Auto-generate Definition.

The Workloads page reopens and your workload view appears in the Workload column.
9. Workload Views cannot be edited directly. If you require changes to an existing Workload View do the following:
a) Inthe Workloads page, Locate the Workload View that requires changes.
b) Fromits Action list, select Clone.
¢) Inthe Criteria Definition widget make the changes you require, and then click Save.
The Workloads page reopens and your workload view appears in the Workload column.

d) Locatethe Workload View that required changes and from its Action list, select Delete and then in the
Confirm message, confirm its deletion by clicking OK.

Y ou can trigger daily email alerts for your Workload Views, based on your defined service-level agreement (SLA)
performance threshold and/or your workload job or query failures. When a Workload View’s SLA reaches or
exceeds the defined threshold, or the workload jobs or queries reach or exceed the failure percentage, an email alert is
triggered for you to take action upon its receipt.

Steps on how to enable email alerts for your Workload Views.

10



Managing your workloads and users

Note: The Cloudera Observability On-Premises Premium licensetier is required for the Workload View

E Alert feature. If you do not have Cloudera Observability On-Premises Premium the Workload View’s alert
enablement and menu items are hidden. For more information about the Cloudera Observability On-Premises
Premium license tier and to request a demo, click the Related Information link below.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required as aworkload view.

To display the Cluster Summary page for a Data Hub, Virtual Cluster, and Virtual Warehouse environment type,
do one of the following:

« From the Environment panel, expand the service's category and depending on the service, locate and select the
Data Hub's cluster, Virtual Cluster, or Virtual Warehouse that isrequired for analysis.

« Inthe Data Servicestable, drill-down through the service links to locate and select the Data Hub's cluster,
Virtual Cluster, or Virtual Warehouse that is required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. Select the Workloads tab.
4. Do one of the following:

a. If no other Workload Views exist, in the Workloads page, click Manual.
b. If other Workload Views exist, from the Define New list, select Manual Definition.

The Criteria Definition widget opens, where you define the criteriafor the Workload View that will aert you
when the SLA or specific workload jobs or queries reach or exceed the defined threshold or failure percentage.

5. Inthe Namefield, enter a unique namethat is easily identifiable.

Note: The name must be alphanumeric, must start with an alphabetical character, and must not contain
E spaces. Underscores and minus characters are accepted.

6. From the Engine list, select the engine in which the job or query isrun. For example, Impala.

Note: All jobs or queries that are run on the selected engine will be monitored by Cloudera Observability
On-Premises.

11



Managing your workloads and users

7. Specify the Criteria condition by doing the following:
a. From the Criterialist, select a criteriafilter item from the available options.
Y ou can set multiple conditions for the selected filter item. For example,

» |If you selected User, you can include ANY or NONE of the available usersin the Select user list.

» If you selected Pool, you caninclude ANY or NONE of the available poolsin the Select pool list.

* If you selected Query Start Time, you can include IN RANGE or NOT IN RANGE of your selected time
period.

Q Tip: You can define multiple Criteriafilters by clicking the plus sign.

8. Inthe SLA field, enter the threshold unit for the completion of ajob or query, using the following abbreviations as
the time units:

e h=hours

e m=minutes

e s=seconds

* ms=milliseconds

The time units must be in chronological order, where hours come before minutes, minutes come before seconds,
and seconds come before milliseconds, and cannot have a space between the threshold number value and the time
unit. For example, 2h 20m 3s. The threshold time value can also be entered as awhole time unit, where instead of
entering 1h 10m you can enter 70m.

9. Inthe Warning Threshold field, enter a percentage value that when exceeded by either the number of jobs or
queriesfailing the SLA value or failing execution completion, triggers a Warning status and if applicable triggers
an email alert notification.

E Note: Rounding rules are applied to the Warning Threshold value.

10. For users with the Cloudera Observability On-Premises Premium licensetier, you can enable the email alert
notification when the threshold or the number of failed jobs or queries is exceeded.

a. On the Workloads page, select the Workload View and from its Actions list, select Manage Email Alerts.

b. Onthe Manage Email Alertswindow, inthe Alert Email field, enter the email address to which aert
notification must be enabled, and press Enter or click the plusicon.

The specified email addressis displayed in the Current Alert Emailslist. Y ou can enter multiple email
addresses. When enabled, a maximum of one email for each calendar day is sent to the specified email address
notifying them of the exceeded threshold.

Note: Inthe Current Alert Emailslist, the toggle is on by default for all specified addresses. Y ou can
B toggle the current alert email notification to enable or disable it as needed.

c. Click Saveto enable email alerts.

11. To display a summary of the jobs or queries matching your criteria, click Preview. The date range, the number of
jobs or queries that match the criteria, and the number of jobs or queries that missed the SLA condition or failed
completion are displayed.

12. Click Save.

The Workloads page opens and your workload view appears in the Workload column.

Tip: Tolocate your new workload view from along list, sort the Workload column alphabetically in
Q either the ascending or descending order by clicking the Workload column's up and down arrows.

13. To view more information about the workloads using the view's formula, open its Summary page by clicking the
name of the Workload View in the Workload column, which displays the view's details as chart widgets that you
can use to further analyze the results.

12



Managing your workloads and users

14. To delete an existing Workload View, do the following:

a) Inthe Workloads page, locate and select the Workload View that requires deletion.
b) Fromthe Actions list, select Delete.
¢) Inthe confirmation message, click OK to confirm. The view is permanently removed.

15. To create a new view do the following:

a) Verify that the Cluster Summary pageis displayed for the environment's cluster required as aworkload view.
Q Tip: The page'stitleisdisplayed in the browser tab.

b) Select the Workloads tab.
¢) From the Define New menu in the Workloads page, select one of the following:

* To create anew manual view, select Manual Definition, in the Criteria Definition widget define a set of
criteriafor the view, and then click Save.
e Toautomatically generate a new view, select Auto-generate Definition.

The Workloads page reopens and your workload view appears in the Workload column.

16. Workload Views cannot be edited directly. If you require changes to an existing Workload View do the following:

a) Inthe Workloads page, Locate the Workload View that requires changes.

b) FromitsAction list, select Clone.

¢) Inthe Criteria Definition widget make the changes you require, and then click Save.
The Workloads page reopens and your workload view appears in the Workload column.

d) Locatethe Workload View that required changes and from its Action list, select Delete and then in the
Confirm message, confirm its deletion by clicking OK.

Describes the fields in the Cloudera Observability On-Premises Workloads page.

The Workloads page displays the defined settings and state of your workload views.

It contains the following entry fields:

Status, which displays the current state of the action, as follows:

» Green, denotesthat all the jobs/queriesin a Workload View are UNDER the specified threshold for both
Missed SLA and Failure Rate.

* Red, denotes that the percentage of jobs/queriesin a Workload View have met or exceeded the specified
threshold for EITHER the Missed SLA or the Failure rate.

Workload, which displays the name of the Workload View. When clicked the Workload View's Summary page

opens.

Engine, which displays, from the Workload View’ s definition settings, the selected engine in which the jobs or

gueries are run.

Criteria, which displays the alert's Criteriafilters. These are attributes with static values that remain the same

during the execution of ajob or query.

SLA, which displays the service level agreement performance measurement, set as the completion duration

threshold of ajob or query, using the following abbreviations as the time units:

* h=hours

* m=minutes

e s=seconds

¢ ms=milliseconds

Note: Depending on what was entered for the SLA duration threshold, the time unit value may be
displayed as awhole time unit, where 70m is displayed for 1h 10m.

Warning Threshold, which displays the warning threshold value, which is set as a percentage of jobs or queries
that either missthe SLA condition or fail completion.

13
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* Missed SLA %, which displays the percentage of jobs or queries that missed the SLA threshold.

« Failure %, which displays the percentage of jobs or queries that failed completion.

« Total Jobs/Queries, which displays the total number of jobs or queries executed, regardless of completion
(including those not in aterminal state), during the selected time period that is displayed in the Date Range field in
the filter row.

» Action, which when selected lists the Workload View’ s available actions:

¢ Rename
* Clone
* Delete

* Manage Access
e Manage Email Alerts

Cloudera Observability On-Premises supports cluster privilege role types that define who is entitled to access jobs
and queries that are created by the user, who is entitled to create and administer cost centers and view cluster costs,
and who is entitled to access and administer jobs and queries within either a specific cluster or across all clusters
within the Cloudera Observability On-Premises environment.

Limiting the trust boundary for jobs, queries, cluster costs, and administrative management at the cluster level,
enables more control over the security and access management of your Cloudera Observability On-Premises
environment.

Describes the Cloudera Observability On-Premises access roles.

Important: Customers are responsible for managing and reviewing access credentials for their Cloudera
Observahility On-Premises accounts and activities. All user privileges and access rights should periodically
be reviewed and monitored, including who should access Cloudera Observability On-Premises, its services,
and components. For example, access rights should be reviewed when a user moves to another business unit.

Cloudera Observability On-Premises supports cluster privilege roles that define Cloudera Observability On-Premises
usersas a

e System Admin
¢ Cluster Admin
¢ Cluster User

The following tables describe these cluster privilege roles, also known as access roles:

An authentic Cloudera Observability On-Premises user who is assigned the System Admin access role has full
access rights and system administrator privileges across al clusters within the Cloudera Observability On-Premises
environment. Where they can view, edit, and create cost centers, view, edit, and create auto actions, and view all the
jobs and queriesin all the Workload clusters. These users have the |east restrictive access permissions.

Access Management page View and manage all the Cloudera Observability On-Premises cluster
policies and user access from the Access Management page

Cluster ¢ View all theworkload clusters on the Clusters page
¢ Rename aworkload cluster
« Delete aworkload cluster

14



Managing your workloads and users

Resource Actions

Workloads «  Create workloads
* View al theworkloadsin a cluster
e Update all the workloads in a cluster
* Deleteal theworkloadsin acluster
Queries View all the queriesin al the clusters of the Cloudera Observability
On-Premises environment
Jobs View all the jobsin all the clusters of the Cloudera Observability On-
Premises environment
Chargeback +  Create cost centers
e Update cost centers
e List cost centers
* Deletecost centers
*  View al the Chargeback related dashboards
Auto Actions +  Create auto actions

« View auto actions

e Update auto actions

e Disable auto actions

e Delete auto actions

¢ Enable an auto action email

Cluster Admin access role

An authentic Cloudera Observability On-Premises user who is assigned the Cluster Admin access role has full access
rights and cluster administrator privileges across an assigned cluster within the Cloudera Observability On-Premises
environment. Where they can view all the jobs and queriesin the assigned Workload cluster.

Table 2: Cluster Admin

Resource Actions

Cluster ¢ View the assigned Workload cluster on the Clusters page
*  Rename the Workload cluster
*  Delete the Workload cluster
Workloads +  Create workloads
*  View al workloadsin the assigned cluster
e Update all workloadsin the assigned cluster
* Deleteall workloadsin the assigned cluster
Queries View al the queriesin the assigned cluster
Jobs View al thejobsin the assigned cluster

Cluster User access role

An authentic Cloudera Observability On-Premises user who is assigned the Cluster User access role has limited
access rights across an assigned cluster within the Cloudera Observability On-Premises environment. Where they can
view only those jobs and queries they created and executed in the assigned Workload cluster.

Table 3: Cluster User

Resource Actions

Cluster View their assigned cluster on the Clusters page.
Workloads View their assigned workloads on the Workloads page
Queries View their queriesin the assigned cluster
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Jobs View their jobsin the assigned cluster

The Cluster User access role type has the most restricted access permissions, where the user may only view their own
jobs and queries.

This access role further restricts the Cluster User to one cluster per policy. For users who are responsible for jobs and
gueriesin more than one cluster they must also be assigned access rights to those clusters. Y ou can either add them to
the Cluster Policy for that cluster or include the pool that contains those workloads in the Cluster Policy in which they
are assigned.

Also, for users who require access to jobs and queries executed by other users, you can create a Custom Policy as part
of the Cluster Policy. This policy includes the user names of the users who execute those jobs and queries and/or the
pool names in which they are executed.

For example, though user A and user B have been granted the same Cluster User role type their access to jobs and
queriesis different. Thisis due to the conditions of the Cluster Policy in which they are assigned. Where:

» Thecluster policy that defines user A’s Cluster User role type does not permit the user to view workloads within a
pool or view other user workloads. In this case, user A isrestricted to only view their own jobs and queries within
their policy’ s assigned cluster.

e Thecluster policy that defines user B's Cluster User role type contains a Custom Policy that permits the user to
view workloads within a pool and view other user workloads. In this case, user B can view the jobs and queries
executed by other users and the jobs and queries executed in the pool.

Describes the Cloudera Observability On-Premises Cluster Policy criteriathat is used to assign Cloudera
Observability On-Premises access roles to your users.

Access to your Workload jobs and queriesis determined by a Cloudera Observability On-Premises Cluster Policy,
which comprises two or more of the following conditions:

e Oneor more LDAP Group identifier account names.

* One or more user names. By default, Cloudera Observability On-Premises authenticates user access by checking
that the user is amember of an LDAP group.

* A Cloudera Observability On-Premises access role type. The access role is assigned to the users that you provide
in the Usersfield and/or the users who are part of the groups you provide in the Groups field and is defined by the
conditions in the Cluster Policy.

e (Cluster User and Cluster Admin only) The cluster associated with the access role.

e (Cluster User only) A custom policy whose criteriais defined from the provided user names and/or the provided
pools. A custom policy enables the user or users defined in the Cluster Policy to view the jobs and queries
executed by other users and/or the jobs and queries executed in a pool.

Cloudera Observability On-Premises Cluster Palicies are created, managed, and maintained from the Access
Management page. Only users who have been granted the System Admin access role type can view and manage your
Cloudera Observability On-Premises cluster policies.

Note: At thistime, to access the Access Management page a manual edit in the URL isrequired. Thisisa
E temporary workaround for this known issue.

Pre-tasks that are required before you can start enabling role based access in Cloudera Observability On-Premises.

Describes how to enable role based accessin Cloudera Observability On-Premises and configure a Cloudera
Observability On-Premises default systems administrator.
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Before you can assign access roles in Cloudera Observability On-Premises you must first enable role based access
and configure a default systems administrator. Both tasks are completed in Cloudera Manager. Once configured, the
default administrator (also known as a superuser) can log into the Cloudera Observability On-Premises Ul and assign
the System Admin access policy role to one or more users.

1. Inasupported web browser on the Cloudera Observability On-Premises on-premises cluster, log in to Cloudera
Manager.
2. In Cloudera Manager, select Clusters, OBSERVABILITY, and then click the Configuration tab.

3. Inthe Configuration page, search for the Role Based Access enabled property and then select its
OBSERVABILITY (Service-Wide) check box.

4. According to your requirements, do one of the following:

a. Inthe OBSERVABILITY (Service Wide) field of the OBSERVABILITY Default Super Users property, enter
either the user name or the account name of a system administrator who isto be granted access to perform
administration tasks in Cloudera Observability On-Premises. By default, admin.

Q Tip: If the OBSERVABILITY (Service Wide) field is not displayed, click the plus sign circle icon.

b. Inthe OBSERVABILITY (Service Wide) field of the OBSERVABILITY Default Super Groups property,
enter the group account name of your LDAP admin group. For example, admin_grp.

The following image shows the configuration properties:

p;\_/} |I| DBS[R\/;’\B'L]TY-] Aclions Feb 2, 11:49 PM UTC

Status nstances “onfiguration Commands Charts Library Audits Observability LI &2 Quick Links «

Q acecess & Filters Role Groups History & Rollback

Role Based Access enabled

Observability Default Super OBSERVABILITY-1 (Service-Wide)
Users
| 1 2 |
o default_super_user: admin ]
Observability Default Super QBSERVABILITY-1 (Service-Wide)
Groups
of de
we MATERNRY
2 Edited Values Reason for change: | Modified Role Based Access enabled, Observability Default § Save Changes(cTRL#S)

5. Click Save Changes.

6. Navigate to the top of the Cloudera Observability On-Premises service page and from the Actions menu, restart
the Cloudera Observability On-Premises service, by selecting Restart.

Role based access to your Workload jobs and queries requires a Cloudera Observability On-Premises Cluster Policy
that defines the conditions for the role based access type and assigns it to your users. Y ou can have multiple Cluster
Policies that define the access criteriafor al of your workloads.
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Steps for assigning a System Admin access role to your Cloudera Observability On-Premises users.

Describes how to assign a Cloudera Observability On-Premises Role Based Access (RBAC) role for a system
administrator. This access role has full access rights and system administrator privileges across all clusters within the
Cloudera Observability On-Premises environment and can create your Cloudera Observability On-Premises Cluster
Policies that define your accessroles.

Note: Generally, only a user assigned the System Admin access role can create a Cloudera Observability On-
Premises Cluster Policy. But until the first System Admin access roleis assigned, a Cluster Policy can only be
created by a default systems administrator, also known as a default super user.

This task assumes that you have:

» Enabled role based access in Cloudera Manager. For more information, click the Related Information link below.
» Created adefault systems administrator, also known as a default super user, in Cloudera Manager.

1. Inasupported web browser log in to Cloudera Observability On-Premises as the user with default systems
administrator privileges.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL and press
Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.

2. Verify that you have enabled role based access in Cloudera Manager. For more information, click the Related
Information link below.

3. From the Cloudera Observability On-Premises main navigation side-bar, select Access Management.
Note: To display the Access Management link on the Cloudera Observability On-Premises main
Ij navigation side-bar the role base access property must be enabled in Cloudera Manager. For more

information on how to display the Access Management link for creating role based access, click the
Related Information link below.

4. Inthe Access Management page, click New Cluster Palicy.
The Create Cluster Policy page opens.
5. Do one or more of the following:
a. Inthe Groupsfield, enter the name of the LDAP administration group account whose users will be assigned

this cluster policy's accessrole.
b. Inthe Usersfield, enter the user name or user names who will be assigned this cluster policy's accessrole.

6. From the Assign Roleslist, select System Admin.
7. Click Create.

Note: Cloudera Observability On-Premiseswill take at |east 60 minutes to assign the access role to the
E user, users, and/or groups provided in the Cluster Policy.

The Successfully created access policy message appears when the Cluster Policy is created and the policy is displayed
in the Access Management’ s home page.

Configuring a default systems administrator for Cloudera Observability On-Premises
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Steps for assigning a Cluster Admin access role to your Cloudera Observability On-Premises users.

Describes how to assign a Cloudera Observability On-Premises Role Based Access (RBAC) role for a cluster
administrator.

Note: Only auser assigned the System Admin access role can create a Cloudera Observability On-Premises
Cluster Policy.

1. Inasupported web browser log in to Cloudera Observability On-Premises as a user that has been granted the
System Admin accessrole.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL and press
Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.

2. Verify that you have enabled role based access in Cloudera Manager. For more information, click the Related
Information link below.

3. From the Cloudera Observability On-Premises main navigation side-bar, select Access Management.
Note: To display the Access Management link on the Cloudera Observability On-Premises main
B navigation side-bar the role base access property must be enabled in Cloudera Manager. For more

information on how to display the Access Management link for creating role based access, click the
Related Information link below.

4. Inthe Access Management page, click New Cluster Palicy.
The Create Cluster Policy page opens.
5. Do one or more of the following:
a. Inthe Groupsfield, enter the name of the LDAP group account whose users will be assigned this cluster

policy's accessrole.
b. Inthe Usersfield, enter the user name or user names who will be assigned this cluster policy's accessrole.

6. From the Assign Roleslist, select Cluster Admin.
7. From the Cluster list, select the name of the cluster that will be assigned to this policy's access role.
8. Click Create.

Note: Cloudera Observability On-Premiseswill take at least 60 minutes to assign the accessrole to the
B user, users, and/or groups provided in the Cluster Policy.

The Successfully created access policy message appears when the Cluster Policy is created and the policy is displayed
in the Access Management’ s home page.

Configuring a default systems administrator for Cloudera Observability On-Premises

Steps for assigning a Cluster User access role to your Cloudera Observability On-Premises users.

Describes how to assign a Cloudera Observability On-Premises Role Based Access (RBAC) role for a cluster user.
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Note: Only auser assigned the System Admin access role can create a Cloudera Observability On-Premises
Cluster Palicy.

. Inasupported web browser log in to Cloudera Observability On-Premises as a user that has been granted the

System Admin accessrole.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL and press
Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) ClickLogin.
The Cloudera Observability On-Premises landing page opens.

. Verify that you have enabled role based access in Cloudera Manager. For more information, click the Related
Information link below.

. From the Cloudera Observability On-Premises main navigation side-bar, select Access Management.
Note: To display the Access Management link on the Cloudera Observability On-Premises main
E navigation side-bar the role base access property must be enabled in Cloudera Manager. For more

information on how to display the Access Management link for creating role based access, click the
Related Information link below.

. In the Access Management page, click New Cluster Policy.

The Create Cluster Policy page opens.

. Do one or more of the following:

a. Inthe Groupsfield, enter the name of the LDAP group account whose users will be assigned this cluster

policy's accessrole.

b. Inthe Usersfield, enter the user name or user names who will be assigned this cluster policy's accessrole.

. From the Assign Rolesllist, select Cluster User.

. From the Cluster list, select the name of the cluster that will be assigned to this policy’s accessrole.

. Enable the user or users defined in this cluster policy to view executed workloads from other users or executed

workloads from a pool by doing the following:

a. Inthe Usersfield, enter the user name or user names whose jobs and queries can be viewed by the user or
users defined in this cluster policy.

b. Inthe Poolsfield, enter the pool name or pool names whose jobs and queries can be viewed by the user or
users defined in this cluster policy.

. Click Create.

Note: Cloudera Observability On-Premises will take at |east 60 minutes to assign the access role to the
E user, users, and/or groups provided in the Cluster Policy.

The Successfully created access policy message appears when the Cluster Policy is created and the policy is displayed
in the Access Management’ s home page.

Configuring a default systems administrator for Cloudera Observability On-Premises

Describes how to manage your Cloudera Observability On-Premises cluster policies and access roles.

Information about your Cloudera Observability On-Premises Cluster Policies are displayed on the Access
Management page, which are viewed and managed by the user with the System Admin accessrole.
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Each row displays a Cluster Policy and its conditions, where:

» The Status column displays the state of the policy, as either Enabled or Disabled.

» The Clusters column displays the name of the cluster assigned to the Cloudera Observability On-Premises access
role.

« The Role column displays the Cloudera Observability On-Premises access role type.

» The Groups column displays the LDAP group users who are assigned the Cluster Policy's accessrole.

* The Users column displays the user names who are assigned the Cluster Policy's accessrole.

* The Custom Policy column displays the user and pool filter conditions.

e TheLast Updated column displays the date when the policy was last updated.

« The Actions column's vertical ellipses, when selected, lists the management tasks that can be performed.

The following management tasks are performed from the Access Management home page by a user with the System
Admin access role, which is accessed by selecting Access Management from the Cloudera Observability On-Premises
Navigation side-bar.

In the Access Management page, click the cluster policy’s vertical elipsisin the Actions column, and select Edit. In
the Cluster Policy, make your changes and then click Update.

In the Access Management page, click the cluster policy's vertical ellipsisin the Actions column, and select Delete. In
the confirmation message, click OK to confirm the action. The policy is permanently removed.

Q Tip: Clouderarecommends disabling rather than deleting a Cluster Policy.

In the Access Management page, click the cluster policy's vertical ellipsisin the Actions column, and select Disable.
In the confirmation message, click OK to confirm the action. The Status column displays the state of the policy as
Disabled.

Reduce bottlenecks between Telemetry Publisher and Cloudera Observability On-Premises, free up storage space,
and increase job and query runtime efficiency by removing obsolete HDFS data that exceeds the maximum retention
limit.

IE Note: Clouderarecommends performing regular purge events for HDFS files that are no longer required.

Describes the Cloudera Observability On-Premises purge event's criteriathat is based on the file's data group and the
data group's retention limit and how the purge date is calcul ated.

The purge event’s criteria is based on the maximum data retention policy, described in days, for the following HDFS
data groups:

e Temporary data, when the retention period exceeds 8 days

» Staging data, when the retention period exceeds 31 days

» Detailed data, when the retention period exceeds 181 days

« Summarized data, when the retention period exceeds 731 days
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The purge date is calculated by subtracting the retention days, specified by the maximum data retention period policy,
from the current date and comparing the resultant date with the data’ s timestamp date. If the data’ s timestamp date is
less than or equal to the resultant date the data is removed.

The data’ stimestamp date is determined by where the data resides:

« |f the dataresides in the cloudera-dbus root directory, the timestamp date is extracted from the subdirectory name.
For example, if the directory name is/cloudera-dbus/HiveAudit/2021030623. The timestamp date extracted by the
purge event is 2021/03/06, using the YYYY/MM/DD date format.

f Important: The purge event deletes files from the cloudera-dbus directory as follows:

e If thedate is successfully extracted and isless than or equal to the resultant date, all the filesin the
directory are removed and are counted as one file by the maximum deletion limit.

e If thedate is successfully extracted, islessthan or equal to the resultant date, and afile or filesare
set in the blobstore.purger.paths.to.keep parameter, al the files except the file or files set in the blob
store.purger.paths.to.keep parameter are removed and each file that is removed is counted by the
maximum deletion limit.

« |f the dataresides in a cloudera-sigma-olap-impala, cloudera-sigma-partial-pse, cloudera-sigma-pse-extended, or
cloudera-sigma-sdx-payloads root directory, the timestamp date is extracted from the file' s last modified time.

Obsolete data can be purged from the following HDFS root directories:

» cloudera-dbus

e cloudera-sigma-olap-impala
* cloudera-sigma-partia-pse

» cloudera-sigma-pse-extended
 cloudera-sigma-sdx-payloads

Lists the Cloudera Observability On-Premises purge event parameter settings that enable you to set the event’s
execution time, frequency, and maximum purge duration. Y ou can also exclude files and directories from being
purged with the blobstore.purger.paths.to.keep parameter setting.

blobstore.purger.frequency The purge event’s recurring schedule, based blobstore.purger.frequency = weekly
on one of the following values:

* None: Disables the purge process.

« Dally: Filesare automatically deleted the
next day at 1 am.

e Weekly: Files are automatically deleted
every Saturday at 1 am. Thisisthe default
setting.

e Monthly: Files are automatically deleted
on the last Saturday of the month at 1 am,
and then every 28 days thereafter. The
monthly parameter uses a 28-day calendar
format.
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Parameter Description

blobstore.purger.start.time

The purge event’ s start time, based on the 24-
hour time format. Where, 01:00 and 0:00 are
valid time values, and 24:00, 1.0, and 01:0 are
not valid time values

By default, Cloudera Observability On-
Premises schedul es the purge process when
it will cause the least amount of disruption to
users.

Note: Clouderarecommends

E scheduling a time during non-peak
working hours or job execution
hours.

Example

blobstore.purger.start.time = 01:00

blobstore.purger.paths.to.keep

Liststhefiles and directories that are to be
excluded from the purge event.

Where each file and/or directory is separated
by acommaand where:

« afilevalue must useitsfull path,
directory name, and file name.

e adirectory value must useits full path and
directory name.

bl obst or e. pur ger. pat
hs. to. keep=

/ cl ouder a- dbus/ | npal
aQueryProfil e/ 202103
0217/ 7d2bcef a- 8819 -

4f al- beOc- 4529ee4eb98f
/ cl ouder a- dbus/ Hi veA
udi t,

/ cl ouder a- si gma- ol ap-

i mpal a/ 02f 54999- b9a 4
-4dca- 8237- d1b047755

ef b,

/ cl ouder a- si gnma- sdx- pay
| oads/ 2bc85719- 7a3e-
4438- 96a4- 8f cOf 77f f

blobstore.purger.del ete.request.limit

The maximum deletion limit.

By default, the maximum number of files

that can be deleted by the purge processis
500,000. This ensures that a purge cycleis not
overloaded, does not introduce bugs, or takes
up too much time.

When the deletion limit is met, the purge
process:

e Stops processing for adaily scheduled
value.

e Stops processing and restarts the next day
for all other scheduled values.

Note: The purge event’s maximum

E deletion limit calculates l the
filesin adbus directory as onefile.
When you exclude afile or files
that reside in the dbus directory
from the purge process, the purge
event’s maximum deletion limit
condition calculates all the filesin
the directory minus those files you
have excluded.

blobstore.purger.del ete.request.|imit=500000

Configuring the Cloudera Observability On-Premises purge event
Steps for scheduling and configuring a purge event.

About this task

Describes how to schedule and configure the Cloudera Observability On-Premises purge event.
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7.
8.
9.

In a supported web browser, log in to Cloudera Manager as a user with full system administrator privileges.
From the Navigation panel, select Clusters and then OBSERVABILITY.

In the Status Summary panel of the OBSERVABILITY page, select Admin API Server.

Click the Configuration tab.

Search for the Admin API Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option.

In the text field enter your purge event’s parameter settings, using the Purge Event Parameterstable.

For example,

bl obst ore. purger. del ete. request.|im t=9990000

bl obst or e. purger. pat hs. t 0. keep=/ cl ouder a- dbus/ | npal aQuer yProfil e/ 202103021
7/ 7d2bcef a- 8819- 4f al- beOc- 4529ee4eb98f, / cl ouder a- dbus/ Hi veAudi t, / cl ouder a-
si gma- ol ap-i npal a/ 02f 54999- b9a4- 4dca- 8237- d1b047755ef b, / cl ouder a- si gma- sdx
- payl oads/ 2bc85719- 7a3e- 4438- 96a4- 8f cOf 77f f 79e

bl obst or e. purger. frequency=weekl y

bl obstore. purger.start.tine = 0:00

Click Save Changes, which sets and schedules the purge process.
From the Actions menu, select Restart this Admin API Server.
In the Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin API Server.

10. When the Restart API Server step window displays Completed, click Close.

Y ou can manually run your purge event immediately with a one-time operation, rather than scheduling a purge event.

Describes how to manually run a Cloudera Observability On-Premises purge event.

A one-time purge event is based on the maximum data retention policy using the Cloudera Observability On-Premises
purge event’ s parameter values, without the frequency value.

o wbhpRE

In a supported web browser, log in to Cloudera Manager as a user with full system administrator privileges.
From the Navigation panel, select Clusters and then OBSERVABILITY.

In the Status Summary panel of the OBSERVABILITY page, select Admin API Server.

Click the Configuration tab.

Search for the Admin API Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option.

In the text field enter your purge event’s parameter settings, using the Purge Event Parameterstable.

For example,

bl obst ore. purger. del ete. request.|im t=9990000

bl obst or e. purger. pat hs. t 0. keep=/ cl ouder a- dbus/ | npal aQuer yProfil e/ 202103021
7/ 7d2bcef a- 8819- 4f al- beOc- 4529ee4eb98f, / cl ouder a- dbus/ Hi veAudi t, / cl ouder a-
si gma- ol ap-i npal a/ 02f 54999- b9a4- 4dca- 8237- d1b047755ef b, / cl ouder a- si gma- sdx
- payl oads/ 2bc85719- 7a3e- 4438- 96a4- 8f cOf 77f f 79e

bl obst or e. purger. frequency=none

bl obstore. purger.start.tine = 0:00

Click Save Changes.
From the Actions menu, select Restart this Admin APl Server.
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9.

In the Restart this Admin API Server message, confirm your changes by clicking Restart this Admin APl Server.

10. When the Restart API Server step window displays Completed, click Close.
11. When amanual purge event run is required, do the following:

a) Loginto Cloudera Manager.

b) From the Navigation panel, select Clusters and then OBSERVABILITY.

¢) From the Actions menu, select Purge HDFS Bucket Data.

d) Inthe Purge HDFS Bucket Data confirmation message, confirm the purge event by clicking Purge HDFS
Bucket Data.

€) When the Purge HDFS Bucket Data window displays Completed, click Close.

Steps for updating, stopping, and troubleshooting your Cloudera Observability On-Premises Purge event.

The following management tasks can be performed:

To update your purge event:

g rcwbdhe
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In a supported web browser, log in to Cloudera Manager as a user with full system administrator privileges.
From the Navigation panel, select Clusters and then OBSERVABILITY.

From the Status Summary panel, select Admin API Server.

Click the Configuration tab.

Search for the Admin APl Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

In the text field, change the required values.

Click Save Changes.

From the Actions menu, select Restart this Admin APl Server.

In the Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin API Server.

10 When the Restart API Server step window displays Completed, click Close.

Y ou can stop arecurring purge event or stop a scheduled purge event whilst still running.

To stop arecurring purge event:

In a supported web browser, log in to Cloudera Manager as a user with full system administrator privileges.
From the Navigation panel, select Clusters and then OBSERVABILITY.

From the Status Summary panel, select Admin APl Server.

Click the Configuration tab.

Search for the Admin API Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

In the text field, replace the blobstore.purger.frequency value with none.

Click Save Changes.

From the Actions menu, select Restart this Admin API Server.

In the Restart this Admin API Server message, confirm your changes by clicking Restart this Admin API
Server.

10. When the Restart APl Server step window displays Completed, click Close.

g rwbdne
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» To stop ascheduled purge event whilst still running:

In a supported web browser, log in to Cloudera Manager as a user with full system administrator privileges.
From the Navigation panel, select Clusters and then OBSERVABILITY.

From the Status Summary panel, select Admin APl Server.

From the Actions menu, select Stop this Admin API Server.

Still in the Admin APl Server page, click the Configuration tab.

Search for the Admin APl Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

7. Replace the blobstore.purger.frequency value with none.

8. Click Save Changes.

9. From the Actions menu, select Restart this Admin APl Server.

10. In the Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin AP
Server.

11. When the Restart API Server step window displays Completed, click Close.

o g hswdhE

The Cloudera Observability On-Premises purge event does not delete directories and files that do not have the full
observability owner and file permissions. Files and directories may revert back to the hdfs owner when arestore is
created from a snapshot. In this case and before creating an automatic or manual purge event you must verify the
owner and file permissions of the required files to be purged.

To reset your HDFS files and directories as the observability owner with full administrative permissions do the
following:

1. Inaterminal go to the /etc directory and open the hdfs password file by entering:
vim passwd

Search for the kafka parameter.

Replace /sbin/nologin with /bin/hash.

Savethefile.
Grant full observability access permissionsto the hdfs password file by using the chown command.

oW

Y ou can determine if the purge event was successful or identify potential problems from the Cloudera Manager
Admin APl Server log files.

The Admin API Server log file entries also list the names of the files and directories that were deleted and provide
details about how many files and directories were deleted, the sum total size of the files and directories that were
deleted, and the time they were deleted.

Certain Cloudera Observability On-Premises features enable you to define cost centers for planning, budgeting,
and justifying resources and create alert actions that monitor your workloads and trigger a corrective action when
applicable.

The Cloudera Observability On-Premises Financial Governance Chargeback feature collects CPU, memory, data
read, data written, and resource usage data from your environment, allocates those charges to your custom cost
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centers, and visually displays the results. It provides an in-depth visibility into the workload resource costs of your
environment’ s infrastructure that can be used for planning, budgeting, and forecasting.

Note: Only userswith the System Admin access role type can define the Chargeback settings, list, create,
E update, or delete cost centers, and view all the Chargeback related dashboards. For more information about
the Cloudera Observability On-Premises accessroles, click the Related Information link below.

The Cloudera Observability On-Premises Financial Governance Chargeback feature measures and records the costs
of your workload resources and allocates them to the users who consume them. For resources that are shared, such as
multi-tenant clusters that are shared between different organizations and departments, it aso enables you to measure
and record those shared costs and charge those users based on their actual consumption. This feature helps you plan
and forecast budgets, it helps you ensure that costs are in line with business requirements and the Chargeback cost
center reports can be used to raise cost awareness and set limits to control your overall costs.

The Cloudera Observability On-Premises Financial Governance Chargeback feature cal cul ates cost based on the
following criteria:

» User or Pool usage, which enables you to separate user and resource pool costs.

* CPU and Memory hourly unit costs, which are based on actual CPU and memory usage using your internal
pricing or cost model.

« Dataread and written unit costs, which are charged per gigabyte (GB) for the data read and written by your
application.

Using the Chargeback criteria that you have set, charges for CPU, memory, data read, and data written consumption
are calculated and assigned by Cloudera Observability On-Premises to a cost center that is created by you. Cost
centers separate costs across users or pools and track their workload resource consumption costs. They can be divided
and/or grouped into members associated with an organization or group for helping you assign the chargesto auser’s
department.

When you create a Cloudera Observability On-Premises cost center, detailed summary reports of the costs and
resource usage for the environment are generated. After ajob has run, the tracked resource costs that is associated
with the cost center’s environment, service, or cluster are visually displayed. Y ou can drill down for more detailed
reports, such as viewing the costs incurred by a specific user or pool or viewing the top 5 users or pools whose jobs
created the highest costs or the top 25 jobs or queries that created the highest costs.

Overtime, as more jobs and queries are run you can view and compare historical trends by selecting specific time
periods from the time-range list. By default, datais retained for 6 months.

The Cloudera Observability On-Premises Chargeback feature uses usage-based metrics for CPU utilization and
memory consumption that have an hourly aggregation.

The Chargeback costs are calculated based on an hourly cost per resource unit, where:

e The CPU costs are expressed as the amount of time ajob process uses CPU within an hour.
« The Memory costs are expressed as an hourly allocation cost per gigabyte.

The following describes consideration and limitations you must know when using the Cloudera Observability On-
Premises Chargeback feature:

« Cost centers aggregate the charges, where a cost center can be for oneindividual user, multiple users, or pools. To
avoid cost duplication, users and pools must only be assigned one cost center.
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* When viewing the Chargeback reports, the costs are adjusted to a user's local timezone. Therefore, total costs,
such as daily charges, may differ across timezones.

E Note: Thetime-range list converts universal time to the user'slocal timezone.

The Cloudera Observability On-Premises Chargeback feature assumes the following:

* Your organization has an internal pricing or cost model.

* You have created Cloudera Observability On-Premises users or resource pools and assigned them to your
workloads.

Assigning access roles in Cloudera Observability On-Premises

The Cloudera Observability On-Premises Financial Governance Chargeback feature defines cost centers based on
certain criteria. Configure your Cloudera Observability On-Premises Chargeback settings by designating your cost
center resource usage across users and pools and defining the unit resource consumption costs.

The Cloudera Observability On-Premises Chargeback cal culates user and pool costs based on CPU, memory, data
read and written consumption. Y ou decide the CPU and Memory unit rates using your internal pricing or cost model.

Note: Only users with the System Admin access role type can define the Chargeback settings, list, create,
E update, or delete cost centers, and view all the Chargeback related dashboards.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.
2. From the Cloudera Observability On-Premises Main navigation panel, select Financial Governance.
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3. To configure your Chargeback criteria, do the following:
a. Fromthe Actionslist, select Chargeback Settings.

The Setup page opens displaying the Chargeback Criteria settings.
b. From the Select your Chargeback criteria section, select the required user or pool usage criterion option for
your cost centers.

Where, the Users option defines your cost centers based on users, and the Pools option defines your cost
centers based on your resource pools.
¢. From the Unit cost section, do the following:

1. From the Form Factor list, select the form factor to define cost. This defined unit cost is used to calculate
the chargeback cost. Y ou can select Classic Cluster, CDE, CDH, CDW, and PvC Base form factors.

2. Inthe CPU ($/CPU core hours) field, enter the amount for each CPU core hour.

In the Memory ($/GB hours) field, enter the amount for each gigabyte hour.

4. Inthe Data Read $/GB field, enter the cost per gigabyte (GB) for the data read by your application,
measured in dollars.

5. Inthe Data Written $/GB field, enter the cost per gigabyte (GB) for the data written by your application,
measured in dollars.

w

B Note: By default, the decimal currency symbol usesthe $ dollar sign.

d. Click Complete Setup.

Now that you have configured your Chargeback criteria settings you can start creating cost centers.
4. To change your Chargeback criteria, do the following:

Important: Cost centers are associated with a specific usage criterion (Users or Pools). Changing the
Chargeback usage criteria setting that your cost centers are associated with, such as from Users to Pools,
will hide your current cost centers that are associated with the previous usage criterion.

a. From the Actionslist on the Environments page, select Chargeback Settings.

The Chargeback Criteria Setup page opens.
b. If required, change the usage criterion option by selecting the option now required.

A warning message appears explaining that all cost centers associated with your previous usage criterion will
be hidden.

c. If required, from the Unit cost section, make your changes to the CPU, Memory, Data Read, and Data Written
unit costs.

d. Click Update.

If you changed the usage criterion, for example from Users to Poals, your cost centers from the previous usage
criterion (Users) are hidden. To display the unit consumption costs of your resources based on the new usage
criterion value requires creating new cost centers.

Note: The Cloudera Observability On-Premises Chargeback feature enables you to have cost centers
associated with each usage criterion for tracking the workload consumption costs for both Users and
Pools.

This topic describes the steps for creating a Cloudera Observability On-Premises cost center. Cost centers separate
costs across user or pool usage and track their workload resource consumption costs. They can be divided and/or
grouped into members associated with a specific organization or group for helping you assign actual consumption
charges to a user’s department.

Describes how to create a Cloudera Observability On-Premises cost center.
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f Important: To avoid cost duplication, resources must only be assigned one cost center.

Note: Only userswith the System Admin access role type can define the Chargeback settings, list, create,
E update, or delete cost centers, and view all the Chargeback related dashboards.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.
b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

c) Click Login.
The Cloudera Observability On-Premises landing page opens.
2. From the Cloudera Observability On-Premises Main navigation panel, select Financial Governance.
3. To create anew cost center, do the following:

a. Fromthe Actions list, select Create a Cost Center.

The Create a Cost Center page opens displaying the Cost Center details settings.
b. Inthe Namefield, enter a unique name for your cost center.
In the Description field, enter a meaningful description for the cost center.

d. From the Environment Selection section, click inside itstext field to display a hierarchical list of your
environments and their clusters.
e. From the hierarchical list, locate the cluster in which your jobs or queries run and select its check box.

o

The cluster is highlighted and it's name is populated in the Environment Selection text field.

Note: For multiple clusters within an environment you must select the check box for each of the
B clusters you require.

f. Continue to locate and add more clusters and their environments.
g. Depending on the Chargeback usage criterion option you selected when you configured your Chargeback
settings, do one of the following:

« |If you selected Pools, click inside the Add Pools field and then select either one or multiple resource pools,
or select All (denoted as a star *), which highlights all the resource pools associated with the selected
cluster.

The Add Poolsfield is populated with the selected pools.

« If you selected Users, click inside the Add Users field and then select either one or multiple users, or select
All (denoted as astar *), which highlights all the users associated with the selected cluster.

The Add Usersfield is populated with the selected users.

Note: Only those pools or users that are associated with the environment's cluster that you previously
selected in the Environment Selection'sfield are listed.

h. Click Create.

The CDP Chargeback page opens displaying a Success message, which denotes that the cost center was
successfully created, and your new cost center is listed under the Cost Centers column.

Note: Until dataisavailable from ajob run, within the clusters you selected, the costs and resource
IE usage will not display. Zero cost and resource usage values for the cost center denote that no charges
have been incurred. If this continues after ajob has run, check that the correct time-period is displayed.

Now that you have created a cost center you can now view the costs and resource usage associated with your cost
center.

30



Working with alerts, costs, and reports

4. To edit an existing cost center, do the following:

a. Inthe Chargeback page, locate and select the cost center that requires changes.
b. Fromthe Actions list, select Edit Cost Center.

The Cost Center details page opens displaying the Cost Center details settings.
¢. Makeyour changes.
d. Click Update.

5. To delete an existing cost center, do the following:

a. Inthe Chargeback page, locate and select the cost center that requires deletion.
b. Fromthe Actions list, select Delete Cost Center.

A confirmation message appears confirming the del etion.
c. Click OK.

The cost center is deleted and removed from the environment's cost center list and all the user and pool costs
associated with the cost center are moved into the Uncategorized section.

Unassigned resource costs are included in the total cost of all your cost centers. They represent user and pool costs
that have not been assigned to a cost center. Learn how to move unassigned resource costs into an existing or a new
Cloudera Observability On-Premises cost center.

Steps on how to locate and move unassigned resource costs into an existing or a new Cloudera Observability On-
Premises cost center.

» Assign resources to only one cost center to avoid cost duplication.
« Ensurethat you have the System Admin and access role permissions to define the Chargeback settings, list, create,
update, or delete cost centers, and view all the Chargeback related dashboards.

1. Verify that you are logged in to the Cloudera Observability On-Premises web UlI.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

c) Click Login.
The Cloudera Observability On-Premises landing page opens.
2. From the Cloudera Observability On-Premises Main navigation panel, select Financial Governance.
The Chargeback page opens.
3. Scroll down and select Uncategorized.
The Uncategorized page opens.
4, Select the uncategorised usage criteriatab that is associated with your cost center settings.

5. Depending on the Chargeback usage criterion option you selected when you configured your Chargeback settings,
from the Pools or Users page, select the check boxes of the uncategorized resources you require for your cost
center.

Note: Users and Pools may contain multiple instances of the same name, for example an admin user. In
Ij this case, select the name that is associated with the environment you require for your cost center.

The Assign Cost Center dialog box opens.
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6. Do one of the following:
» To add the unassigned resource costs in a new cost center, do the following:
a. From the Select Cost Center list, select New Cost Center.

The Create a Cost Center page opens displaying the Cost Center details settings.
b. Inthe Namefield, enter a unique name for the cost center.
¢. Inthe Description field, enter ameaningful description for the cost center.
d. Click Create.

The CDP Chargeback page opens displaying a Success message, which denotes that the cost center was
successfully created. Y our new cost center islisted under the Cost Centers column and the Uncategorized page
no longer displays the unassigned resource costs.

» To add the unassigned resource costs in an existing cost center, do the following:

a. From the Select Cost Center list, select the existing cost center that you require.
b. Click Assign to Cost Center.

The CDP Chargeback page opens displaying a Success message, which denotes that the unassigned costs were
moved into the selected cost center, and the Uncategorized page no longer displays the unassigned resource
costs.

7. Repeat steps 4 through 6 until all your uncategorized resources are placed in your Cloudera Observability On-
Premises cost centers.

When a Cloudera Observability On-Premises cost center is created, detailed summary Chargeback reports of the costs
and resource usage for the environment are also generated that enable you to analyze the costs and the cost break-
down associated with the cost center. Y ou can view the current and historical costs and the resource usage associated
with your cost centers.

Steps on how to view the detailed summary reports associated with a cost center.

The Cloudera Observability On-Premises Chargeback reports visually display the tracked resource consumption and
usage costs associated with the cost center for a specific time period that you select from the time-range list.

Within each report you can to drill down further:

« To view the users, resource poals, jobs, and queries with the highest costs.
« Toview the health of ajob or query of interest.

» To optimize costs by using the Cloudera Observability On-Premises prescriptive guidance and recommendations
that enable you to improve performance and resource usage.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.
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2. From the Cloudera Observability On-Premises Main navigation panel, select Financial Governance.
The Cloudera Observability On-Premises Chargeback page opens, which displays:

e Thetota cost and CPU and memory hourly usage for al of your cost centers including those uncategorized
resource usage costs not yet utilized.

« Dataread and written values for al of your cost centers.

« Listsyour existing cost centers that use the current criteria settings and displays the total costs and CPU and
Memory hourly usage and data read and written val ues associated with each cost center.

« Thetota cost, CPU and memory hourly usage, and data read and written values for users and pools that are
not yet assigned to a cost center in the uncategorized section.

3. Todisplay acost center's detailed report that includes costs for each chosen environment, do the following:

a. From thetime-rangelist, select atime-period that meets your requirements.
b. From the Chargeback page, click inside the cost center row that requires analysis.

The cost center's report page opens, which displays the following:

* Thetota costs, CPU and Memory hourly usage, and Data Read and Data Written cost per GB for the cost
center.

« Liststhe environments that are associated with the cost center and displays their total costs and CPU and
Memory hourly usage, and data read and written cost.
¢. Toview more details, such aswhich clusters created the highest costs within a specific environment, expand
the environment by clicking its plus sign (+).

4. Todisplay the users, pools, jobs, and queries that created the highest costs on a specific cluster of interest, do the
following:

a. Click inside the cluster row that requires more analysis.
The cluster report Overview page opens, which displays the following:

* Thetop 5 users whose jobs created the highest costs.
* Thetop 5 pools whose jobs created the highest costs.
» Thetop 25jobsor queriesthat created the highest costs.

b. To gain moreinsights on the health of ajob or query, click the name of the job or query listed in the Top Jobs
panel that requires more investigation.

Thejob or query's summary page opens.
c. Select the Health Checks and Execution Details tabs for more insights and if available read the optimization
recommendations.

5. Toview afull list of users, their job costs, and their CPU and Memory hourly usage, from the Overview page,
select the Users tab.

The Users report opens, which displays the following:

e The name of the user.

e Thetota cost that the user incurred.

e The number of jobsthat the user ran.

e The CPU and Memory hourly usage.

e The cost per GB for the data read and written by your application.

« Thetota job costs that the Cloudera Observability On-Premises enginesincurred; Impala, Hive, Spark,
MapReduce, and Oozie.
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6. Toview afull list of pools, their job costs, and their CPU and Memory hourly usage, select the Pools tab.
The Pools report opens, which displays the following:

* The name of the pooal.

e The environment that the pool is associated with.

e Thetota cost that the pool incurred.

e The number of jobs that the pool ran.

* The CPU and Memory hourly usage.

« The cost per GB for the data read and written by your application.

« Thetota job costs that the Cloudera Observability On-Premisesincurred; Impala, Hive, Spark, MapReduce,
and Oozie.

7. Toview historical costs, change the time period currently displayed in the time-range field. For information on
how to change the time period, click the Related Information link below.

Specifying atime range

Y ou can save the CPU, memory, and resource usage costs displayed in the Chargeback or Uncategorized pages of
the Cloudera Observahility On-Premises Ul as a spreadsheet report on your system, which can be used at alater time
for further analysis using other tools or for printing and sharing with others. Learn how to download reports for both
assigned and unassigned resource costs in Cloudera Observability On-Premises.

Steps on how to locate and download a report for assighed and unassigned resource costs.

Note: The downloaded file contains raw data and as such may not display exactly as the format in the
Cloudera Observability On-Premises Ul.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of asupported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.
2. From the Cloudera Observability On-Premises Main navigation panel, select Financial Governance.
The Cloudera Observability On-Premises Chargeback page opens.
3. Todownload areport of your assigned chargeback costs, do the following:

a) From thetime-range list, select atime-period that meets your requirements.
b) Fromthe Actionslist, click Download Report.

A Download Report message appears stating that the report is generating.
Important: Navigating to another page or browser tab during the generation process will
automatically stop the generation and download process.

When completed, your assigned chargeback costs for the time-period selected are downloaded as a Microsoft
Excel file to your Downloads folder.
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4. To download areport of your unassigned chargeback costs, do the following:

a) From thetime-rangelist, select atime-period that meets your requirements.
b) Scroll down and select Uncategorized.

The Uncategorized page opens.
¢) From itstopmost menu bar, click Download Report.

A Download Report message appears stating that the report is generating.
Important: Navigating to another page or browser tab during the generation process will
automatically stop the generation and download process.

When completed, your unassigned chargeback costs for the time-period selected are downloaded as a
Microsoft Excel file to your Downloads folder.

Y ou can trigger action aerts, that are defined by you, across your workload applications, jobs, and queries whilst they
are running with the Cloudera Observability On-Premises Auto Actions feature. When aworkload application, job,

or query matches the action's defined threshold value, the auto action event is triggered. For example, you may have
a scenario where too much memory is being allocated to specific jobs and you would like to take an action before

a problem occurs, such as avoiding memory exhaustion. In this case, you can create an auto action that triggers a
notification alert when ajob isidentified as having an over-allocation of memory. Y ou can then either manually take
steps to alleviate the problem or include the Kill action option that stops the job in question.

i Important: Before you can use the Auto Actions feature you must set the required auto actions configuration

properties in Telemetry Publisher. For information on how to enable the Telemetry Publisher Auto Actions
property settings, click the Related Information link below.

B Note: At thistimethe Auto Actionsfeatureis only available for Classic Cluster and CDP Private Cloud Base

using Cloudera Manager version 7.6.2, or above, environments. Users using CDP Data Hub clusters require
Cloudera Runtime version 7.2.18 running Cloudera Manager version 7.12.0, or above.

The following describes consideration decisions and limitations when using Auto Actions:

Terminating aworkload application, job, or query could impact other workloads. Especially when another
workload is dependent on the results of the terminated workload application, job, or query. Before triggering a
Kill type action, Cloudera recommends using the Notification only action aert until you have verified that no
issues will arise.

By default, the Cloudera Observability On-Premises Ul limits the amount of displayed audit eventsto 500 and
sorts them in ascending order (newest time stamp first). To display older audit events, change the date range
duration and/or the time range duration from the time-range list on the Auto Actions Events page.

Too Fast To Callect: The minimum polling interval is one minute. If you have jobs or queries that overlap or start
before the minimum polling interval is completed there may not be enough time for Cloudera Observability On-
Premises to evaluate your auto action’s definition.

For example, if Cloudera Observability On-Premises starts polling at 1:00:00 PM and polling finishes by 1:00:10
PM (10 seconds) and then ajob starts at 1:00:12 PM and finishes before 1:01:00 PM, there is not enough of atime
lapse for Cloudera Observability On-Premises to evaluate and trigger your action alert.

Too Fast to Kill: Under normal conditions the evaluation and invocation phases of an auto action iswithin the
span of one minute. If you have jobs or queries whose run time is less than one minute, Cloudera Observability
On-Premises may compl ete the eval uation phase but not have time to compl ete the invocation phase, such as
terminating the job. Depending on the context of your auto action, this may or may not be an issue. But if, for
example, you have aworkload cluster that is dedicated for specific jobs and arogue job isrun before the actionis
triggered, then this could be an issue
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Enabling the Auto Actions feature in Telemetry Publisher

The steps to create a Cloudera Observability On-Premises auto action definition, which is triggered when aworkload
application, job, or query matches the auto action’ s definition threshold. For example, when ajob is taking too long to
run it may delay other jobs waiting in the queue. With Auto Actions, you can create an auto action alert that informs
you through an email when ajob is exceeding its usual runtime so that you can decide whether to manually take steps
to aleviate the problem or have an auto action that will terminate the job or query process for you.

Describes how to create a Cloudera Observability On-Premises Auto Action definition.

Note: Theseinstructions assume that you have set the required auto actions configuration propertiesin
B Telemetry Publisher. For information about the properties and how to enable the Telemetry Publisher Auto
Actions property settings, click the Related Information links below.

Note: At thistime the Auto Actions featureisonly available for Classic Cluster and CDP Private Cloud Base
B using Cloudera Manager version 7.6.2, or above, environments. Users using CDP Data Hub clusters require
Cloudera Runtime version 7.2.18 running Cloudera Manager version 7.12.0, or above.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.

The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.
2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. Select the Auto Actions tab.
4. Do one of thefollowing:
« If no other auto actions exist, select the Management tab and then click Auto Actions Setup.
» |If other auto actions exigt, click Create Auto Action.
The Auto Actions Create page opens.
5. Inthe Auto Action Namefield, enter a unique name that is easily identifiable.
6. From the Scope list, select the workload component service that is to be monitored by the action.
For example, if you want your action to only evaluate Spark related applications, select Spark Application.
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7. Definethe conditions for the auto action by doing at least one of the following:
*  Specify the Criteria:

a. Fromthe Criterialist, select acriteriaitem.
b. From the Operator list, select the required operator.

Important: Cloudera Observability On-Premises does hot validate regular expressions when
using the matches regex operator for string criteriatypes, such as User, Pool, or Query Name.
Neither does it display help for poor syntax. Cloudera recommends validating your code and
syntax before entering your regular expression in the Vaue field.

¢. IntheValuefield, enter the value for thisfilter.
Q Tip: You can define multiple AND filters for the Criteria by clicking the plus sign.

E Note: An Auto Action does not require the Criteriafilter aslong as a Trigger condition is defined:

»  When included, only those workloads that are run on the selected workload component service
and meet the criteria conditions are tested by the Trigger.
»  When not included, all workloads that are run on the sel ected workload component service are
tested by the Trigger.
» Specify the trigger for the auto action by doing the following:

a. From the Metric list, select ametric item.
b. From the Operator list, select the required operator.

E Note: Thein between operator isinclusive.

c. IntheValuefield, enter the value for thistrigger condition.
Q Tip: You can define multiple OR conditions for the trigger by clicking the plus sign.

E Note: An Auto Action does not require the Trigger filter aslong as a Criteria condition is defined:

»  When included, workloads that are run on the selected workload component service and meet
the criteria conditions are tested by the Trigger.

*  When not included, only those workloads that are run on the selected workload component
service and meet the criteria conditions are evaluated.

8. From the Select Action options, select the action that is to be performed when the condition is met.

Warning: Terminating aworkload application, job, or query could impact other workloads. Especially
when another workload is dependent on the results of the terminated workload application, job, or query.
Before triggering a Kill type action, Cloudera recommends using the Notification only action until you
have verified that no issues will arise if the workload application, job, or query isterminated.

9. From the Notification section do the following:
a. Inthe Emailsfield, enter the email address that you use to log into Cloudera Observability On-Premises.

Important: Your email address must be in the CDP Distribution List and use one of the Allowed
Domains. Only Administrators with Account access permissions can update the Distribution List and
the Domain settings, which are located from the Notifications link in the main navigation panel of the
CDP Management Console.

b. Inthe Subject field, enter the subject for the email that distinguishes the subject matter from other auto action

emails.
10. Click Create, which creates the action and its audit log, adds it on the Auto Actions Events and Management
pages, and displays its status as Enabled and its most recent event type as Create.
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When aworkload application, job, or query meets the auto action's criteria and trigger conditions, the action event is
triggered.

Enabling the Auto Actions feature in Telemetry Publisher
Telemetry Publisher configuration settings for Auto Actions

Describes the fields in the Auto Actions Events and Management pages of Cloudera Observability On-Premises.

The Events and Management pages help you monitor, manage, and troubleshoot your Auto Actions.

The Events page displays information about your auto action audit events:

Event: Management

o0 000 ® b

e & & 0 &

It contains the following audit entry fields:

» Status, which displays the results of the auto action event as an icon. Where, green indicates that the action was
successful (SUCCEEDED). All the other icons indicate that the action was unsuccessful (FAILED).

« Type, which displays the auto action's audit event category type, such as Create or Update.
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» Details, which displays the type of action. When clicked the auto action’s Event Details audit log opens, as shown
in the following Invoke and Update event type example images:

Event Details W

Event Type Scope Status Application/Query ID
38370829422_0014

Invoke Spark Application Succeaded application_16

Auto Action Details

Narme Action
autg-action-on-user Kill the YARN process
Triggers Criteria
&f is any of hdfs, hive, admin sigrma, unit. NONE
Event Details %
Event Type Scope Status
Update Spark Application  Succeeded

Auto Action Details
Attribute Pravious Version Current Version

Mame test aulo action

* Auto Action Name, which displays the unique name you entered for the auto action.
« Scope, which displays the workload component service that is monitored by the action.
« Time, which displays the time stamp of when the auto action's audit event occurred.

Important: By default, the Cloudera Observability On-Premises Ul limits the number of displayed audit
events to 500 and sorts them in ascending order (newest time stamp first). To display older audit events, from
the time-range list on the Auto Actions Events page, change the date range duration and/or the time range
duration.

The M anagement page displays your auto action's defined settings and state:
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It contains the following entry fields:

» Status, which displays the current state of the action, as either Enabled or Disabled.

« Name, which contains the name of the auto action. When clicked the auto action's definition settings page opens.

« Action, which displays the name of the action that is invoked when the auto action is triggered, such as Notify
Only.

« Scope, which displays the workload component service that is monitored by the action.

» Criteria, which displays the action's Criteria filters. These are attributes with static values that remain the same
during the execution of ajob or query.

» Triggers, which displays the action's Trigger conditions. These are attributes with dynamic values that change
during the execution of ajob or query.

Describes how to update, delete, duplicate, and disable an auto action event.

The following Auto Actions management tasks are performed in the M anagement page, which is accessed by
selecting the Auto Actions tab in the Cluster Summary page and then selecting the M anagement tab.

In the Management page, click the action’ s vertical ellipsis, as shown in the following image, and select Edit. Make
your changes and then click Update.

Edit
Delete
Clone

Disable

In the Management page, click the action's vertical ellipsis, and select Delete. In the confirmation message, click OK
to confirm. The action is permanently removed.

Note: Unlessthe action is no longer required, Cloudera recommends disabling the action, as you may require
Ij the action at another time.
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In the Management page, click the action's vertical ellipsis, and select Clone. Replace the existing name with a new
unique name for the cloned auto action, make any other changes, and then click Create. A new auto action is created
and is displayed on the M anagement page.

E Note: You must change the name of the cloned auto action before a new one can be created.

In the M anagement page, click the action's vertical ellipsis, and select Disable. In the confirmation message, click
OK to confirm. The action is no longer active and the Disabled state is displayed in the action’ s Status column on the
M anagement page.

Examples of a Cloudera Observability On-Premises Auto Actions alert notification email.

The following sample email notifications are sent when the listed application meets the action's criteria and the
trigger conditions, which are also included in the email notification. The sample email notifications are split into three
sections:

« Inthe Application Details section, the Application ID contains alink to the workload application, job, or query.

« Inthe Auto Action Definition section, the Trigger and the Criteria definition display both the value and file size
type that you defined and in brackets the Actual value, in megabytes, captured by the engine.

* Inthe Auto Action Results section, the results of the invoked auto action is displayed.

Cluster Cluster 1 Cluster Computa Cluster 1

Auto Action triggered! Auto Action triggered!

Application Details

Application ID
Name TPCDS Queries 1-2
User systest

Pool default

Auto Action Definition
Mame spark-workload-base-cluster-1
Action Kill Yarn Application

Scope Spark Application

Application Name contains TPC' (Actual: TPCDS Queries 1

2)

Auto Action Results

Stalus Kill Yarn Application Succeeded

Application Details

Appiication 1D plication 1644420542
MName TPC data generation
User sysiest

default

Auto Action Definition

spark-workload-compute-cluster

Notify Only

Spark Application

Allocated Memaory != -1 MB (Actual; 1024 MB)

Auta Action Results

Status Nolify Only Succeeded

Learn the tasks that help you analyze, identify and troubleshoot job and query abnormalities and failures, optimize
workloads, and improve job performance with Cloudera Observability On-Premises.
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Enable a more in-depth analysis about your costs and workloads by displaying current or historical datafor a specific
time period.

Describes how to change the currently displayed time period from the time-range list, which appears on the Cluster
Summary, Engine Summary, and Workload Summary pages.

By default, Cloudera Observability On-Premises displays workload data for the last 24 hours. If there is no data
available during that time, Cloudera Observability On-Premises displays the nearest date range that is available.

Ij Note: The time-range list converts universal time to the user'slocal timezone.

The following steps describe, with examples, how to change the time period from the Cluster Summary page.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.
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3. From the time-range list, do one of the following:

» For apredefined period, select one of the default periods of time that meets your requirements.

» For an exact date and time range, select Customize and then either, enter the date and time range using the
YYYY/MM/DD HH:MM:SS format for the beginning and the ending time period, or in the calendar element,
select the beginning and ending time period.

The following image shows an example of the time-range list on a Cluster Summary or Engine Summary page:

Summary Workloads Validations Auto Actions

Default (08/01/2023 - 08/02/2023) ~

Today
Impala Query Trend Hive Query
Yesterday

Total Queries Last 7 Days
10

Query Ac

0

Last 30 Days
Month to Date

@® Total { Quarterto Date

12 Year to Date

Default (08/01/2023 - 08/02/2023)

Mo data available for the selected range. Customize
b (|

4. Click Ok, which clears any existing workload data from the chart and table components and updates your
workload data for the chosen time period.

All charts and tables in Cloudera Observability On-Premises are updated to reflect the workload data for the chosen
time period.

Note: Thetime-rangelist isaso available on the Financial Governance Chargeback pages for historical
analysis, as shown in the following example:

Financial Governance ' Chargeback Month to Date ~
Month to Date
Last Month
TOTAL COST CPU CORE HOURS MEMORY GB HOURS Year to Date
51,765,948.13 = 186% 247K ~14% 78.29 145y
Customize
a
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Y ou can save the job or query information displayed on the Jobs or Queries page of the Cloudera Observahility On-
Premises Ul asa CSV formatted file on your system. Y ou can use this report for further analysis using other tools or
for printing and sharing with others. Learn how to export reports about your workload Jobs and Queriesin Cloudera
Observahility On-Premises.

Steps to export areport about your Spark, MapReduce, Oozie Jobs, and Impala and Hive Queries.

Note: The downloaded CSV file contains raw data and as such may not display in the same format asin
Ij the Cloudera Observability On-Premises Ul. Also, in compliance with the Microsoft Excel row limit, the
maximum number of jobs exported is limited to one million.

1. Verify that you are logged in to the Cloudera Observability On-Premises web UlI.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

c) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster that isrequired for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. From thetime-range list on the Cluster Summary page, select atime that meets your requirements.

4. OntheCluster Summary page, locate the Trend chart widget for the engine that processed your jobs or queries
of interest and click its Total value. For example, locate the Hive Query Trend chart widget and click its Total
Queriesvaue.

Depending on the engine selected, the engine's Jobs or Queries page opens.
5. From thefilters menu bar, click Export.
A Download Report message appears stating that the report is generating.

Important: Navigating to another page or browser tab during the generation process automatically stops
the generation and download process.

When completed, the data displayed in the engine's Jobs or Queries page is downloaded as a CSV formatted file to
your Downloads folder.

Minimize costs and maximize query performance by gaining more insights into your tables, including which tables
are frequently or infrequently accessed, with the Cloudera Observability On-Premises Metastore Analytics feature.
By understanding your tables and their metadata, such as atable's data volume or how often a query accesses atable,
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helps you troubleshoot, make informed decisions about your data, and ensures that your table datais in accordance
with your Storage Policy.

The Cloudera Observability On-Premises Metastore Analytics feature, collects and filters the Hive Metastore (HMS)
metadata into meaningful views of your tables, including which tables are hot (high frequency of access) and which
tables are cold (little or no frequency of access).

Note: At thistime, the Cloudera Observability On-Premises Metastore Analytics feature is only available for

E CDP Private Cloud Base using Cloudera Manager version 7.10.1, or above, and CDP Data Hub clusters using
Cloudera Manager version 7.11.0 environments. Also, to view the table metadata values in the Ul, the Hive
Metastore (HMS) must be deployed in the Workload cluster.

The Cloudera Observability On-Premises Metastore Analytics feature displays information that enables you to:

« ldentify and track sudden table changes, such as atable’'s data size, the number of partitions, or the number of
rows that may impact the processing of your queries. The HM S Extract, which is updated daily, lists the details
about each table available in your system regardless of whether they have been queried or not. It includes the
table's configurations and if enabled the table's statistics, as well as size related information, such as the table's
volume, the number of partitions, and the number of rows.

* View and analyze the most frequently accessed tables from the Data Temperature's Hot Tables chart widget on
the environment's Cluster Summary page. With thisinformation you can decide which tables should be moved to
performance-efficient storage, such as an SSD that can improve a query's performance dueto its fast processing
speed, especialy queries that access large amounts of data.

« View and analyze the |least frequently accessed tables from the Data Temperature's Cold Tables chart widget on
the environment's Cluster Summary page. With thisinformation you can decide which tables should be purged or
moved to cost-efficient storage, which will save platform costs.

« Analyze and troubleshoot inefficiencies within your tables, such as the wrong table type or storage format. The
HMS Tables view and the Table Details panel display details about each table within your system, such asthe
table'slocation, database, column names, and properties.

* ldentify tablesthat contain huge amounts of data. With this information you can decide if partitioning is required
or if more partitioning is required, which improves query performance and costs by reducing the amount of data
that hasto be retrieved, manipulated, and outputted, as well as making your tables easier to manage.

Learn about the Cloudera Observability On-Premises Metastore Analytics Ul elements that display the Hive
Metastore (HM S) metadata information about your tables.

Note: At thistime, the Cloudera Observability On-Premises Metastore Analytics feature is only available for

Ij CDP Private Cloud Base using Cloudera Manager version 7.10.1, or above, and CDP Data Hub clusters using
Cloudera Manager version 7.11.0 environments. Also, to view the table metadata values in the Ul, the Hive
Metastore (HMS) must be deployed in the Workload cluster.

In Cloudera Observability On-Premises Hot and Cold represents the number of times a query accesses the table.
Where, the color and the depth of color represents the number of times a query accesses the table in relation to al the
other tables in your system:

« Hot tables (red) - are tables that were frequently accessed during the selected time-period.

Note: Clouderarecommends moving Hot tables into performance-efficient storage, like an SSD, due to
IE its fast processing speed.
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« Coldtables (blue) - are tables that were infrequently accessed during the selected time-period. Thisincludes tables
where no queries (zero) accessed their data during the selected time-period and by definition are considered the
coldest tables.

Note: Cloudera recommends purging tables that are no longer required or moving infrequently accessed
E tables into cost-efficient storage. This saves platform costs and improves the performance of jobs that
access the table data more frequently by creating more storage capacity.

The Cloudera Observability On-Premises Metastore Analytics feature has several Ul elements that describe your table
data.

The following charts display the data temperature information:

« Located on the environment's Cluster Summary page, the Data Temperature chart automatically displaysthe
top 25 most frequently queried and the bottom 25 least frequently queried tables from both the Hive and Impala
enginesin the Hot Tables and the Cold Tables chart widgets respectively.

» Located on the Hive and Impala engine summary pages, the Data Temperature chart automatically displays the
tables that were most frequently queried by their enginein the Hot Tables chart widget respectively.

IE Note: The Hot and Cold table chart widgets do not reflect tables queried by the Spark application.

Hovering over aHot or Cold table with your mouse pointer, displays general information, such as, the number of
gueries that accessed the table, the total table size in gibibytes, the number of partitions that comprise the table, the
number of files that make up the table, and whether statistics were enabled on the table's rows.

Clicking the table's name of interest in either the Hot Tables or Cold Tables chart widget or in the HMS Tables view
in the HIVE METASTORE category of your environment's cluster, opens the table's Overview Details side drawer
panel, which displays more information about the table.

The Overview Details side drawer panel describes more information about the table. Based on the table’'sHM S
metadata, such as the table's schema, database location, partitions, structure, and relationships, the information
displayed may vary. It also describes the table's columns, such as the column names and their data types, and the
table's metadata properties that include user-defined and predefined key-value pairs.

It is accessed by clicking on the table's name of interest in either the Hot or Cold Tables chart widget or from
the HM S Tables view, which is found by selecting the Tables tab in the HIVE METASTORE category of your
environment's cluster.

The information collected from your table's HMS metadata is divided into sub categories and displayed in the
following tabs:

e Details
e Columns
e Properties

Where, each tab displays the following general table values:

* Volume, which displaysthetotal table sizein Kilobytes.

* Rows, which displays the number of records in the table.

« Partitions, which, if applicable, displays the number of segments that comprise the table.
» Total Files, which displays the number of files that make up the table.

If your table contains partitions, the Distribution Across Partitions section is a so displayed, which contains the
following distribution cards:

» DATA SIZE, which displays the total data size of the table selected and the distribution acrossiits partitions.
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* NUMBER OF FILES, which displays the total number of files within the table selected and the distribution across
its partitions.

* NUMBER OF ROWS, which displays the total number of rows within the table selected and the distribution
across its partitions.

Note: The distribution cards display the minimum and maximum values, the median value, and the median

E Q1 and Q3 quantiles (25th and 75th percentiles) that summarize a specific set of metrics and how they are
distributed across the tabl€e's partitions. These cards enable you to analyze and gain insights into the lowest
and highest values, the spread of these values and where the mgjority of the values reside within the spread,
and where outliersreside.

The HMS metadata that is displayed in each tab is dependent on the table’ s underlying data on which it is built. The
following tables describe the most common parameters displayed in the Details, Columns, and Properties tabs:

Table 5: Details

Parameter Description

Historical Trend chart Displaysthe historical valuesfor the Rows, Data VVolume, and
Partitions.

Database name The database in which the table resides.

Compressed Displays a True or False value depending on whether data compression
been applied.

Location Thetable'slocationin HDFS.

Partition Keys The name/s of the partition keysthat are responsible for data
distribution across the nodes.

Raw Data Size The raw data size of the table, in the nearest byte unit.

Storage Format Thetable's storage format, such as but not limited to:
« JOBC
e LazySimple
« Orc
e Parquet

Stats Enabled Displays a True or False value depending on whether statistics were
enabled.

Table Type The table' s type, such as but not limited to:

« EXTERNAL_TABLE, which defines atable whose data is stored
in the location specified during table creation.

»  MANAGED_TABLE, which defines a table whose data is stored
in the warehouse directory.

e VIRTUAL_TABLE, which defines atable that is the result of a
query which has not materialized and whose data is not stored.

Transactional Displays a True or False value depending on whether the table contains
one or more ACID semantic properties.

Created The date when the table was created, using the MM- DD-YYYY date
format. For example, 06-25-2023.

Table 6: Columns

Description

Column Name Lists the Column field names.
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Parameter Description

Type The Hive data type, as one of the following:
e higint
e binary
* boolean
* chara
o date
*  decimal
* double
o float
e int
e gmalint
e string
e timestamp
e tinyint
e varchar
Comment An informative note about the column that was added during table
creation.

Table 7: Properties

Parameter Sections Description

Table Properties Predefined and user-defined metadata key-value pair properties.

SerDe Properties Serialization and deserialization properties.

Storage Descriptor Properties Metadata that describes the physical storage properties of the data
residing in the table.

Understanding the Hive Metastore category

Learn about the Cloudera Observahility On-Premises Hive Metastore category that lists the details about each table
available in your system and visually displays the current state and activity of your tables in the selected environment.

For users with a Hive Metastore deployment, Cloudera Observability On-Premises captures the Hive Metastore
(HMS) metadata about your tables and displays it into meaningful cards and views. These can be found in the HMS
Summary and HM S Tables views, which display the current state and activity of all your tables and list details about
each table available in your system, regardless of whether they have been queried or not.

The metric results displayed are dependent on your table’ s schema and their HM S properties and parameters.

E Note: Rounding rules are applied.

About the HMS Summary view

The Hive Metastore (HMS) Summary view visually displays information about the current state and activity of all
your tables in the selected Environment.

It contains three sections:

*  Overview
» Tablelnsights
» Table Statistics

Overview

The Overview section displays general information about your tables and the number of databases in which they
reside.

It displays the following cards:
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Table 8: Overview cards

Card Description

DATABASES The number of databases in which your tables reside.
TABLES The number of tables and the percentage of tables that are External and
Managed.
VIEWS The number of views and the percentage of views that are Materialized
and Virtual.
PARTITIONS The number of partitions.
TablesInsights

This section displays the physical structure of your tables using the base table metrics. These cards enable you to
identify how well your tables are structured for increased performance.

E Note: The gathering of metric data for this section does not require statistics enablement.

It displays the following cards:

Q1 and Q3 quantiles (25th and 75th percentiles) that summarize a specific set of metrics and how they are
distributed across the tabl€'s partitions. These cards enable you to analyze and gain insights into the lowest
and highest values, the spread of these values and where the magjority of the values reside within the spread,
and where outliers reside.

E Note: The distribution cards display the minimum and maximum values, the median value, and the median

Table 9: Tables insights cards

Card Description

NUMBER OF PARTITIONS The partition distribution across al tables.

PARTITION KEY SIZE The partition key size distribution across all tables.

COLUMN SIZE The column size distribution across all tables.

NUMBER OF BUCKET COLUMNS SIZE The bucket column size distribution across all tables.

BUCKETED TABLES The number of bucketed tables and the percentage across all tables.

COMPRESSED TABLES The number of compressed tables and the percentage across all tables.

NON PARTITIONED TABLES The number of non partitioned tables and the percentage across all
tables.

PARTITIONED TABLES The number of partitioned tables and the percentage across al tables.

TABLESWITH ARRAY COLUMNS The number of tableswith array columns and the percentage across all
tables.

TABLESWITH BINARY COLUMNS The number of tables with binary columns and the percentage across
all tables.

TABLESWITH MAP COLUMNS The number of tables with map columns and the percentage across all
tables.

TABLESWITH STRUCT COLUMNS The number of tables with struct data type columns and the percentage
across al tables.

TEMPORARY TABLES The number of temporary tables and the percentage across all tables.

Table Statistics

This section displays the physical characteristic metrics of those tables that have statistics enabled, such as the volume
of data, the number of rows and files, and how these values are distributed. Table statistics improve the optimization
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of queries by the engine for increased performance. Understanding the size and volume of atable helps the engine
organize the workload appropriately, such asfor ajoin or insert operation.

Note: To display this section’s metrics, statistics must be enabled on your most important tables and
materialized views. To verify that table statistics are available for atable, click the Related Information link
below.

It displays the following cards:

Table 10: Table statistics cards

Card Description

STATISTICS ENABLED The number and percentage across al tables with statistics enabled.

DATA VOLUME Thetotal size of tables with statistics enabled and the distribution
across al tables.

NUMBER OF FILES displayed by distribution The total number of files with statistics enabled and the distribution
across al tables.

NUMBER OF ROWS The total number of rows with statistics enabled and the distribution
across al tables.

TOTAL DATA VOLUME The total size of your tables with statistics enabled and the size of each
storage format.

NUMBER OF FILES displayed by type The total number of files that form the tables with statistics enabled and

their storage formats displayed as a percentage as awhole.

About the HMS Tables view

The HMS Extract, which is updated daily, is displayed in the Hive Metastore (HMS) Tables view. It lists the details
about each table available in your system, regardless of whether they have been queried or not.

The Tables view contains the following columns:

Column Name Description

Table The name of the table.
Database The database in which the table resides.
Partitions The number of partitions.
Volume Thetotal table sizein bytes.
Rows The number of recordsin the table.
Files The number of files that make up the table.
Frequency of Access The number of times queries have accessed the table.
Note: Thisvalue does not reflect tables used by the Spark
application.
Storage Format The table's storage format, such as but not limited to:
« JDBC
* LazySimple
« Orc
e Parquet
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Table Type The table' s type, such as but not limited to:

¢ EXTERNAL_TABLE, which defines atable whose datais stored
in the location specified during table creation.

« MANAGED_TABLE, which defines atable whose data is stored
in the warehouse directory.

* VIRTUAL_TABLE, which defines atable that is the result of a
query which has not materialized and whose data is not stored.

Statistics generation and viewing commands in Data Hub

Learn how to analyze, identify, and troubleshoot table changes and inefficiencies, including which tables are hot and
which tables are cold.

Steps for troubleshooting your tables and their data with the Cloudera Observability On-Premises Metastore Analytics
feature.

Note: At thistime, the Cloudera Observability On-Premises Metastore Analytics feature is only available for

B CDP Private Cloud Base using Cloudera Manager version 7.10.1, or above, and CDP Data Hub clusters using
Cloudera Manager version 7.11.0 environments. Also, to view the table metadata values in the Ul, the Hive
Metastore (HMS) must be deployed in the Workload cluster.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.

The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.
2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.
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3. Todisplay thetop 25 hot tables and the bottom 25 cold tables, do the following:
a) Locatethe Data Temperature chart.

b) Inthe Hot Tables chart widget, hover over each table to view information about how often the table was
accessed, its volume, and the number of partitions and filesit contains.

¢) View more details about atable of interest, such as the hottest table, by clicking on the table's component
element.
The Overview Details side drawer panel opens, which enables you to view more information about the table,
such as historical trends, column names, data types, and key-value pair properties. This information can be
useful before you process or make changes to a query.

d) Review the table's metadata from the Details, Columns, and Property tabs.

€) Closethe Overview Details side drawer panel and do the same stepsin the Cold Tables chart widget.

4. Todisplay the top 25 hot tables that were most frequently queried by either the Hive or Impala engine, do the

following:

a) From the cluster's ENGINES, select the Hive or Impala engine of interest.

b) Inthe workload engine's Summary page, locate the Data Temperature chart.

¢) IntheHot Tables chart widget, hover over each table to view information about how often the table was
accessed, its volume, and the number of partitions and filesit contains.

d) View more details about atable of interest, such as the hottest table, by clicking on the table's component
element.
The Overview Details side drawer panel opens.

€) Review the table's metadata from the Details, Columns, and Property tabs.

5. Asyour tables and data increases it becomes more difficult for you keep track of your tables and their data, the
HMS Tables view lists your tables and provides details about each table available in your system, regardless of
whether they have been queried or not.

To list the details about each table available in your system, do the following:

a) Expand the HIVE METASTORE category for the cluster of interest.
One or multiple metastores are displayed.

b) Select the metastore of interest.
The metastores HM'S Summary page opens displaying information about the current state and activity of all
your tables in the selected Environment.

¢) Toopenthe HMS Tablesview, click the Tables tab.

d) Locate specific tables of interest with the filter and sort functions. For example:

» Sort the tables by their name or by atable's column value, such as the highest number of Partitions.
* Reduce and locate tables by a specific value, such asfiltering by their Table Type.
* Locate the tables with a specific number of rows by selecting the Rows filter, entering the minimum and
maximum row values that you require, and clicking Apply.
€) Anayzethe details of those tables of interest and look for inconsistencies or issues that may interfere with
optimal query performance.
f) View more details about a specific table by doing the following:

1. Click thetable's name.

The Overview Details side drawer panel opens.
2. Review thetable's metadata from the Details, Columns, and Property tabs.
3. Closethe Overview Details side drawer panel and analyze another table.

I dentify operational, performance, and health issues of your Hive workloads, queries, and cluster. The following
topics, guide you through the Cloudera Observability On-Premises Hive features that enable you to identify and
troubleshoot performance and health issues.
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Note: If you do not see any of these features and/or metrics, verify that Cloudera Manager has been upgraded
E to the latest version and that Telemetry Publisher was restarted.

Identify inefficient phases of your Hive queries for query optimization and performance tuning, such as viewing the
execution phases, the order in which the operations are executed, comparing two execution plans, and validating the
events performed.

Describes how to locate the Cloudera Observability On-Premises Hive SQL Query Plan and DAG, the Hive Query
Plan Graph, and the Counters and Configuration panels for identifying and troubleshooting inefficient operational
phases of your Hive queries.

B Note: The Query Plan and the Query Plan Graph are only available for Hive.

Note: If you do not see any of these features and/or metrics, verify that Cloudera Manager has been upgraded
Ij to the latest version and that Telemetry Publisher was restarted.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchically lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. From the time-range list in the Cluster Summary page, select atime period that meets your requirements.
4. Locate the Hive query of interest by doing one of the following:
* Inthe Cluster Summary page, locate the Hive Query Trend chart widget, click its Total Queries value, and
then from the Job column in the Queries page, locate and click the query of interest.

« |If not aready expanded, from the Environment navigation panel, expand the ENGINES category and then
select the Hive engine. Locate the Slow Queries chart widget and click the query of interest.

5. From the .../Hive/Queries/ queryname page, select the Execution Details tab.
The execution stages appear, displaying the Query Details Summary panel.
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6. Toreview the query's execution instructions and logical steps, do the following:
a) Inthe stages column, verify that the query and not the DAG is selected.
b) From the Query Details Summary panel, click Text.
The query's Query Plan panel opens.

The query plan displays the execution statisticsin alist of execution stages that include the execution instructions
and steps, such as the operations that are performed, the operators that are used, the resources that are all ocated,
and the stage dependencies. These stages can help you diagnose and improve a query's performance.

N2

IE Note: You can save the Query Plan asa JSON file to your computer by clicking the download icon =1

7. Tovisualy display agraphical representation of the Query Plan's DAG, which contains individual components
that represent each event and the order they are executed, do the following:

a) Inthe stages column, verify that the query and not the DAG is selected.
b) From the Query Details Summary panel, click Graphical.
The query's Query Plan Graph page opens in ancther tab of your browser.

The Query Plan Graph displays the order of events and the steps and phases of the query. This page enables you to
visually inspect where each operation is executed and if the order is the most efficient. For example, an operator

before afiltering operation was performed.

Y ou can also view an operator's |ocation within the Query Plan and the operator's execution details by doing the
following:

« Todisplay where the operator is located in the Query Plan, hover over an event box.
« Todisplay, intheright-side panel, the operator's execution details from the Query Plan, click on an event box.

8. Toidentify and validate which tasks completed or are taking too long to run, do the following:
a) Inthe stages column, click the dag_xxx link. Where, xxx isthe DAG ID number.
b) From the Dag Details Summary panel, click Counters.
The Counters panel opens.

This panel listsin detail the events performed and the total number of occurrences, which enable you to track,
compare, and validate the events that were run for the query. For example, you can verify that the correct number
of tasks were run and completed, that the number of records, rows, and the amount of bytes were read and written,
and that the correct amount of CPU and memory was consumed for the query.

9. To verify that the query's configuration settings align with your expectations, do one or more of the following:
e To understand the query's execution configuration setting details:

a. Inthe stages column, click the query link.
b. From the Query Details Summary panel, click Configurations.
* To understand the query's DAG execution configuration setting details:

a. Inthe stages column, click the dag_xxx link. Where, xxx isthe DAG ID number.
b. From the Dag Details Summary panel, click Configurations.
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10. To troubleshoot performance-related i ssues between two different runs of the same query, do the following:

a) From the query's page, select the Trends tab.

b) Scroll down and from the table, select the check boxes adjacent to the query'sjob runs that you require, such as
the latest run with arun from aweek ago, and then click Compare.
The Job Comparison page opens displaying more details about each job.

¢) From the Details section, select the Query Plan tab.

Y ou can view and analyze the selected query plans Side By Side or as a Unified plan that highlights the
differencesin color, which enables you to quickly identify what changed between the sel ected execution runs of
the query.

The Job Comparison page not only enables you to compare the query plans but aso the following:

e TheDuration, Data Input, and Data Output of the selected job runs from the Performance section.
« Their run-times by selecting the Structure tab.

» Configuration differences by selecting the Configurations tab.

» Statistical differences by selecting the Metrics tab.

The Cloudera Observability On-Premises Hive cluster service metrics are displayed as graphical reports that show
the state, activity, and performance of your workload Hive service, including recommendations on how to resolve a
problem. They help you monitor the health, performance, and workload usage of your Hive service for identifying
and troubleshooting existing and potential problems.

Cloudera Observability On-Premises collects diagnostic data from a series of health checks that are performed on
your Hive service. When completed they are compared to their defined thresholds that determine if the service is
Good, Concerning, or Bad and the results are displayed on the Analysis page, which is accessed from the Hive
engine's Queries page.

Cloudera Observability On-Premises helps you distinguish between a healthy and an unhealthy state by including a
severity level icon adjacent to the health test using the following colors:

Green Good- The health check result is normal and within the acceptable
range.
Yellow Concerning- The health check result has exceeded the Warning

threshold limit and indicates a potential problem, which eventually
must be resolved but does not have to be completed at thistime. See
the Recommendation actions.

Red Bad- The health check result has exceeded the Critical threshold limit
and indicates a serious problem, which must be resolved immediately.
See the Recommendation actions.

For descriptions of the Hive cluster health checks performed by Cloudera Observability On-Premises, the severity
conditions and thresholds, and what actions you should consider to resolve a problem, click the Related Information
link below.

Y ou can also manually build a Hive service chart in the M etrics page, without having to leave Cloudera
Observability On-Premises, using the Cloudera Manager service metrics and Chart Builder.

Note: Thisfeatureisintended for Advanced Hive Users and requires knowledge of the Cloudera Manager
service metrics and the Cloudera Manager’ s Chart Builder.

For more information about the Cloudera Manager health checks performed on the Hive service, click the Related
Information link below.
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Cloudera Observability Hive cluster metrics
Cloudera Manager Metrics

Identify Hive service problems that may be affecting your Hive workloads, such as queries that are running slow or
that are failing, with the Cloudera Observability On-Premises Hive cluster service metrics.

Describes where to view the Cloudera Observahility On-Premises Hive cluster service metrics and how to build your
own service chart from the Cloudera Manager service metrics and Chart Builder.

Note: If you do not see any of these features and/or metrics, verify that Cloudera Manager has been upgraded
IE to the latest version and that Telemetry Publisher was restarted.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises web user interface landing page opens, which by default displays the
Analytics Environments page that lists your Workload cluster environments.

d) From the Environment Name column in the Environment's table, select the environment required for
analysis.
The Environments navigation panel opens, which hierarchicaly lists the environment's cluster, engines, and if
applicable the Hive Metastore category.

2. Depending on the environment selected, verify that the Cluster Summary page is displayed for the environment's
cluster required for analysis.

Q Tip: The page'stitleisdisplayed in the browser tab.

3. From thetime-range list in the Cluster Summary page, select atime period that meets your requirements.
4. Locate the Hive query of interest by doing one of the following:
* Inthe Cluster Summary page, locate the Hive Query Trend chart widget, click its Total Queries value, and
then from the Job column in the Queries page, locate and click the query of interest.

« |If not aready expanded, from the Environment navigation panel, expand the ENGINES category and then
select the Hive engine. Locate the Slow Queries chart widget and click the query of interest.

5. From the .../Hive/Queries/ queryname page, select the Cluster tab.

The Analysis page opens, which lists the Hive cluster health check metrics that are performed by Cloudera
Observability On-Premises at the end of aHive job.
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6. Select, either the metric you require for analysis or ametric that displays ared or yellow icon adjacent to the
metric, which represents the threshold warning or error state for at least one unhealthy role instance.

The Analysis summary page opens, which describes the health check metric performed by Cloudera Observability
On-Premises on the Hive service, the severity conditions and thresholds, and the remediation actions you should
consider to resolve a problem. It also contains:

« The Analysis chart, which displays the severity condition of the operation during the job run and displays the

state of each role instance 5 minutes before the start of the job and 5 minutes after the job has completed.

« TheHost Status section, which displays the full list of workload role instances and the hosts they are running
on, their health check result, and the severity stateicon.

7. To build your own chart from a Cloudera Manager health check service metric, click the Metrics option and do the
following:

a. From the Service Name list, select a service that you are running on your workloads cluster.
b. Fromthe Metric Name list, select the name of the Cloudera Manager health test metric.
c. Click View.

Y ou can identify areas of risk from jobs running on your workload cluster that complete within an unusual time
period, using Cloudera Observability On-Premises.

Describes how to locate and troubleshoot an abnormal job duration.

Steps with examples from a Virtual Cluster's Spark engine are used to explain how to further investigate and
troubleshoot the cause of an abnormal job duration.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.

2. From the Environment Name column in the Environments page, locate and click the name of the environment
whose workload diagnostic information requires analysis and troubleshooting.

For this example, select Virtual Cluster from the Environments list and then select a Virtual Cluster required for
analysis.
The Environment navigation panel opens, which hierarchically lists the environment and its services hosted on the
selected environment.

3. Verify that the Cluster Summary pageis displayed.

Q Tip: The page'stitleisdisplayed in the browser tab.

The Cluster Summary page, displays performance trends and metrics about the cluster's processed jobs and
queries.

4. From thetime-range list, select atime period that meets your requirements.

5. If not aready expanded, from the Environment navigation panel expand the Virtual Cluster and then select the
Spark engine.
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6. Scroll down to the Suboptimal Jobs chart widget and click the Abnormal Duration health check bar.

The Jobs page opens, listing al the jobs that triggered the Abnormal Duration Health check during the time
period, including their health status, the length of time the job took to run, the user who ran the job, the job
identification number, and the amount of CPU used to run the job.

Tip: Any jobsor queriesthat fall outside of their baseline are counted. Y ou can hover over each bar
within the chart to view how many jobs or queriestriggered each health check.

@ Suboptimal Jobs o

Total Suboptimal Jobs

"] 6 0.21%
Abnormal Duration -
./.'.'-";'-:/}f
c.'-'-:f"'/

Abnormal Data Input
Abnormal Data Output -
Frequent Task Retries—
Failed to Finish-
Dynamic Allocation—

7. Specify a specific amount of time in which the job either ran less than or more than the Health check rule by either

selecting a predefined time duration or selecting Customize and enter the minimum or maximum time period from
the Duration filter.

Pool Al User Al Status A Health Check Duration Duration  All Range Quarter to Date

Type Job Status Start Time Duration User = 0s-1h0m Os Execution ID

1h Om 0s - Sh Om Os

m Cloudera: C... @ Succeeded 07/08/2021 3:29 AM PDT 15m 48€ psharma application_1624
select : edefinec ati
ia:-.ll.r_. a pr ined duration Sh Om Os + .
m Cloudera: C... & Succeeded  07/08/ " . )m7s alanj application_1624
select Customize and enter a
duration range E— Customize
Cloudera: C @ Succeeded  07/08/ n35s alanj application_1624
m Cloudera: C... @ Succeeded 07/08/2021 2:49 AM PDT 25m psharma application_1624
m Cloudera: C... @ Succeeded 07/08/2021 2:46 AM PDT 9m 265  alanj application_1624
m Cloudera: C @ Succeeded  07/08/2021 2:40 AM PDT 19m 27s psharma application_1624
m Cloudera: G @ Succeeded  07/08/2021 2:32 AM PDT 16m 59s  alanj application_1624
m Cloudera: C... @ Succeeded 07/08/2021 2:25 AM PDT 23m 355 psharma application_1624

8. View more details about ajob by selecting ajob's name from the Job column and then clicking the Health Checks
tab.

The Baseline and Skew Health checks are displayed.
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9. Display moreinformation about the job's duration by selecting Duration from the Baseline section. As shown in
the image below.

In the following example, the job finished much slower than the baseline duration, which is the aggregate
calculated over multiple jobs.

1
Status 9 Execution I Duration User Pool Starnt Time
& Succeeded || _ applicatien_1621492 2h 44m

Overview Health C Execution Details Baseline Trends
Baseline € Hide Normal Stages Spark shell
2221 QSP! 2h 43m 545 Abnormal Duration

0 Duration

Finished in Zh 44m, slower than the median duration Sm 205, View :

@ Input Size
am
@ Cutput Size
::I
Skew =
N oa4m .
.
& Task Duration .
.
@ Task Input Data o b M
@ Task Qutput Data Start Time Execution 1D Duration
4/2021 10:21 PM application_162 2h 44m

@ Shuffle Input

10. Compare and analyze this job against other baseline metrics by clicking View all metrics.
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11. Continue to analyze and search for probable causes by doing one or more of the following:

To display more information about the length of time the processing tasks took within ajob, select Task
Duration, which opens a panel that describes the health check, displays information about the possible causes,
and lists recommended solutions.

In the following example, issues arose during Stage-9 of the job due to poor parallelization. The
Recommendation section lists items for you to complete that may resolve the problem and the specific outlier

tasks that produced the unusual results:

Vet

Status
@ Succeeded

Execution I}
application 1624293774839 _37779

Overview Hes hecks Execution Details Baseline Trends
Baseline & Hide Normal Stages

® 0103 @ SP Log Proces. 1h

5 S
]
0105 0 Stage-9 42m 4s

-] 01:48 S Job 9 7m27s
Skew HE

0 Task Duration

@ Task Input Data
© Task Qutput Data
@ Shuffle Input

@ Data Processing Speed
[ ——

© Task Wait Time

S Task GC Time

© Task Retries

@ RDD Caching For more details, click on a task

© Executor Memory

@ Executor Cores

o0— o

Duration User Poo

ThZm
Stage-9
Task Duration Skew View Execution Detail
Description
This health check compares the ameunt of time tasks take 16 finish their processing. A healthy status indicates that the
al difference of each task di n from the awerage duration of all tasks is less than two standard deviations and
li & rhinutes.
Al s taking more than 1 perom the average duration for all tasks are considered as outliers.
Dlagnosis

This stage had poor parallelization as 2 (out of 24) tasks took abnormal amount of time 1o finish.

C

2m 10s  6m 36%
Medianém s

41m 18s

Typical Rangedm 305 - Bm 285 O Outlier
Recommendation

The fallowing are sible action items ton
+ If the "Task Input Data” health checl

lve this health check

ata is mare unifermly distributed
ction, however please note that increasing partitions

may not wodk if a small set of keys contain a majority of the data.
« If the job contains jeins and one of the join tables is small enough to it in memory, iy increasing
spark sql autoBroadcasttoinThresholdto a value larger than the size of the smaller table. This will increase the
likekhood of the Spark engine choosin 1 short merge join, eliminating the shuffle altegether.
Caution: When increasing the spark sql autoBros Threshoid value, make sure that the driver and executors
have sufficient memaory to hold the broadcasted table.
» If the job contains jeing and a small se1 of keys contain a majority of the data then key salting should help distribute
the join data more unifermly.

2 Qutlier Tasks
Task Name Host Duration
41m 185
cor 25m S8

To display more details about an outlier, click the outlier task, which opens the Task Details panel.

In the following example, the Task Details show that the outlier task took significantly more time to complete
compared to previous runs. In this case, 41 minutes as compared to 8 minutes:

Status
@ Succeeded

Overview Health Checks Execution Details Baseline Trends

O Task Duration

& Task Input Data

@ Task Qutput Data

& Shuffle Input

@ Data Processing Speed

Res

@ Task Wait Time

@ Task GC Time

Execution 1D View your SQL query and configuration detalls by clicking the Execution tab Poal
au:-hMl )

age-9 | Task 8

Task Details

Attempi I Executor Host Start Tine Duration
@0 B0 5 cloudera.com 1:08 AM 41m 188
Task Metrics
Metric Task Average
Shuffle Read <1z
41m 18s
ot Duration 41m 182 8m 335
o 108
1m 9= 1
1=
0s
1.2 Mig 9

Shuffle Read recosd:
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To gain more insights about the task’s duration, such as checking memory alocation, click the Execution
Details tab and then in the Summary panel, click Configurations:

Status Execution 1D

5 Dusration
@ Succeeded application_162429

Th 2m

Overview Health Checks Execution Defails Baseline Trends

3 SP Lag Proces = e
LB AP Ll Log Processor [CLUSTER_BU

Summary

Jobs Stages Details

Completed 10 Completed 12 cation_1624293

Tatal 10 Total 12

Driver Log

In the Configurations panel, click the Spark Properties tab and search for the memory configuration settings

and their values. If memory is less than the recommended value, increasing its value will improve cluster
performance:

I Jurati
pplication 1624293 39_37779 1h 2m

Overview Health Checks Execution Detail Baseline Trends

01:0% 2 5P Log Proces... 1h 1m 48s Log Processor [CLUSTE Configuratians
Configurations

cific config jon by entering its property name

Classpath Entries (2)

Y ou can identify and troubleshoot incomplete jobs on your cluster using Cloudera Observability On-Premises.

Describes how to locate and troubleshoot jobs that have failed to complete.

Steps with examples from a Virtual Cluster's Spark engine are used to describe how to further investigate and
troubleshoot the root cause of ajob that failed to finish.
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. Verify that you are logged in to the Cloudera Observability On-Premises web UI.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.

b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.

. From the Environment Name column in the Environments page, locate and click the name of the environment
whose workload diagnostic information requires analysis and troubleshooting.

For this example, select Virtual Cluster from the Environmentslist and then select a Virtual Cluster required for
analysis.

The Environment navigation panel opens, which hierarchically lists the environment and its services hosted on the
selected environment.

. Verify that the Cluster Summary pageis displayed.

Q Tip: The page'stitleisdisplayed in the browser tab.

The Cluster Summary page, displays performance trends and metrics about the cluster's processed jobs and
queries.

. From the time-range list, select atime period that meets your requirements.

. Inthe Cluster Summary page, locate the Spark Jobs Trend chart widget and then click its Failed/Killed Jobs
value.

The engine's Jobs page opens.

. From the Health Check filter's list, select Failed to Finish, which filtersthe list to display alist of jobs that did not
complete.

. To view more details about why ajob failed to complete, from the Job column select ajob's name. The job's page
opens displaying information about the job you selected and where the failure happened.

O Falled

! Failures

Name Duration  Logs Failing from Diagnostic Information

0 Query Profile F 5501 Tm12s vel E b 1, Stage-2 0 Jot

nt failure: Lost task 0.3 in stage 2.0 (TID 19, hodor-03

org.apac

at org.apache.spa

|+ Baseline npare with Pre wun Ao Skew £ Resources

Mo skew issues found Na resgurce issues found

I Trends (7/7/2021 - 7/8/2021) @
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8. From the Failures section in the Diagnostic Information column, click More.

The Diagnostic Information dialog box opens, which describes more details about why the job aborted. In the
following example, the job was aborted whilst writing rows due to an out of bounds java exception:

Diagnostic Information

at

at

at

Caused by:

Driver stacktrace:

9. Click Close.

at java.util.
at java.util.

java.lang.

X

Job aborved due to stage fallure: Task @ in stage 2.8 falled 4 times, most recent failure: Lost
task 8.3 in stage 2.8 (TID 19, hodor-@38.edh.cloudera.com, executor 3):
org.apache.spark.SparkException: Task failed while writing rows

org.apache.spark.internal.io. SparkHadoopiWriterS.orgSapacheSspark$internal$io$sSparkHadoopWriters
SexecuteTask(SparkHadoopWriter.scala:157)

org.apache.spark.internal.io. SparkHadoopWriter 5Sanonfun53 . apply(SparkHadoopWriter.scala:83)

org.apache . spark.internal.io. SparkHadocopWriter S$anonfunsd . apply( SparkHadoopWriter.scala:78)
at org.apache.spark.scheduler.ResultTask.runTask(ResultTask.scala:9a)
at org.apache.spark.scheduler. Task.run(Task.scala:123)
at org.apache.spark.executor .ExecutoriTaskRunnerS$ianonfunS1e. apply(Executor . scala:488)
at org.apache.spark.util.Utilss. tryWithSafeFinally({Utils. scala:1289)
at org.apache.spark. executor.ExecutorSTaskRunner. runfExecutor . scala:414)
concurrent . ThreadPoolExecutor . runWorker [ ThreadPooclExecutor . java:1149)
concurrent.ThreadPoolExecutorSWorker. run{ThreadPoolExecutor. java:624)
at java.lang.Thread.run(Thread.java:748)
ArrayIndexfutOfBoundsException

Close

10. To display more information about the stage where the job failed, in this case the Stage-2 process, in the Failing
from column, click the stage's link. Or select the Execution Details tab and then click the failed stage's link.

In the following exampl€e's Summary panel, it shows that Task 0 was attempted 4 times:

Status

O Failed

Drverview Health Checks

01:40 0 Stage-2

Exgeution 10
application 1624298 74E39 37825

ion Detall: Baseline Trends

Query Profile Processor

Summary

0 Stage has failed 1o finish

Details

418 525ma Other Metrics | Stack Trace

Stage-7 Tasks

Killed {0)

wot

Tusk Attempts

E—

Duration [0 Poal
im13s
Stage-?
| DAE
Active (0} Completed (0} Tatal (1)

Last Attempt Error

Start Time

Duration
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11. To display more information about all the failed attempts, in the Summary panel, click the Failed task value.

In the following example, the job aborted when Task 0 was writing rows. To understand more about what
triggered the SparkException error message and to further troubleshoot the root cause, you can open the
associated log file by clicking Full error log.

Y ou can identify the cause of slow query run times and queries that fail to complete using Cloudera Observability On-
Premises.

Describes how to determine the cause of slow and failed queries.

Steps with examples from a Virtual Cluster's Spark engine are used to explain how to further investigate and
troubleshoot the cause of slow query run times.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.
a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.
b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.
The Cloudera Observability On-Premises landing page opens.

2. From the Environment Name column in the Environments page, locate and click the name of the environment
whose workload diagnostic information requires analysis and troubleshooting.

For this example, select Virtual Cluster from the Environmentslist and then select a Virtual Cluster required for
analysis.

The Environment navigation panel opens, which hierarchically lists the environment and its services hosted on the
selected environment.
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. Verify that the Cluster Summary page is displayed.
Q Tip: The page'stitleisdisplayed in the browser tab.

The Cluster Summary page, displays performance trends and metrics about the cluster's processed jobs and
queries.

. From the time-range list, select atime period that meets your requirements.

. If not already expanded, from the Environment navigation panel expand the Virtual Cluster and then select the
Spark engine.

The engine's Summary page opens, in this case the Spark Summary page.
. From the Job Trend widget, click its Total Jobs value.
The engine's Jobs page opens.

. From the Health Check filter's list, select Task Wait Time, which filters and displays alist of jobs with longer than
average wait times before the process was executed.

Pool all User al Status 4 Health Check | Duration A Range Quarter ta Date
Type  Job = gftatus S Output Size Duration  User Health Issue
(sp R L BUNDI ®Succeeded O 155m 495
Task Retries

m Cle - Core: Raw: Events: Events B @ Succeeded O 32m 38s
Task GC Time

m o R its: Events B.. @ Succeeded 0 35m 5s
Disk Spillage

m Cle vents: Events B gii® Succeeded, 0 47m 49s

s Task Wait Time
B 09 Processor [CLUSTER BUNDLE]/d., @ Succeeded O 34m 485

RDD Caching

8. Display more details by selecting ajob's name from the Job column and then clicking the Health Checks tab.

The Baseline Health checks are displayed.
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9. From the Health Checks panel on the left, click the Task Wait Time health check, which opens a panel that
describes the health check, displays information about the possible causes, and lists recommended solutions.

In the following example, the long wait time occurred in Stage-5 of the job process due to insufficient resources.
The Recommendation section lists items for you to complete that may resolve the problem and the specific outlier
tasks that produced the unusual results:

Status
@ Succeeded

0 Task Duration

& Task Input Data

@ Task Qutput Data

& Shuffle Input

© Data Processing S

& Task GC Time

d

Exec

Execution I
application_ 1624293774839_34746

ution Details Baseline Trends
& 5F
]
0 Stage-5 1h 38m 8s
[
o
P9
.’F\.

Duration User Poo

2h 56m

Stage-5
Long Task Wait Time

Description

LT 15 minut | nd also took less than 40% of the

tion time 1o 51 ificient resources will cut the run time of the job by lowering the maximum wait

duratiol

agnasis

This stage had resource starvation as 1 (out of 22) tasks suffered from long wait times.

0s 34m 25

Recommendation

The fo

¥ configuri
running it in resource pool with les:
understand spark resource pool configuration. F

s more
+ Allocate more res

perfarmance o jobs
1 Outlier Task

Task Name Hest Wait Duration

10. To display more details about why this job is experiencing longer than average wait times, click one of the tasks
listed under Outlier Tasks.

In the following example, the Task Metrics section shows higher than average criteria measurement results and
the Task Details reveal an ExecutorLostFailure error. This indicates a probable memory issue, where the container
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is exceeding the memory limits. In this case, more details may be found by clicking Full error log and reviewing
the log:

Status Execution 1D Duratiorn User
& Succeeded application_ 1624293774839 _34746 2h 56m

Dvenview {eali ks Execution Details Baszeline Trends

-5 Task 4

© 5P Log Prece h 55m 4 Task Details

13:55 0 Stage-5 1h 38m 85

@ Shuffle Input Task Metrics

Metric Task Average

34m s

33m 388

@ Task Retries

& ROD Caching

& Executor Memory

&m 25s

Y ou can compare two different runs of the same job, which is especially useful when you notice unexpected changes,
such as when you have ajob that consistently completes within a specific amount of time and then it starts taking
longer. Comparing two runs of the same job enables you to analyze the performance and differences so that you can

troubleshoot the cause.

Describes how to compare any two runs of ajob using the Job Comparison tool.

Steps with examples from a Virtual Cluster's Spark engine are used to explain how to use the job comparison feature

for further investigation and troubleshooting.

Note: When ajob isflagged as slow, you can select the slow job from the Slow Jobs chart widget in the job's
engine page and then in the details page, click Compare with Previous Run. The job is compared with its last

run and the results are displayed in the Job Comparison page for you to analyze.

1. Verify that you are logged in to the Cloudera Observability On-Premises web Ul.

a) Inthe URL field of a supported web browser, enter the Cloudera Observability On-Premises URL that you
were given by your system administrator and press Enter.
b) When the Cloudera Observability On-Premises Log in page opens, enter your Cloudera Observability On-
Premises user name and password access credentials.

¢) Click Login.

The Cloudera Observability On-Premises landing page opens.
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. From the Environment Name column in the Environments page, locate and click the name of the environment
whose workload diagnostic information requires analysis and troubleshooting.

For this example, select Virtual Cluster from the Environmentslist and then select a Virtual Cluster required for
analysis.

The Environment navigation panel opens, which hierarchically lists the environment and its services hosted on the
selected environment.

. Verify that the Cluster Summary page is displayed.

Q Tip: The page'stitleisdisplayed in the browser tab.

The Cluster Summary page, displays performance trends and metrics about the cluster's processed jobs and
queries.

. From the time-range list, select atime period that meets your requirements.

. If not already expanded, from the Environment navigation panel expand the Virtual Cluster and then select the
Spark engine.

The engine's Summary page opens, in this case the Spark Summary page.

. From the Job Trend widget, click its Total Jobs value.

The engine's Jobs page opens.

. Examinethelist of jobs that have executed during the selected time period and manually compare runs of the
same job.

For example, as shown in the following image, when manually comparing the last two runs of the Log Processor
job we can see that there are duration differences. In this example, the older run had a Task duration skew health
issue, which appears to be fixed.

Pool User Satus A Health Check Duration A Range
Type Job Status Start Time Duration  User Health Issue Execution ID
m C @ Sy 171 3:45 AM POT Zm16s N application_ 16242
m Cl Raw: Ingest: Saleslod: G Succeeded O7/0B/2021 3.6 AM PDT Zm 8% i application_16242
m W & Succeeded  O7/08/2021 3:45 AM PDT 585 236ms b application_16242
m 1 & Succeeded  OF/08/2021 345 AM POT 2mi7s M application_16242
| ©Succeeded  07)) 1m3l application_16242
B G Succeeded  O7/0B/2021 33 3m
m c wid O7/08/2021 391 AM PDT Gm 46 pplication_ 1624
B eeded O DT 2m 22
m c @ Succeeded  OT/08/2021 331 AM PDT m application_ 16242
m L G Succerde O7/08/2021 331 AM PDT m & 1624
m C & Suctesd, o DT 15m 4 1624
m G Succeeded  OT/0B/2021 329 AM POT 555 233ms [ application_16242
| - ©Succeeded  07/08/2021 329 AM PD 1m 255 ! application_16242
m ® Succeeded 07082021 3:29 AM PDT 12m 165 application_16242
m 1 @ Succeeded  OF/08/2021 325 AM POT 175 20 application_16242
m M O7/08/2021 3 AM PDT n_16242
(57 | d @ succeeded  OT/0B/2021 325 AM PDT 20m 9s application_16242
| @ Succeeded  OF/0872071 325 AM DT 455 77Ims N application_162432
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8. List and display details of all the runs of a specific job of interest by selecting one of the job runs and then in its

jobs details page, click the Trends tab.

In the following example, notice how the amount of Input and Output data changes between runs. The Job
Comparison tool enables you to examine more details about two runs to determine why the amount of data
changed. In this case you can compare arun with no health issues with the last run of the job:

Duration

Data Input

09142021 TASPM 4

Data Output
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9. To compare two job runs, select the check boxes adjacent to the job runs you require and then click Compare.
The Job Comparison page opens, displaying more details about each job.

For this example's comparison, the tabs that contain more information about the job runs are the Structure, SQL
Executions, and the Metrics tabs:

Job Comparison

Jobs

09/14/2021 3:45 PM
-09/14/2021 3:15 PM

Performance
Duration Data Input Data Output
1m 385 1.2GB ANEKB
Tm 205 268.9 MIB 28 MIB
Details
Basic Structure | Configurations SQL Executions | || Metrics |
spark-cd298d9709404c24a291649677682434 spark-427f5598b86ad726aBacaddBeBd18fda

Name Pyspark PPP ETL

Type Spark Spark

Start Time 09/14/20271 3:45 PM 09/14/2021 315 PM

Status Succeeded Succeeded

Health lssues

Duration

Data Input

Data Qutput 716 KB 2.8 MiB

Jobs (Failed Succeeded Total) 0/10/10 0/6/6

Stages (Failed/Skipped/Succeeded/Total) 0/0/13/713

Tasks (Failed/Killed/Running/Succeeded/ Total) of0s0/18/18 0r0s0/ 14714

E Note: The SQL Executionstab is only available for Spark jobs.
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10. Display and compare the sub-jobs executed for both of your selected job runs by selecting the Structure tab.

For example, as shown in the following image, the last run of the job (with health issues) completed in 1 minute
and 38 seconds and executed 9 sub-jobs and the run that had no health issues took 1 minute and 20 seconds but
only executed 5 sub-jobs. Clicking any of the listed sub-jobs displays more details.

Job Comparison

Jobs
TL)-09/14/2027 3:45 PM
=09/14/2021 315 PM
Performance
Duration Data Ingut Data Qutput
im 38s 1.26Gi8 376 KiB
1m 20s 268.9 MiB ZaMiB
Details
Basic Structure Configurations S0L Executions Metrics
spark-cd298d9709404c 2422 9f6d 6T TEERA34 spark-427f559Eb86ad726aBacaddBebd1 8fda
8P Pyspark PP 1515 % S Pyspark PE
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11. Display and compare Spark SQL queries that were run and how long they ran for both of your selected job runs by
selecting the SQL Executions tab.

For example, as shown in the following image, more Spark SQL queries were run on the datain the last job run.
Job Comparison

Jobs

X
Performance
Duration Data Input Data Cutput
1m38s 2GIB 3NeKB
im 20s 768.9 MiB 2.8 MiB
Details
Basic Structure Configurations S0L Execution Metrics
spark-cd29Bd9709404c24a29f6d9677682434 spark-427f5598b86a47 26a8acaddBeld] 8fda
Start Time i} Description Duration Start Time o Description Duration
25 7B 235 TBEm
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12. Display and compare what metrics were performed on both of your selected job runs by selecting the Metrics tab.
For example, as shown in the following image, more input records were digested in the last job run.

Job Comparison

Jobs

Performance

Duration Data Input Data Cutput
Tm 38s 1.2GiB 371.6 KiB

Tm 20s 2689 MiB ZEMIB

Details

Basic Structure Configurations SOL Executions Metrics

spark-cd298d9709404c24a29f6d96TT682434 spark-427{5598b86a4726aBacadddedd ] Bida

Describes the Cloudera Observability On-Premises cluster services metrics, which are visually displayed in a series
of chartsthat show the state, activity, and performance of the Cloudera Observability On-Premises cluster services.
Accessed from Cloudera Manager they help you monitor the health, performance, and workload usage of your
Cloudera Observability On-Premises Cluster Services for identifying and troubleshooting existing and potential
problems.

Note: The Cloudera Observahility On-Premises cluster services metrics are viewable in Cloudera Manager
E version 7.5.3 and above. They also require Cloudera Observability On-Premises version 2.2.2 or 2.3.0 and the
|atest version of Telemetry Publisher.

The Cloudera Observability On-Premises cluster services metric charts are displayed on the Cloudera Observability
On-Premises Cluster and the Cloudera Observability On-Premises Services pages located in the Cloudera Manager
Admin Console. For further analysis, each metric chart can be opened to display more detailed information.

The metrics displayed are dependent on the selected Cloudera Observahility On-Premises element. But, whether you
view a chart from the Cloudera Observahility On-Premises Cluster Status tab page, the Charts Library tab page, or a
Cloudera Observahility On-Premises Service's page, the basic functionality works in the same way.

For example, you can:

« Changethe size of the chart by dragging it's lower-right corner.
* View detailed information about elements of interest in the chart by hovering your mouse over the element. When
you move your mouse horizontally across the chart, the data values will change according to the time represented.
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» For additional information, you can enlarge the pop-up window by clicking Click to expand.
*  When the pop-up window is fully expanded you can view:

» The Cloudera Observability On-Premises service associated with the chart by clicking View Service.
» Display the chart on its own page by clicking View Entity Chart.

Note: If the chart displays more than one stream of data, the new chart displays only the stream that
was selected.

For more information about charts in Cloudera Manager, click the Related Information link below.

The Cloudera Observability On-Premises Status Page visually displays alimited set of metrics that are based on
historical Cloudera Observability On-Premises user payload analysis.

The Charts Library displays a much larger set of metric charts, which are organized into categories.

The following lists the Cloudera Observability On-Premises Chart Library categories available on the Charts Library
page, accessed by clicking the Charts Library tab:

» Status Page Charts, whose charts display a consolidated view of the overall Cloudera Observability On-Premises
cluster metrics.

» Zookeeper Queue, whose charts display the ZooK eeper service metrics, including the number of queues and
shardsfor all streams.

When the number of messages in a Zookeeper queue exceeds the defined threshold limits, a Cloudera
Observability On-Premises health check alert istriggered. For more information about the Zookeeper Elevated
Queue Count aerts, click the Related Information link below.

» Counters, whose charts display the number of jobs received and the number of jobs that failed. Counter metrics
are also separated into Pipeline, Analytic Database, and SDX service categories.

» Processing Timers, whose charts display the average job processing time and the average rate across servers. They
are calculated using the 75th and 95th percentiles. Processing Timer metrics are also separated into Pipelines and
Analytic Database service categories.

When less than 75% of the service's audit payloads are processing slower than the defined yellow and red timer
threshold limits, a Cloudera Observability On-Premises health check alert istriggered. For more information about
the Slow Payload Processing Timer alerts, click the Related Information link below.

« Events, whose charts display the number of important and informational alerts.

The Cloudera Observability On-Premises Services chart categories are accessed by selecting the Cloudera
Observability On-Premises service in the Status Summary section of the Cloudera Observability On-Premises Status

page.

The following lists the Cloudera Observability On-Premises service's chart categories. Asthey are dependent on the
service you are viewing, not all of the following categories will be displayed:

» Status Page Charts, whose charts display alimited set of Cloudera Observability On-Premises service's metrics.

« Counters, whose charts display the number of jobs or queries received and the number of jobs or queries that
failed.

» Processing Timers, whose charts display the average job processing time and the average rate across servers. They
are calculated using the 75th and 95th percentiles. Processing Timer metrics are also separated into Pipelines and
Analytic Database service categories.

» Payload Size, whose histogram charts display the average, maximum, minimum, and 75th percentile processing
payload sizes.

» Process Resources, whose charts display metrics about the service's processing resources, such as the amount of
resident memory used.
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» Host Resources, whose charts display metrics about the service's host, which are broken down, depending on
the service, into CPU, Memory, Disk Aggregates, Disk Comparison, Network Aggregates, Network Interface
Comparison, File Descriptors, and Entropy categories.

» Liveness, whose chart displays metrics about the service's processing performance.

« Events, whose charts display the number of important and informational aerts

Related Information
Understanding the Cloudera Observability On-Premises services health check aerts
Viewing Charts for Cluster, Service, Role, and Host Instances

Understanding the Cloudera Observability On-Premises services health check alerts

Describes the Cloudera Observability On-Premises cluster services health check alerts and thresholds, and what
actions are required to resolve the problem.

Understanding the health check alert threshold colors

Cloudera Observability On-Premises Health Check Alerts and suggested actions are located on the Cloudera
Observability On-Premises service's health test page. When completed they are compared to their defined thresholds
that determineif the service element is Good, Concerning, or Bad. For example, when a service's ZooK eeper queue
size has exceeded the Critical threshold (Red Alert) limit, the health check will trigger an alert and display an alert
message, the cause, and corrective actions.

For descriptions of the health checks performed on each Cloudera Observability On-Premises cluster service, click
the Related Information link below.

To help you recognize the severity level of the Cloudera Observability On-Premises health check, the health check
results include the following colors:

Table 12: Health check alert colors

Alert Color Severity

Green Good - The health check result is normal and within the acceptable range.

Yellow Concerning - The health check result has exceeded the Warning threshold limit and indicates a potential
problem, which eventually must be resolved but does not have to be completed at thistime.

See the corrective actions in the Actions and Advice sections.

Red Bad - The health check result has exceeded the Critical threshold limit and indicates a serious problem, which
must be resolved immediately.

See the corrective actions in the Actions and Advice sections.

For example, the Hive Audit Zookeeper queue size has exceeded the Critical threshold limit and can no
longer process messages. Possible actions are:

¢ Change the Hive Audit Zookeeper queue size for this role instance, which will reduce the number of
messages in the queue.
« View thelog for the role instance at the time of the health test to see what changed.

Elevated queue count

A Cloudera Observahility On-Premises health check alert is triggered when the number of messages in the workload
gueue exceeds the defined yellow and red threshold limits.

Table 13: ZooKeeper elevated queue count

Queue Name Default Yellow Alert Threshold Default Red Alert Threshold

SparkEventLog 100K 200K

PSE 400K 800K
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Queue Name Default Yellow Alert Threshold Default Red Alert Threshold

Other services 200K 400K

To address an alert consider the following:

» Check the status of Telemetry Publisher, specifically did it restart after along pause, asthiswill create a sudden
influx of pending workload data records and increase the size of the queue.

Check whether any pipelines or ADB services are down, as this will prevent the queues from clearing and
workloads from being processed.

Check whether any new environment, cluster, or workloads are now publishing to your Cloudera Observability
On-Premises cluster, as this could result in new jobs sending large amounts of data at the same time as your jobs.
Check the health of the Zookeeper service.

Note: The Zookeeper serviceis used by Cloudera Observability On-Premises to manage workload
gueues.

Check whether the maximum number of Zookeeper connectionsis configured correctly for your environment.

If none of the above corrects the problem, contact Cloudera Support and create a support ticket.

Slower Payload Processing times

A health check alert is triggered when less than 75% of the service's audit payloads are processing slower than the
defined yellow and red timer threshold limits.

Table 14: Slower Payload Processing Times

Payload Type Default Yellow Alert Threshold Default Red Alert Threshold

All services 30 seconds 60 seconds

To address an alert consider the following:

« Check the number of itemsin the ZooK eeper queue, as too many items can slow down processing.
Check that the HBase Region Servers are in good health.

Check that the Phoenix Query Server (PSQ) instances are up and running.

Check that the Pipeline server instances are up and running.

Check the Pipeline Server payload size metric, which denotes the size of each job and how much datais being
sent. An increase in the average payload size will lead to longer processing times.

If none of the above corrects the problem, contact Cloudera Support and create a support ticket.

Related Information
Cloudera Observability On-Premises cluster health checks

Accessing the Cloudera Observability On-Premises Cluster Services Charts

Describes where to view the Cloudera Observability On-Premises cluster services chartsin Cloudera Manager that
show the state, activity, and performance of the Cloudera Observability On-Premises services.

About this task
Steps for accessing the Cloudera Observability On-Premises cluster services charts in Cloudera Manager.

Procedure
1. Inasupported web browser, log in to Cloudera Manager as a user with full system administrative privileges.
2. From the Navigation panel, select Clusters and then OBSERVABILITY.

A subset of the most commonly used Cloudera Observability On-Premises Cluster services metrics are displayed
as charts in the Charts section.
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3. Do one or more of the following:
» Todisplay more Cloudera Observability On-Premises metrics, select the Charts Library tab and then select a
category.
« Todisplay metrics for a specific Cloudera Observabhility On-Premises service, in the Status Summary section
of the Status page, click a server name.

Manually create your own Cloudera Observability On-Premises charts using the Cloudera Manager Chart builder and
the Cloudera Observahility On-Premises service metric name. For more information on how to build your own chart,
click the Related Information links below.

Building your own Cloudera Observability On-Premises services metric chart
Cloudera Observability On-Premises cluster services metrics

Describes the steps to manually build a Cloudera Observability On-Premises metric chart in Cloudera Manager using
the Cloudera Manager Chart builder and the Cloudera Observability On-Premises services metric name.

Steps for building your own Cloudera Observability On-Premises Services metrics chart.

Note: Displaying the predefined Cloudera Observability On-Premises Services metric charts in Cloudera
Manager requires Cloudera Manager version 7.5.3 and above. The metrics also require Cloudera
Observability On-Premises version 3.4.4 and the latest version of Telemetry Publisher.

Note: These instructions assume that you have read and recorded the required service metric name for your
IS chart from the predefined Cloudera Observability On-Premises Cluster Services Metrics.

For more information about the metrics collected from each server by Cloudera Observability On-Premises,
click the Related Information link below.

1. Inasupported web browser, log in to Cloudera Manager as a user with full system administrative privileges.
2. From the Navigation panel, select Charts and then Chart Builder.
3. Inthe Search field, enter SELECT and then the metric name:

SELECT  metric_name

For example, SELECT wxm_dbus api_service _heap used
4, Click Build Chart.

Cloudera Observahility On-Premises cluster services metrics
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