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Get started with Streams Messaging in CSP Community Edition.

The following collection of tutorials walks you through the basic usage and features of Kafka, Schema Registry,
Streams Messaging Manager, and Kafka Connect. Compl ete any of the following tutorials to get familiar with the
features and functionalities of the Streams Messaging components.

Get started with Kafkain CSP Community Edition.

The following sections walk you through the basics of how Kafkais used in CSP Community Edition. Completing
thistutorial you will learn:

* How to create atopic using Streams Messaging Manager (SMM).

* How to produce and consume data using Kafka's built-in console clients as well as your own client applications.
* How to monitor topic activity in SMM.

Find out the name or 1D of the Kafka container. Y ou will need to pass the container name or ID as a parameter in
some of the commands you will be running.The container name and ID can be listed using docker ps. For example:

docker ps -a --format '{{.ID}}\t{{. Names}}' --filter "nane=kafka.(\d)"

The Kafka container will either be called cspce-kafka-1 or cspce_kafka 1.

Learn how to create a Kafka topic using the SMM UI.

1. Accessthe SMM Ul by entering the following in a browser window:

http://1 ocal host: 9991

Click @ (Topics) in the navigation sidebar.
3. Click Add New.
4. Configure thetopic asfollows:

e Topic Name: csp-ce
« Partitions: 3
* Availability: Low
e Cleanup Policy: delete
Important: You can only create topics using the Low preset or the Custom preset with REPLICATION
& FACTOR and MIN.INSYNC.REPLICAS set to 1. Thisis because CSP Community Edition hasasingle

Kafka broker deployed. Additionally, the name of the topic can only contain ASCII alphanumeric
characters (a-z, A-Z, 0-9), dots (.), underscores(_), and minus signs (-).

5. Click Save.
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6. Verify that the topic was created.

This can be done by typing csp-ce in the search field. If the topic was successfully created, it will be listed under
Topics.

Learn how to produce and consume data to and from Kafka topics using Kafka' s built-in console tools or your own
client application.

Once you have created your topic it's time to start producing (writing) and consuming (reading) some data (also
referred to as records or messages). Data production and consumption happens using Kafka producer and consumer
applications, or clients for short. Clients connect to a Kafka server, called a broker, and either produce data to or
consume data from topics. In most production environments these applications are custom built using a Kafka client
library. However, Kafkais shipped with command line tools, including a console producer and consumer application
that you can use to test Kafka s features and capabilities.

The following list of stepswill walk you through how you can use Kafka' s built-in console producer to produce some
messages and then consume and view those messages using the SMM Ul. Additionally, information about how to
configure your own custom developed clients to connect to Kafkain CSP Community Edition is also provided.

« Ensurethat you have atopic available. If not, create one, see Creating a topic on page 4.
» Ensurethat you have the SMM Ul open. If not, enter the following in a browser window:

http://1 ocal host: 9991

Steps

1. Open aterminal sessions and run the following command:
docker exec -it [***KAFKA CONTAI NER NAME OR | D***] /bi n/bash

This command launches a Bash session within the docker container that Kafkais running in. The interactive
session is required to run the console producer.

2. Run the console producer to start producing data.

[ opt / kaf ka/ bi n/ kaf ka- consol e- producer. sh --bootstrap-server | ocal host: 90
94 --topic csp-ce

The --bootstrap-server option specifies the host and port of the Kafka broker that the client should connect to.
The --topic option specifies the topic that data will be produced to.

3. Start typing to produce data.

>nmy first nmessage
>nmy second nmessage

Once you are done entering messages, ensure that you leave the console producer running.

In the SMM Ul locate your topic and click (Profile) next to the topic name.
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Go to Data Explorer.

The Data Explorer tab lets you sample the data that is flowing through the topic. The messages that you
produced using the console producer will be available on this page. Select different partitions and experiment
with the slider controls to view data.

Note: The Data Explorer defaults to Partition O of atopic. If you do not see any data, select a different
partition from the Partitions drop-down to find the messages that you produced.

Switch over to the terminal session running the producer and produce some more data.
Switch back to the Data Explorer in SMM and refresh the page.

The new messages you produced should be visible in Data Explorer.
Close the producer session with CTRL+C.

To connect your own Kafka clients, that are running outside of the docker network, to the Kafka broker deployed
with CSP Community Edition you need to run the client with the following configuration:

boot st rap. server s=l ocal host: 9094

Once you have a producer set up and running, you can immediately view the datathat is being produced into a
topic using the SMM UI.

1

In the SMM Ul locate your topic and click (Profile) next to the topic name.
Go to Data Explorer.
The Data Explorer tab lets you sample the data that is flowing through the topic. The messages that you

produce will be available on this page. Select different partitions and experiment with the slider controls to
view data.

Note: The Data Explorer defaults to Partition O of atopic. If you do not see any data, select a different
partition from the Partitions drop-down to find the messages that you produced.

Learn how you can monitor Kafka topics and topic activity in SMM.

Now that you know how to create a topic and produce/consume data, it is time to learn how you can monitor your
topics and the activity of those topics using Streams Messaging Manager (SMM).

Although you already have atopic with some data, the following steps will walk you through another production/
consumption process where data production and consumption is continuous. Thisis done so that the topic activity is
closer to what you would actually see in a production environment. Once you have the data flowing, you will access
the SMM Ul and monitor topic and client activity as well aslook at the data that is being produced.

K

Note: SMM can be used to monitor the activity of al types of Kafka entities, not just topics. For a
comprehensive overview and more information regarding SMM, see the Related Information section at the
bottom of this page.

« Ensurethat you have atopic available. If not, create one, see Creating a topic on page 4.
» Ensurethat you have the SMM Ul open. If not, enter the following in a browser window:

http://1 ocal host: 9991
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» Ensurethat you have two interactive Bash sessions open in the Kafka container. If not, open two separate terminal
sessions and run the following command in both sessions:

docker exec -it [***KAFKA CONTAI NER NAME OR | D***] /bin/ bash

1. Produce and consume some data.
a) Pick aterminal session and run the console producer.

vnstat 1 1000 | /opt/kafka/ bi n/ kaf ka- consol e- producer. sh --boot strap-ser
ver | ocal host: 9094 --topic csp-ce

This command uses vmstat to generate data. The data that vmstat printsis then picked up by the console
producer and is streamed into the specified Kafka topic. Each line from the output of vmstat is produced as a
standal one message. Do not close this session or interrupt the producer, otherwise data production will stop.

b) Switch over to the other terminal session and run the console consumer.

[ opt / kaf ka/ bi n/ kaf ka- consol e- consuner. sh --boot strap-server | ocal host: 90
94 --topic csp-ce --from begi nning --group ny-consuner-group

The messages that are being produced by the console producer instance should appear on the screen. Aslong
as you keep both processes running, and as long as vmstat is generating data, the producer will continue to
produce messages, and the consumer will continue to consume them.

2. Switch over to the SMM Ul and start monitoring topic activity.

When you open SMM, you are presented with the Overview page. This page gives you information about the
total number of producers, brokers, topics, and consumer groups. It also provides more detailed metrics about
producers and consumers. The following points give a quick introduction of the Ul and its features. Feel freeto
experiment and explore.

Note: It may take afew minutes for recent activity to start appearing. If you do not see any activity, wait
E afew minutes and refresh the page.

« Inthemiddle you have alist of topics. Here, you can identify and review some key metrics for the overall
topic activity. Clicking on atopic lists the partitions of that topic as well as partition-level metrics.

Cluster: Unknown
Overview

TOPICS (18)  BROKERS (1) O | ©30minutes v

Producers (2) " Consumer Groups (2)

PASSIVE (D) | ALL ° csp-ce 7KB 7KB 59 ] a = - PASSIVE(®) | ALL
console-prod
producer [0 30f3 168 h
@001 Po
@01 P
Qoo P2 akeow |
° connect-status 0B 0B 0 0 aQ B v
° connect-offsets 0B 0B 0 0 Q B v
° connect-configs 195B 1KB 1 0 Q B v

,» 7_§mm—app—_smm—producer—tab\e e e - " - -

e Ontheleft and right hand side of the page you can see your producers and consumers. If everything isworking
correctly, you should see at |east one active producer and at |east one active consumer. Clicking on either the
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producer or consumer will show their activity, highlighting all the topics and partitions they are writing to or
reading from, respectively.

’S)o csp-ce 7 KB 7 KB 59 1 aQ B ~ »L
rs

@001 PO 2kaon ]
@ioor P
Qoo P2 koo ]
Clicking on (Profile) redirects you to the topic details page which has atotal of four tabs. The tabs and

the information they present are as follows:

The Metricstab collects all the topic-related metrics and utilization charts.
(;} Tip: You can delete atopic on this tab by clicking ActionsDelete.

The Data Explorer tab lets you sample the data that is flowing through the topic. Select different partitions and
experiment with the slider controls to view data. If the topic you are viewing is getting data produced into it
actively, you can refresh the page to see the latest messages being produced

Q Tip: The Data Explorer tab of atopic can be accessed from the Overview page by clicking O\ next
to the name of atopic.

The Configstab gives you an overview of the topic’s configuration properties. Additionally, you can also
reconfigure atopic on this tab.

The Latency tab gives you a powerful snapshot of end-to-end latency including the number of consumer
groups for atopic, number of clientsinside a particular consumer group, and number of partitionsin a
topic.This tab a so includes two graphs that visualize messages consumed as well as end-to-end latency. By
default the Latency tab will not show any data. Thisis because in order for SMM to fetch metrics related to
end-to-end latency, clients must be configured. Specifically, interceptors must be enabled within the client.
Thisis not covered in this tutorial. For more information on enabling interceptors and monitoring end-to-end
latency, see Monitoring End-to-End Latency using Streams Messaging Manager.
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Completing this tutorial you learned how to create Kafka topics using SMM, how to produce and consume data and
got familiar with the basic monitoring features of SMM. Cloudera recommends that you hop over to the Schema
Registry or Kafka Connect tutorials and complete those as well. Alternatively, If you want to dive deeper into Kafka
or SMM, visit any of the resources listed in the Related | nformation section below.

Official Apache Kafka Documentation

Cloudera Runtime - Apache Kafka Overview

Cloudera Runtime - Devel oping Apache Kafka Applications

Cloudera Runtime - Monitoring Kafka Clusters using Streams Messaging Manager
Cloudera Runtime - Managing Kafka Topics using Streams Messaging Manager
Cloudera Runtime - Monitoring End-to-End Latency using Streams Messaging Manager
Streams Messaging Manager Alert Policies

Get started with Schema Registry in CSP Community Edition.

Schema Registry provides a shared repository of schemas that allows applications to flexibly interact with each other.
Applications frequently need away to share metadata across data format, schema, and semantics. Schema Registry
addresses these challenges by evolving schemas such that a producer and consumer can understand different versions
of the schemas but still read all information shared between both versions and safely ignore the rest.

The following sections teach you how you can:

* Create aschema
* Evolve aschema
» Deleteaschema
* Integrate your own Java Kafka client with Schema Registry.

Learn how to create a schemain Schema Registry using the Schema Registry Ul.

Creating a schemainvolves configuring the properties of the schema and uploading the schema itself to Schema
Registry. Cloudera recommends that you use your own schema if oneis available to you. If you do not have a schema
available, an example schemais provided in Step 4 on page 10.

1. Accessthe Schema Registry Ul by entering the following in a browser window:

http://1 ocal host: 7788/

2. Click +.
The Add New Schema dialog appears.



https://kafka.apache.org/28/documentation.html
https://docs.cloudera.com/runtime/7.2.16/kafka-overview/topics/kafka-overview-intro.html
https://docs.cloudera.com/runtime/7.2.16/kafka-developing-applications/topics/kafka-develop-producers.html
https://docs.cloudera.com/runtime/7.2.16/monitoring-kafka-clusters/topics/smm-monitoring-clusters.html
https://docs.cloudera.com/runtime/7.2.16/managing-topics/topics/smm-create-kafka-topic.html
https://docs.cloudera.com/runtime/7.2.16/monitoring-end-to-end-latency/topics/smm-end-to-end-latency-overview.html
https://docs.cloudera.com/csp-ce/latest/getting-started/topics/csp-ce-sm-smm-alerts.html
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3. Configure the schema.

If you do not have a schema available and plan to use the example schema provided in the next step, provide a
NAME and DESCRIPTION for the schemaand leave all other properties set to their default values.
NAME

Add a unique name for the schema. Used as a key to look up schemas.
DESCRIPTION
Add a short description of the schema
SCHEMA TYPE
The schemaformat. Supported formats are Avro and JSON. If you do not have a schema available
and plan to use the example provided in this guide, select AVRO
SCHEMA GROUP
Add the name of a schema group. Schema Groups allow you to group schemasin any logical order.

COMPATIBILITY

Sets the compatibility policy for the schema. A compatibility policy defines the rules of how a
schema can be evolved. Once set, this cannot be changed. The policies are as follows:

* FORWARD - alows evolving a schema by adding information.
« BACKWARD - alows evolving a schema by removing information.

Note: Itispossible to add new fieldsto BACKWARD compatible schemas. In a
E case like this however, adefault value must be provided for that field. An example
of thisis shown in the Evolving a Schema section.

« BOTH - dlows evolving a schema by adding and removing information.
* NONE - no policy is applied to the schema, any change to the schema is accepted, compatibility
checks are not carried out.

For a comprehensive description on each policy, see Compatibility Policies.

EVOLVE

Controls whether a schema can be evolved later by creating multiple versions. If you deselect this
option the schema can only have one version. Leave this set as the next section walks you through
schema evolution using the schema you are creating now.

4. Copy and paste, drag and drop, or browse for your schemain the SCHEMA TEXT area.
Y ou can use the following example schema if you don't have a schema available.

Tip: Although the following example is written in JSON, it is an Avro schema. Thisis because Avro
schemas are created using the JSON format.

{
"type": "record",
"nanmespace": "com cl ouder a. exanpl es",
"nanme": "Machi neDat a",
"doc": "Machine utilization netrics",
"fields": [
{ .
"nanme": "timestanp",
"doc": "Metrics tinestanp",
"type": "l ong"
}l
{
"name": "hostnane",
"doc": "Host name of the source nachine",
"type": "string"
}l
{
"name": "counters",

10
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"doc": "Machi ne counters",
"type": {
"type": "array",
"itens": {
"type" : "record",
"nane" : "Counter",
"fields" : [
{ n n n n
nane": "nane",
"doc": "Nanme of the counter",
"type": "string"
I
{
"nanme": "val ue",
"doc": "Value of the counter",
"type": "long"
b
{ :
"nane": "unit",
"doc": "Unit of the counter val ue",
"type": ["string", "null"],
"default": "null"
}
]
}
}
}
]
}
5. Click Save.

Learn how to evolve a schemain Schema Registry using the Schema Registry Ul.

Y ou evolve a schemawhen you create a new version of it. Schema Registry tracks the changes made to your schema,
and stores each set of changesin a separate version of the schema. When multiple versions exist, you can select which
version you want to use. Ensure that you understand compatibility policies, as they determine how you can evolve
your schemas.

1. Accessthe Schema Registry Ul by entering the following in a browser window:

http://1 ocal host: 7788/

2. ldentify and select the schemathat you want to evolve (version).
3.

Click the icon to open the Edit Version dialog

11
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4. Add adescription of what has changed in this new version of the schema.

Y ou can view the description in the Schema Registry Ul to easily understand what has changed in each version of
the schema. As aresult, Cloudera recommends that you add as much detail as you can.

5. Edit the schemain either of the following ways:

e Edititdirectly inthe SCHEMA TEXT area.
e Click Clear and upload a new version.

If you used the MachineData schema provided as an example in Creating a Schema, add the following schema.
Thisisthe evolved version of the Machine data schema.

{
"type": "record",
"nanmespace": "com cl ouder a. exanpl es",
"nanme": " Machi neDat a",
"doc": "Machine utilization netrics",
"fields": [
{ .
"nanme": "timestanp",
"doc": "Metrics tinestanp”,
"type": "l ong"
b
{
"nane": "hostnanme",
"doc": "Host nane of the source nachi ne",
"type": "string"
b
{
"name": "os_type",
"doc": "OS type of the source nachine",
"type": "string",
"defaul t": "UNKNOMW"
b
{
"nane": "counters",
"doc": "Machi ne counters",
"type": {
"type": "array",
"items": {
"type" : "record",
"nanme" : "Counter",
"fields" : |
{ n n n n
nane": "nane",
"doc": "Nane of the counter",
"type": "string"
I
{
"nane": "val ue",
"doc": "Value of the counter",
"type": "l ong"
b
{ .
"nane": "unit",
"doc": "Unit of the counter val ue",
"type": ["string", "null"],
"default": "null"
}
]
}
}
}

12
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]
}

6. Click Save.
7. Theschemayou created will be visible on the UI.
8. Click COMPARE VERSIONS.

Inthe COMPARE VERSIONS dialog you can compare versions of the schemas. If you have used the
MachineData schema example, you will see that in MachineData V2 anew field regarding OS type was added.

"nane": "os_type",

"doc": "OS type of the source nmachine",
"type": "string",

"defaul t": " UNKNOMN'

Notice that a default value of UNKNOWN is added. Thisis only needed if the schema compatibility is set to
BACKWARD (default). New fields can only be added to backward compatible schemas if a default valueisaso
provided for that field.

Learn how to delete a schema from Schema Registry with the Swagger Ul or curl.

Schemas can be deleted if you no longer need them. However, unlike schema creation and evolution, schema deletion
can not be done using the Schema Registry Ul. Instead, you must use the Schema Registry API. The following
provides instructions on how to delete a schema using the Swagger Ul or curl.

Steps

Go to http://local host: 7788/swagger

Click Schema.

Click DELETE /api/v1/schemaregistry/schemas/{ name} .

Click Try it out.

Enter the name of the Schema that you want to delete in the Name field.
Click Execute.

o gk wdNPRE

1. Open anew terminal session.
2. Run the following command:

curl -X DELETE "http://1ocal host: 7788/ api/vl/ schemaregi stry/sche
mas/ [ ***SCHEMA NAME***]" -H "accept: application/json"

Replace [*** SCHEMA NAME***] with the name of the schemathat you want to delete

Learn how you can integrate existing Kafka Java clients with Schema Registry.

The following steps walk you through how you can integrate an existing Java Kafka client with Schema Registry.
Additionally, you will learn about the Kaf kaAvr oSer i al i zer and Kaf kaAvr oDeseri al i zer . These arethe

13
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Cloudera recommended converters that you should use when integrating clients with Schema Registry. Lastly, you
will also learn how you can view the Avro data produced into atopic using Streams Messaging Manager (SMM)

1. Set up dependencies.
Any client application that you want to integrate with Schema Registry requires the following dependencies.
a) Add the Cloudera Runtime Maven repository to the pom.xml of your project.

<repositories>
<repository>
<i d>Cl ouder a Li bs</id>
<url>https://repository.cloudera.comartifactory/libs-rel
ease-| ocal / </ url >
</repository>
</repositories>

b) Add a schema-registry-serdes dependency to the pom.xml of your project.

<dependency>
<gr oupl d>com hort onwor ks. r egi st ri es</ gr oupl d>
<artifactld>schema-regi stry-serdes</artifactld>
</ dependency>

¢) Import the following classes.

i mport com hortonworks. registries.schemaregi stry. SchemaVer si onl nf o;

i nport com hortonworks.registries.schemaregi stry.client. SchemaRegi stryd
i ent;

i mport com hortonworks. registries.schenmaregi stry. errors. SchenmaNot Found
Excepti on;

import static com hortonworks.registries.schemaregistry.serdes. avro. A
vroSnapshot Seri al i zer. SERDES PROTOCOL_VERSI ON;

i mport static com hortonworks.registries.schemaregistry. serdes. avro. S
er DesPr ot ocol Handl er Regi st ry. CURRENT _PROTOCOL

2. Configure producers and consumers.
Producers and consumers require the following configuration properties to be set respectively.

schema.registry.url=http://1ocal host: 7788

key. seri al i zer=or g. apache. kaf ka. conmon. seri al i zati on. StringSeri ali zer

val ue. seri al i zer=com hort onworks. regi stri es. schemaregi stry. serdes. avro. k
af ka. Kaf kaAvroSeri al i zer

schema.registry.url=http://1ocal host: 7788
key. deseri al i zer =or g. apache. kaf ka. conmon. seri al i zati on. Stri ngDeseri al i
zer
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val ue. deseri al i zer=com hort onworks. regi stri es. schemaregi stry. serdes. avro
. kaf ka. Kaf kaAvr oDeseri al i zer

If you are specifying your configuration properties directly within the client application, your code will look
similar to the following examples after configuration is compl ete.

config.putAll (Collections.singletonvap(SchemaRegi stryd ient. Configuratio
n. SCHEMA REGQ STRY_URL. nane(), props.get(SCHEVMA REG STRY_URL)));

confi g. put (Producer Confi g. KEY_SERI ALI ZER CLASS CONFI G StringSerializer.
cl ass. get Nane());

confi g. put (Producer Confi g. VALUE _SERI ALI ZER CLASS CONFI G Kaf kaAvr oSer i

al i zer.cl ass. get Nane());

config.putAll (Collections.singletonvap(SchemaRegi stryd ient. Configuratio
n. SCHEMA REGQ STRY_URL. nane(), props.get(SCHEVMA REG STRY_URL)));

confi g. put (Consuner Confi g. KEY_DESERI ALI ZER CLASS CONFI G StringDeseri al i
zer.cl ass. get Name()) ;

confi g. put (Consuner Confi g. VALUE DESERI ALI ZER CLASS CONFI G, Kaf kaAvr oDe
serializer.class. get Nane());

The schemacregistry.url property specifies where the Schema Registry server is running. In CSP Community
Edition thisisfixed and will always be http://localhost: 7788.

The serializer/deserializer properties specify what classes the client should use to serialize or deseriaize

(convert) data. In this specific example key conversion isdone using the default St ri ngSeri al i zer

and St ri ngDeseri al i zer shipped with Kafka. Value conversion on the other hand is done using the

Kaf kaAvroSeri al i zer and Kaf kaAvr oDeseri al i zer respectively. Both of these are Cloudera
provided and are Avro specific. They make it easy to write and read Avro objects to or from Kafka as serialization
and deserialization are handled transparently. As aresult, they are the Cloudera recommended converters that you
should use when you are working with Avro data and are integrating with Schema Registry.

Both classes are Schema Registry aware. When the Kaf kaAvr oSeri al i zer isused to produce datato a
Kafkatopic, the serializer will first check with the configured Schema Registry service to ensure the schema being
used is compatible with the schema registered for that topic. More specifically one of the following happens:

» If thetopic has no schemaregistered, the serializer will register the schema on behalf of the client.
« |f there' saready a schemaregistered for the topic, the serializer will check if the schema being used by the
client is either the same or a compatible evolution of that schema.

« |If the schemais the same, the producer will use it for producing messages.
« If the schemais anew version of the currently registered schemathat is compatible with the previous
versions, it will be registered with a new version number and will be used for producing messages.

» |If the schema being used by the client is not compatible with the currently registered schemathe serializer will
throw an exception.

Additionally, the serializer also adds the schema's identifier from Schema Registry to the message payload, so that
the consumer will know what's the correct schema version to fetch.

Afterwards, when the consumer is consuming the messages with the Kaf kaAvr oDeseri al i zer , the
deserializer will fetch that schema using the identifier from the message and will use the schemato correctly
deserialize the payload.

3. Build and run your clients to start producing and consuming data.
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4. View datain SMM.
a) Accessthe SMM Ul by entering the following in a browser window:

http://| ocal host: 9991

0) i B e —
Click (Topics) in the navigation sidebar.
c)

Find the topic you have been using and click next to the name of atopic.
d) Goto DataExplorer.

The messages the producer is producing into the topic should be visible on this page. However, the contents of

the messages will not be readable.

Cluster: Unknown
Topics / csp-ce

METRICS DATAEXPLORER CONFIGS ~LATENCY

DESERIALIZER: | Keys: String Values: String
FROM OFFSET TO OFFSET
Partition 0 - 180 ® @ 195
180 Thu, Jun 30 2022, 14:40:51 il 909" free@ @ active@ @9 specul@Q inactive@ @@  throttle wired@@c prgable@ @ faults@9 copyR 0fill@ reactive purged
181 Thu, Jun 30 2022, 14:40:54 il ©0e¢ free@ @ active@ @ specul@T inactive—— ¢ throttle wired¢@c proable@ ¢ faults@ ¢ copy@ 0fill¢ reactive purged .
182 Thu, Jun 30 2022, 14:40:57 null  9¥ free@@ actived specul@V throttle wire prgable@ ¢ faulis@ § copy Ofillg reactive purged

Thisis because your producer is producing binary data. However because SMM integrates with Schema
Registry, it is capable of decoding the binary data using the schema registered for the topic in Schema
Registry. Thisis done by selecting Avro for the key and/or value deserializer.

Cluster: Unknown
Topics / csp-ce

METRICS DATAEXPLORER CONFIGS ~LATENCY

DESERIALIZER: | Keys: AvIo Values: Avro
KEY SCHEMA NAME: espoek VALUE SCHEMA NAME: espce
KEY SCHEMA VERSIONS VALUE SCHEMA VERSIONS: 1 Show schema text
FROM OFFSET TO OFFSET
Partition 0 - 180 [ 2 ® 195
55
180 Thu, Jun 30 2022, 14:40:51 null  {‘timestamp": 1656592851595, "hostname counters": [{'name": *free", "value': 43198, "unit’: null), {'name": "active", “value": 153
181 Thy, Jun 30 2022, 14:40:54 nul  {‘timestamp": 1656592854604, 'hostname counters"; [{'name": *free", 'value': 45000, "unit'; null}, {'name’: “active", ‘value". 153.
182 Thu, Jun 30 2022, 14:40:57 null  {‘timestamp": 1656592857614, "hostname ‘counters": [{'name": *free’, "value': 41912, "unit’: null}, {'name": "active’, "value": 154

Get started with Kafka Connect in CSP Community Edition.

Kafka Connect is atool for streaming data between Apache Kafka and other systemsin areliable and scalable
fashion. Kafka Connect makes it simple to quickly define connectors that move large collections of datainto and out
of Kafka. Source connectors can ingest entire databases or collect metrics from all your application serversinto Kafka
topics, making the data available for stream processing with low latency. Sink connectors can deliver data from Kafka
topicsinto secondary storage and query systems or into batch systems for offline analysis.

CSP Community Edition is shipped with many different Cloudera developed and publicly available connectors
that each cover a specific use case for streaming data. All of these can be deployed, managed, and monitored using
Streams M essaging Manager (SMM)
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The following tutorial walks you through a simple use case where data is moved from a Kafkatopic into a
PostgreSQL database using the JIDBC Sink connector, which is one of the Cloudera devel oped connectors shipped
with CSP Community Edition.

Tip: Although this tutorial focuses on the JIDBC Sink connector, the basic process of deploying and
monitoring a connector using SMM is the same for all connectors.

Find out the name or ID of the Kafka and PostgreSQL container. Y ou will need to pass the name or ID of the
containers as parameters in some of the commands you will be running. The container name or ID can be listed using
docker ps. For example:

docker ps -a --format '{{.ID}}\t{{.Nanmes}}' --filter "nane=kafka.(\d)" --fil
ter "nane=postgres"

The Kafka container will either be called cspce-kafka-1 or cspce kafka 1.
The PostgreSQL container will either be called cspce-postgresql-1 or cspce postgresgl 1.

In order to stream data using the JDBC Sink connector, adestination is required for that data. In this tutorial, the
database and tableis created using the PostgreSQL instance already deployed in CSP Community Edition.

1. Open anew terminal window and run the following command:

docker exec -it [***POSTGRESQ. CONTAI NER NAME OR | D***] /bin/bash
2. Start the psql client.

psql
3. Create adatabase.
CREATE DATABASE csp;
4. Change the database owner to smm.
ALTER DATABASE csp OMNER TO snm
5. Connect to the csp database.
\c csp
6. Createatable.
CREATE TABLE denp (Nane VARCHAR ( 255 ), Role VARCHAR, Age |NT);

7. Change the table owner to smm.

ALTER TABLE denmo OMNER to snm

Before you can deploy the JDBC Sink connector, you need a Kafka topic with some messages that you can use. The
connector connects to this topic and streams the data from the topic into the PostgreSQL database. The topic will be
created using SMM. Message production is done using the Kafka console producer.
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1. Accessthe SMM Ul by entering the following in a browser window:

http://1 ocal host: 9991

Click @ (Topics) in the navigation sidebar.
3. Configure the topic as follows:

e Topic Name: csp-connect
* Partitions: 1
e Availability: Low
* Cleanup Policy: delete
Important: You can only create topics using the Low preset or the Custom preset with REPLICATION
FACTOR and MIN.INSYNC.REPLICAS set to 1. Thisis because CSP Community Edition hasasingle
Kafka broker deployed. Additionally, the name of the topic can only contain ASCII al phanumeric
characters (a-z, A-Z, 0-9), dots (.), underscores(_), and minus signs (-).
4. Click Save.
5. Verify that the topic was created.
This can be done by typing csp-connect in the search field. If the topic was successfully created, it will be listed
under Topics.
6. Open aterminal session and run the following command:

docker exec -it [***KAFKA CONTAI NER NAME OR | D***] /bi n/ bash

7. Run the Kafka console producer.

/ opt / kaf ka/ bi n/ kaf ka- consol e- producer. sh --bootstrap-server |ocal host: 9094
--topi c csp-connect

8. Produce the following messages:

{"Name":"Jint, "Rol e": " Devel oper", "Age":"23"}
{"Nane":"Mary","Rol e":"Data Engi neer", "Age":"42"}
{"Name":"Jane", "Rol e": "Devel oper", "Age": "37"}

Notice how the schema of the messages matches the schema of the database table created in the previous section.
Thisis required as otherwise the connector would not know where to put the data in the table. Ensure that each
line in the example is produced as a single Kafka message.

9. Using the SMM UlI, verify that the messages were produced.
a) Go Topicsand find the csp-connect topic.
b)

Click (Profile) and go to Data Explorer.
If message production was successful, you should see the messages produced on the Ul.

&

1 Mon, Jul 112022, 12:56:10 null ("Name":"Jim"Rol

Mon, Jul 11 20:

Mon, Jul 112022, 12:56:10 null {"Name"" Jan

After both the topic and database is set up, it'stime to deploy the JIDBC Sink connector using the SMM UI.
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Procedure
1. E

Click te< (Connect) on the navigation sidebar of the SMM UI.
2. Click +New Connector.

Clicking +New Connector opensthe Select A Template page. This page contains al connectors available for
deployment in the form of selectable cards.

Connect Cluster / Connector Setup Cluster: Unknown
() Connector Selection Select A Template

Source Templates
2 Connector Configuration

io debezium connector do2.Db2Connactor io debezium cctor io debezium connector postgresal PostaresConnect
. O Db2Connector O MysglConnector O oracleConnector Oor
PACerfosmucn Revic Version: 1.9.5.Final Version: 1.8.0.Final Version: 1.8.0.Final PostgresConnector
Version: 1.8.0.Final
4 Deploy
io debezium ecto chekafka conect
O O omector o
SqlServerConnector MirrorCheckpointConnector MirrorHeartbeatConnector MirrorSourceConnector
Version: 1.8.0.Final Version: 1 Version: 1 Version: 1
org.apachenif kafka.connect StateessNFiSourcec orgapache.if kafka connect StatelessNIiSourcec  StatelessNIFiSoutceC «tatelessNiFiSourcec
ommecor O omnsctor
Sink Templates
fodfesinkcon com clouderadim kafka connect s3.S3SinkComnec org apache i kafka connect SatelessNIFISinkCon org apache.nif. kafa comnect tatelessNiFISinkCon
O nector Oor O nector O nector
HdfsSinkConnector S3SinkConnector ADLS Sink HDFS Sink
Version: 0.0.1.7.2.16.0-287 Version: 0.0.1.7.2.16.0-287 Version: 1.0.1 Version: 1.1.0

org.apa ot o3 org apache nif kafka.connect Statele
O ne O n e} O nect

HTTP Sink InfluxDB Sink JDBC Sink Kudu Sink

Version: 1.0.0 Version: 1.0.0 Version: 1.0.0 Version: 1.1.0

org.apache.nif kafka.conneet StatelessNiFisinkCon org.apache.nif kafke. connect StatelessNIFisinkCon

nector nector

cance
3. Navigate to the Sink templates section and select JDBC Sink.
After aconnector is selected, you are presented with the Connector Configuration page.

Cluster: Unknowr
Connect Cluster / Connector Setup luster: Unknown

@ Connector Selection

| Q search Import Connector Configuration... | Validate
(2) Connector C
Properties
3 Configuration Review
[ Enter Name
® Deploy connector.class ‘ org.apache.nifi kafka connect onnector © 1 o m
extensions.directory ] [ /tmp/nifi-stateless-extensions ‘ @ mwW
failure.ports ] Retry from PutDatabaseRecord ‘ ® W
[ key.converter ‘ [ org.apache.kafka.connect.storage.StringConverter @ J ® m
‘ kb5 file l ‘ Jetc/krb5.conf ] ®mw
meta.smm.predefined.flow.name ‘ [ JDBC Sink 1 ® m
[ meta.smm.predefined.flow.version ] [ 1.00 ‘ ® m
[ nexus.url ] [ https://repository.cloudera.com/artifactory/repo ‘ ® wW
[ parameter.JDBC Sink Parameters:Database Connection URL ‘ [ Value J ®mw
‘ parameter.JDBC Sink Parameters:Database Driver Class Name H Value ] ®mw
parameter.JDBC Sink Parameters:Database Driver Location ‘ [ Value ‘ ® m
[ parameter.JDBC Sink Parameters:Database Schema Name J [ Value ‘ ® mW

Cancel | ¢Back

Most connectors are shipped with a default configuration template to ease configuration. If atemplateis available
for a specific connector, the property keys and values are automatically populated when you select the connector.
The properties and values included in the templates depend on the selected connector.

In addition, the page has various features and options that are designed to help you with configuration. For

example, hovering over @ (Help), found next to some property values, displays information about that property.
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For more information on what each Ul option and icon does, see Monitoring Kafka Connect Using Streams

Messaging Manager in the Related Information section at the bottom of this page.
4. Click Import Connector Configuration....
5. Copy and paste the following configuration in the Import Connector Config... dialog.

"connector.class": "org.apache. ni fi.kaf ka. connect. St atel essNi Fi Si nkConnec
tor",

"extensions.directory": "/tnp/nifi-statel ess-extensions",

"failure.ports”: "Retry from Put Dat abaseRecord",

"key.converter": "org.apache. kaf ka. connect . st orage. Stri ngConverter",

"met a. shm pr edefi ned. fl ow. nane": "JDBC Si nk",

"met a. smm pr edefi ned. fl ow. version": "1.0.0",

"name": "sink-deno",

"nexus.url": "https://repository.cloudera.confartifactory/repo”,

"paramet er. JDBC Si nk Par anet er s: Dat abase Connection URL":
| :// postgresql : 5432/ csp",

"j dbc: post gresq

"paranet er. JDBC Si nk Par anet ers: Dat abase Driver C ass Nanme": "org.postgre

sql . Driver",
"paranet er. JDBC Si nk Par anet ers: Dat abase Driver Location":

"/ opt/connect/

pl ugi n/ | i bs/ debezi um connect or - post gr es/ post gr esql - connector-java.jar",
"paranet er. JDBC Si nk Par anet er s: Dat abase Tabl e Name": "deno",
"paranet er. JDBC Si nk Par anet er s: Dat abase Type": "PostgreSQ.",

"paranet er. JDBC Si nk Par anet er s: Dat abase User Nanme": "smmi',

"paranmet er. JDBC Si nk Par anet er s: Dat abase User Password": "cl oudera",

"paranet er. JDBC Si nk Paraneters: Kaf ka Message Data Format": "JSON',

"paranet er. JDBC Si nk Par aneters: Schema Access Strategy": "Infer Schema",

"tasks. max": "1",

"topics": "csp-connect"”,

"val ue. converter": "org.apache. kaf ka. connect. converters. Byt eArrayConver
ter",

"working.directory": "/tnp/nifi-statel ess-working"

}

Notice that Schema Access Strategy is set to Infer Schema. Thistells the connector to figure out the schema of

the data based on the data in the topic. Based on the format of the data, the connector will know how to match the
datain the topic with the table columns. Note, however, that the connector is capable of retrieving the schema by
other means, for example from Schema Registry. For more information regarding Schema A ccess Strategy as well
as the other properties included in this example, see JDBC Sink connector reference in the Related Information

section at the bottom of this page.
Click Import.

Click Validate.

Click Next.

Click Deploy.

© © N

A pop-up window appears notifying you that deployment was successful. At this point, the connector is running.

Y ou can click View Connector Profile to close the dialog.
10. Query the database.

After the connector is deployed, switch over to the terminal session you used to set up the database and run the

following command:

SELECT * FROM publ i c. deno;

Ij Note: You might need to wait afew minutes until the entries become visible.
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Once the connector is deployed, you can monitor its activity using the SMM UI.

Inthe SMM Ul click @‘: (Connect) on the navigation sidebar.

Clicking on @: opens the Connect Cluster page with the Connectors tab open. This page provides a high level
overview and metrics of all your connectors as well as the connect cluster.

Cluster: Unknown

'N# Connect Cluster
P ® New Connector

connect-default-cluster ;

f22 Connectors
TOTAL CONNECTORS ° RUNNING CONNECTORS 0 FAILED CONNECTORS 4 DEGRADED CONNECTORS " PAUSED CONNECTORS

1 1 0 o 0
Connectors  Cluster Profile
Source Connectors (0 Q Search Topics (1 Sink Connectors 1 Q Search
Narme § .
B Paused Failed B Paused Failed
Name | Tasks csp-connect m Name | Task:
© sinkdemo 1 @
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Click E’C'-‘ (Connector Profile) next to the connector’ s name.

The Connector Profile page enables you to monitor details of the connector and its tasks as well asits
configuration. The page consists of two tabs Connector Profile and Connector Settings. The following points give
aquick introduction of the Ul and its features. Feel free to experiment and explore.

Cluster: Unknown
Connect Cluster / Connector Profile

sink-demo @Pause  ®Resume  CRestart  WDelete [ECYIVERESSSEE

Connector Profile  Connector Settings

{22 Connector Profile

CLASSNAME ASSIGNED WORKER
org.apache.nifi kafka.connect.StatelessNiFiSinkConnector 172.18.0.6:28083
STATUS TOTAL TASKS RUNNING TASKS FAILED TASKS PAUSED TASKS
RUNNING 1 1 0 0
53] Tasks
Q search by host
O  Status Worker ID § Task ID Put Batch Avg Time Sink Record Send Rate Partition Count
o 1721806 0 0 0 3 S
Running Ratio Offset Commits
100% RUNNING 0% PAUSED 100% SUCCESSFUL COMMITS 0% FAILED GOMMITS
Additional Sink Record Metrics Additional Sink Task Metrics
SINK RECORD LAG MAX BATCH SIZE MAX BATCH SIZE AVERAGE
NA 0 mbs 0 mbs
OFFSET COMMIT MAX TIME OFFSET COMMIT AVERAGE TIME
1ms 1ms

e The Connector Profile section provides you with details regarding the Classname, Assigned Worker,
Status, Total Tasks, Running Tasks, Failed Tasks, and Paused Tasks.

« Using the buttons in the top right-hand corner you can pause, resume, restart, or delete the connector.
¢ Inthe Tasks section, you can view and monitor Status, Worker 1D, Task 1D, and various other details

regarding connector tasks. Clicking VY next to atask displays detailed information and metrics about
the selected task. In addition to viewing status and metrics, the Tasks section also allows you to restart
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aparticular task. This can be done by selecting the task you want to restart and then clicking the Restart
option found within the Tasks section.

Cluster: Unknown
*.o Connect Cluster / Connector Profile

sink-demo ©Pause  ®Resume  CRestart  Whelete [ENGUNRTToNe TSy

Gonnector Profile  Gonnector Settings

Connector Form
Properties
sink-demo
nnector.class org.apache nifi kafka.connect.StatelessNiFiSinkConnector
extensions.directory Jtmp/nifi-stateless-extensions
Retry from PutDatabaseRecord

org.apache kafka.connect storage StringConverter

JDBC Sink

meta.smm predefined flow.version 1.0.0

nexus.url https:/rep loudera.com/artifactory/rep:

parameter.JDBC Sink Parameters:Database Connection URL idbc:postgresql//postgresql:5432/csp

parameter.JDBG Sink Parameters:Database Driver Glass Name org.postgresql. Driver

parameter.JDBC Sink Parameters:Database Driver Location JoF fplugin/libs/ cor p postgresq java jar
parameter.JDBC Sink Parameters:Database Table Name demo

parameter.JDBG Sink Parameters:Database Type | | PostgresaL

e The Connector Settingstab enablesyou to view and edit the configuration of the connector.
¢ Clicking Edit in the bottom left-hand corner allows you to reconfigure the connector.
< Using the buttons in the top right-hand corner you can pause, resume, restart, or delete the connector.

Now that you are familiar with the basics of connector deployment and monitoring, Cloudera recommends that
you explore and learn about the various other connectors that are included with CSP Community Edition. For more
information on each of the connectors, see Connectorsin the related information section.

Cloudera Runtime - Connectors

Cloudera Runtime - JDBC Sink connector

Cloudera Runtime - JDBC Sink connector reference

Cloudera Runtime - Monitoring Kafka Connect Using Streams Messaging Manager

Learn how to set up Alert Palicies and Notifiers, how to view generated alerts, and how to disable an Alert Policy in
Streams M essaging Manager (SMM).

Alert Policiesin SMM are user configured alerts that automatically trigger when configured conditions are met. An
alert contains the details of the policy including the alert message and the conditions that triggered the alert. Once an
aert istriggered, anotification is sent out by SMM using the Notifier associated with the Alert Policy. Y ou can use
these alerts and notifications to monitor the health of Kafka, as well asto identify and troubleshoot problems.

For example, assume that you want to monitor your Kafka topics to ensure that data production and consumption is
happening without interruptions. To do thisyou could set up an Alert Policy that triggers if the bytes consumed from
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or produced to your topics fall below a specified threshold. When the aert istriggered, SMM sends out a notification
using the Notifier associated with the Alert Policy immediately notifying you of a potential issue.

The following steps walk you through how to set up asimple Alert Policy that uses an HTTP Notifier, how to view
the generated alerts within SMM, and how to disable an Alert Policy.

1. Accessthe SMM Ul by entering the following in a browser window:

http://l ocal host: 9991

Click A(Alerts) on the navigation sidebar.
3. Create anotifier.

a) GotoNOTIFIERS.
b) Click ADD NEW.
¢) Configure the notifier asfollows:

Notifier
NAME

Test_Notifier

DESCRIPTION

Http notifier test

PROVIDER

Http

URL

http://my-service.com/endpoint

CONNECTION TIMEOUT(MSECS)

30000

READ TIMEOUT({MSECS)

30000

NOTIFIER RATE LIMIT

COUNT DURATION

3 MINUTE

Take note of the URL property. This property specifies the URL where this notifier sends alerts. Y ou do not
need to add the URL of an actual service to create and test Alert Policies. As aresult, for this tutorial, you
can set this property to a placeholder value. For example http://my-service.com/endpoint. In a production
environment however, the URL you enter would be an endpoint of atarget service that can consume and
process the alerts that SMM sends.

d) Click Save.
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4. Create an Alert Policy.
a) Goto ALERT POLICIES.
b) Click ADD NEW.
¢) Configurethe Alert policy asfollows:

Alert Policy
NAME

Test_AlertPolicy

DESCRIFTION

Test alert policy

EXECUTION INTERVAL IN SECONDS EXECUTION DELAY IN SECONDS
ENABLE
. . | @)
Policy
COMPONENT TYPE TARGET NAME
IF... Topic ANY o
ATTRIBUTE CONDITION  VALUE
BYTES IN PER SEC >z 0 [+
Action
NOTIFICATION
Test_Notifier x | b4 v
Preview
IF ANY TOPIC has BYTES IN PER SEC >= 0 THEN notify by Test_Notifier
= -
d) Click Save.
5. View adlerts.

Go to History. Wait afew seconds and refresh the page, alerts should appear on the page.
6. Disablethe Alert Policy.

a) GotoAlert Policies.
b) Find the aert policy that you want to disable, and click the toggle button beside the alert policy.

What to do next
To learn more about Alert Policies and Notifiers, see Managing Alert Palicies Using Streams Messaging Manager.

Related Information
Managing Alert Policies Using Streams Messaging M anager
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The Debezium and JDBC Kafka Connect connectors shipped with CSP Community Edition require a JDBC driver
to function. However, by default only the PostgreSQL JDBC driver isavailable for use. If you want to deploy a
connector that requires a different JDBC driver to function, you must copy the driver to the Kafka Connect container
before you deploy the connector.

The following Kafka Connect connectors require a JDBC driver that does not come shipped with CSP Community
Edition:

e Debezium Db2 Source

e Debezium MySQL Source

» Debezium Oracle Source

e Debezium SQL Server Source

« JDBC Source

« JDBCSink

Before you can deploy any of these connectors you must copy the associated JDBC driver to the Kafka Connect
Container. For the Debezium connectors, the location where you copy the driver JAR is fixed. Additionally, the
Debezium connectors require that the JAR file is deployed within the container using a specific file name.

Important: The PostgreSQL JDBC driver comes bundled with CSP Community Edition. It is deployed at
the following location in the Kafka Connect container.

[ opt/ connect/ pl ugi n/li bs/ debezi um connect or - post gr es/ post gr esqgl - conn
ector-java.jar

This means that you do not need to complete the following steps if:

¢ You are deploying the Debezium PostgreSQL Source connector.

¢ You are deploying the JIDBC Source or Sink connectors and use them to source or sink data from a
PostgreSQL database.

Find out the name or ID of the Kafka Connect container. Y ou will need to pass the container nameor ID asa
parameter in some of the commands you will be running.The container name and ID can be listed using docker ps.
For example:

docker ps -a --format '{{.ID}}\t{{.Nanes}}' --filter "nane=kafka-connect"

The Kafka Connect container will either be called cspce-kafka-connect-1 or cspce_kafka-connect_1.

Steps
Debezium Db2 Sour ce

1. Download the Db2 JDBC driver.
The JDBC driver can be downloaded from Maven Central. Cloudera recommends that you use
version 11.5.0.0.

2. Navigate to the directory where the driver was extracted.
3. Copy the driver to the Kafka Connect container and rename it.

docker cp ./jcc-[***VERSI ON***] . jar [***KAFKA CONNECT
CONTAI NER NAVE OR | D***]:/opt/connect/plugin/libs/debeziumc
onnect or - db2/ db2- connect or - j ava. j ar
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4. Log in to the Kafka Connect container as the root user.

docker exec -it --user root [***KAFKA CONNECT CONTAI NER I D OR
NAME***] [/ bi n/ bash

5. Change the owner of the driver to the kafka user.

chown kaf ka: cl oudera /opt/connect/ plugin/libs/debezi um conne
ctor-db2/ db2-connector-java.j ar

Debezium MySQL Source
1. Download the MySQL JDBC driver.

The JDBC driver can be downloaded from the MySQL Community Downloads page. Download
the platform independent version. Cloudera recommends that you use version 8.0.27.

2. Extract the files from the downloaded archive.

Y ou can use the tar command or any other archive manager to extract the archive. For example:

tar -xf mysql-connector-java-[***VERSI ON***] . tar. gz

3. Navigate to the directory where the driver was extracted.

cd nysql - connect or-j ava- [ *** VERSI ON* * * ]

4. Copy thedriver to the Kafka Connect container and renameit.

docker cp ./nysqgl-connector-java-[***VERSI ON***].jar [***KAFKA
CONNECT CONTAI NER NAME OR | D***]:/opt/connect/plugin/libs/de
bezi um connect or - nysql / nysql - connector -j ava. j ar

5. Log in to the Kafka Connect container as the root user.

docker exec -it --user root [***KAFKA CONNECT CONTAI NER I D OR
NAME***] [/ bi n/ bash

6. Change the owner of the driver to the kafka user.

chown kaf ka: cl oudera /opt/connect/ pl ugin/libs/debezi um conne
ctor-nysqgl / mysql - connect or-j ava. j ar

Debezium Or acle Sour ce

1. Download the Oracle JDBC driver.

The JDBC driver can be downloaded from Maven Central. Cloudera recommends that you use
version 12.2.0.1, 19.8.0.0, or 21.1.0.0.

2. Navigate to the directory where the driver was downloaded.

3. Copy the driver to the Kafka Connect container and rename it.

docker cp ./o0jdbc8-[***VERSI ON***] .jar [***KAFKA CONNECT
CONTAI NER NAMVE OR | D***]: opt/ connect/ pl ugi n/li bs/debezi um co
nnect or - or acl e/ or acl e- connector-j ava. j ar

4. Log in to the Kafka Connect container as the root user.

docker exec -it --user root [***KAFKA CONNECT CONTAI NER I D OR
NAME***] [/ bi n/ bash
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5. Change the owner of the driver to the kafka user.

chown kaf ka: cl oudera /opt/connect/ pl ugin/libs/debezi um conne
ctor-oracl e/ oracl e-connector-java.jar

Debezium SQL Server source
1. Download the SQL Server JDBC driver.

The JDBC driver can be downloaded from the Microsoft JIDBC Driver for SQL Server
downloads page. Cloudera recommends that you use version 7.2.2.jre8. Download the zipped tar
file, do not download the executable version.

2. Extract the files from the downloaded archive.

Y ou can use the tar command or any other archive manager to extract the archive. For example:

tar -xf sqljdbc [***VERSI ON***] enu.tar.gz
3. Navigate to the directory where the driver was extracted.

cd sqlj dbc_[***VERSI ON***]/ enu

4. Copy thedriver to the Kafka Connect container and renameit.

docker cp ./nssql-jdbc-[***VERSI ON***].jre8.jar [***KAFKA
CONNECT CONTAI NER NAMVE OR | D***]:/opt/connect/plugin/libs/de
bezi um connect or - sql server/sql server-connector-java.j ar

5. Log in to the Kafka Connect container as the root user.

docker exec -it --user root [***KAFKA CONNECT CONTAI NER I D OR
NAME***] [/ bi n/ bash

6. Change the owner of the driver to the kafka user.

chown kaf ka: cl oudera /opt/connect/ pl ugin/libs/debezi um conne
ctor-sql server/sqgl server-connector-java.jar

JDBC Source and Sink
1. Download the driver.

The driver you need to download will depend on your use case and how you plan on using the
JDBC Source or Sink connector. For example. if you want the connector to connect to a MySQL
database, you need to download and deploy the MySQL JDBC driver.

2. Extract the files from the downloaded archive. Y ou can use the tar command or any other
archive manager to extract the archive. For example:

tar -xf [***PATH TO JDBC DRI VER ARCHI VE***]

Depending on the driver you downloaded, this step might not be required.
3. Copy thedriver to the Kafka connect container. For example:

docker cp [***PATH TO JDBC DRI VER JAR***] [***KAFKA CONNECT
CONTAI NER NAME OR | D***]:/opt/ connect/pl ugi n/li bs/

Y ou can copy the driver to any location within the container. Cloudera recommends that you
copy it to a directory that has no other JAR files. Additionally, ensure that you take note of the
path as you must provide it in the connector's configuration during connector deployment.

28



Cloudera Stream Processing Community Edition Getting started with Streaming Analytics

4. Change the owner of the driver to the kafka user.

chown kaf ka: cl oudera [***PATH TO DRI VER JAR***]

The selected drivers are copied within the Kafka Connect container. Deploying the Debezium, JDBC Source, and
JDBC Sink connectorsis now possible.

Deploy your selected connector. For more information on how to deploy the connectors, their configuration, and
features, see the Related Information section at the bottom of this page.

Debezium - Debezium connector for Db2
Debezium - Debezium connector for MySQL
Debezium - Debezium Connector for Oracle
Debezium - Debezium connector for SQL Server
Cloudera Runtime - JDBC Sink connector
Cloudera Runtime - JDBC Source connector
MySQL Community Downloads

Maven Central - Db2 JDBC driver

Maven Central - Oracle JDBC driver

Microsoft JDBC Driver for SQL Server

Get started with Streaming Analyticsin CSP Community Edition.

The Getting Started with SQL Stream Builder tutorial walks you through the basic usage and features of SQL Stream
Builder powered by Apache Flink. Complete the Getting Started guide to learn how to use Streaming SQL Console,
and how to query streams of datausing SQL Stream Builder, and then you can try out the different supported
connectors, or learn how to manage and monitor your SQL jobs.

Get started with SQL Stream Builder in CSP Community Edition.

The Getting Started guide walks you through the following steps from which you can learn how to use SQL Stream
Builder (SSB):

* How to access Streaming SQL Console

e How to create aproject

e How to create aSQL job

e How to generate datato SSB

* How to create tables and views

e How to query data

« How to output the queried results using different solutions

Asafirst step to use SQL Stream Builder, learn how to create a project with git synchronization where you can create
and manage jobs, resources and experience the SDLC of SSB applications.
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After accessing Streaming SQL Console using http://localhost:18121 from your browser and signing in, you are
redirected to the Pr oj ects page of Streaming SQL Console.

What arethe benefits of Projectsin SSB?

Providing Softwar e Development L ifecycle (SDLC)
Projects allow you to group together resources for atask based on for example a business logic that
you would like to solve with SSB. Resources are data sources, tables, user-defined functions, and
Materialized Viewsthat are needed for SQL jobsin a project.

Version control and backups with Git
Y ou can export and import the project to a Git repository, track versions using different branches
and push your changes with commit messages as with any software project.

Enabling collaboration within a project

Y ou can invite team members to your project to work together with the shared resources. The
members you invite to a project can work with the same resources, and you can also assign an
admin to the team who has the same privileges as the owner of the project.

Customizing environmentswith variables

Y ou can create environment files that contain project-specific configurations as key-value pairs that
are used for substituting cluster specific information.

CLOUDZRA Sents .
Streaming SQL Console Projects @ | ® Session

3 My Projects ™ My Invitations

‘ Q C Reload V¥ Import @ New Project ‘ (@ You don't have any invitations

Name ] MV Prefix

ssb_default

Default Team

admin_default
56120502 9 switch

As an example, you can create a transaction_monitoring project using the Community Edition in your local
environment, set up the resources such as tables, data sources and jobs, and then migrate the project using a Git
repository to a CDP cluster or environment.

When you access the Streaming SQL Console, there are already existing projects on the My Projects page. The ssb
default and [***USERNAME***] _default projects are automatically generated projects. The ssb_default project

and its resources are visible to every user, while the [***USERNAME***]_default project and its resources are only
visible to that user. Every user has its own project generated by default where members can be invited.

To create a project in Streaming SQL Console, you need to click on New Project on the Pr oj ects page and provide
the Name of the project, add a description if necessary and set up the dedicated Git repository for synchronization.
For example, you can name the project transaction_monitoring, add Monitoring orders and transactions as
description, and use a dedicated Git repository with amain branch.
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CLOUDZ=RA i
Streaming SQL Console Projects Q SearchinsSB @ Session

3 My Projects Create Project X 1 My Invitations

Q search Name * ® You don't have any invitations

‘ transaction_monitoring l

Name
Description
ssb_default XY
Default Team Monitoring orders and transactions
admin_default |
admin's Team & Override Materialized View Table Name Prefix ©

Source Settings

Clone URL ®

| htps://github.com/testuser/transaction-monitoring.git ‘

Branch ®

[man \

Allow deletions on import © (@D

Authentication

Click Create, and click Switch Switch Project to be redirected to the Explorer view of the created project.

@ Projects / transaction_monitoring ‘ Q_ search in SSE ‘ O Session
L3 o
Q Explorer —_—
ke
[a | Auto Update A v transaction_monitoring
. g Monitoring orders and transactions
2
3 tansaction_monttoring (EIDY
Eu Resource Total Details
> [g,Jobs
> [ Virtual Tables : Jobs 0 N
> [, Functions
> L, Data Sources |E vVirtual Tables 0 >
> [C@ Materialized Views
N Functions 0 >
> [ APIKeys
v [3 Extemal Resources @g Kafka Data Sources -I N
v g Virtual Tables c
> [ Connectors H %Ca\alogs 0 >
> [Cp Data Formats H
® EQ Materialized Views 0 >
APl Keys 0 >

Notifications Job Notifications are disabled in Community Edition.

Within the created project, you can use the tree structure on the left side to review and manage the resourcesin a
project. Y ou can also use the home page of the project on the right side, and manage the resources of the projectin a
tab view.

When you created your project and set up Git for version control, learn how to create ajob and atable that generates
random data using the included Faker connector after accessing the Streaming SQL Console.

You can easily create anew job using the Explorer view of your project by clicking on the button next to
Jobs and select New Job.
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ar
Explorer _

| ] | Auto Update AW tl tr
| J R
w+ [ transaction_review m

¥ EI"I Jobs

Resource

» [gy Virtual Tables lat
@.I New Job

» [, Functions

> D Data Sources i= Manage /I
» [ Materialized Views ' 75
= Fur
» [ APl Keys
~ [ External Resources K.al
§§‘é

» [y Virtual Tables
> [ Connectors (9) i %Cm

> EE‘I Data Formats (4

This opens the Create New Job window where you have the following options to name your SQL job:

» Usethe predefined name in the Job Name field when opening the Streaming SQL Console
» Usethe Generate Job Name button to generate a new random name for your job
e Manually provide the name of the job to the Job Name field

After naming your job, click on the Create button to be redirected to the SQL Editor that enables you to create tables
and query data, create Materialized Views, change job settings and manage jobs.

@ Projects / transaction_monitoring ‘ Q_ search in SSB ‘ @ Session
[ o [ thirsty_pare X
Q Explorer —_—
D . | FINISHED @ Flink Dashboard [7 <> Templates v | Editor v & Job Settings
[ @ search J Auto Update N —
o B J
2
v [3 transaction_monitoring (CEREY
b, > Bz Jobs (1)
> D Virtual Tables

> [y Functions :

> [ Data Sources No Query

> [ Materialized Views : Enter your query here

> [ APIKeys H

v [ Extemal Resources

v [ Virtual Tables c

> [, Connectors

> [p Data Formats

i= Logs B Results B Events
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Asafirst step in executing a SQL query, you need to create atable. At this point, you can use the predefined
templates under the SQL Editor.

In the following CREATE TABLE statement, the faker template is used, with the properties already filled out. Y ou
can copy and paste it to the SQL Editor.

DROP TABLE | F EXI STS orders;
CREATE TABLE orders (
order _id | NTEGER,
city STRING
street _address STRI NG
anmount | NTEGER,
order_time TI MESTAMP(3),
order _status STRI NG
WATERVARK FOR “order _tinme” AS order tinme - |INTERVAL '15' SECOND

) WTH (
‘connector' = 'faker",
'rows- per-second’ ='1'",
"fields.order _id.expression' = "'#{nunber.nunberBetween ''0""',"'"' 99999999
"fields.city.expression' = '#{Address.city}"',
"fields.street _address. expression' = '#{Address.street address}',
"fields.anpbunt. expression' = '#{nunber. nunberBetween '"0""',"'"100""'}",
"fields.order _time.expression' = '#{date.past ''15 ','' SECONDS''}",
"fields.order_status. expression' = '#{regexify '' (RECEl VED] PREPARI NG DEL
| VERI NG DELI VERED| CANCELED) {1} ' }"
)

To create the table, you need to click on the Execute button under the SQL Editor.

@ Projects / transaction_monitoring \'Q Search in SSB ‘ @ Session

@ [ thirsty_pare

Job Actions v

[ FNisHED @ Flink Dashboard [2

Editor & Materialized View 8 Job Settings

\:Q Search \ Auto Update A v

> [ DataSources

time - INTERVAL
> [ Materialized Views

> [ APIKeys

v [ Extemal Resources
v [ Virtual Tables c
> [, Connectors

> [ DataFormats

iE Logs B Results B Events

After executing the CREATE TABLE statement, there are two ways to view the created table:
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* You can view the table under Virtual Tables of the project by clicking the arrow to expand the table properties:

[©] Projects / transaction_monitoring | Q searc B \
I_“g)\ Exol o 3] thirsty_pare X
xplorer Imininteiiaits
9 § \ FINISHED | @ Flink Dashboard [7 <> Templates ~
| Q Search | AutoUpdate () A v
o) ) orders;
v [3 transaction_monitoring m EATE LE orders (
T*_’., order_id GER,
> [z Jobs (
=] \
v [ Virtual Tables (1) orders =

B orders <>

> [3, Functions CREATE TABLE 'ssb'. transaction_monitoring . orders

order_id" INT,

> [ Data Sources city VARCHAR(2147483647

> [g Materialized Views street_address’ VARCHAR(2147483647

> D APIKeys amount’ INT,
order_time’ TIMESTAMP(3

v [ External Resources order_status’ VARCHAR(2147483647
. WATERMARK FOR “order_time AS "order_time - INTERVAL '15' SECOND
v [Cp Virtual Tables WITH
v % ssb fields.order_time.expression' = '#{date.past "15"'SECONDS"}’

fields.street_address.expression' = '#{Address.street_address}’
fields.amount.expression' = '#{number.numberBetween 100"y

> ETg Data Formats fields.order_id.expression' = '#{number.numberBetween "0"'99999999"}'
connector' = 'faker

fields.city.expression’ = '#{Address.city}’

> [ Connectors

rows-per-second’ = '1"
fields.order_status.expression’ = '#{regexify "(RECEIVED|PREPARING|DELIVERING|DELIVERED|CANCELED){1}"}'

* Inthe SQL Editor window, you can replace the earlier statement by DESCRIBE orders;, and click Execute again:
r B3] thirsty_pare X
‘ FINISHED ‘ @ Flink Dashboard [2 <> Templates ¥ Editor v E& Materialized View {8} Job Settings

DESCRIBE orders;

-

D Column Type Key Watermark CREATE TABLE ‘ssb’. transaction_monitoring'. orders" (
‘order_id® INT,
= = = = ‘city’ VARCHAR(2147483647),
‘street_address® CHAR(2147483647),
D order_id INT false false E ‘amount’ INT,
‘order_time® TIMESTAMP(3),
O iy STRING false false ‘order_status’ HAR(2147483647) ,
WATERMARK FOR ‘order_time' AS ‘order_time’ INTERVAL
[0 street_addr.. STRING false false ) WITH (
O amount INT false false
D order_time TIMESTAMP(3) *R...  false true
m sl enon oThinA B S
= Logs IH Results A Events Page 1 of 1

Now that you have created a job and atable, you can push your changes to your Git repository using the Sour ce
Control view and selecting the Push tab. Provide a commit message that describes the changes, and click Push to
synchronize your changes to Git.
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N Projects / transaction_monitoring

L-?)\ J/ Import ™ Push {é} Source Settings

@ Commit Message

Adding orders table|
A3

te,

If someone else would work on this project in their local SSB Community Edition instance or SSB on a CDP cluster,
they can use the Import button to pull the changes and have the latest version of the project in their SSB.

After creating atable, learn how to run a SELECT query that outputs a sample of the resulting datain Streaming SQL
Console.

Y ou have created your table using the Faker template that currently generates data. As a next step, you can run a
SELECT query and output the results at the SQL Editor under the Resultstab.

Copy and paste the following SQL query to the SQL Editor:
SELECT * FROM or ders;

To execute the query, you need to click on the Execute button under the SQL Editor.

After ashort amount of time, the samples of the result continuously show up under the Resultstab.
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@ Projects / transaction_monitoring Q O© Session

L3 @ thirsty_pare X

Q Explorer

o RECONCILING | @& Flink Dashboard [7 <> Templates ~ | | Editor = || & Materialized View | Job Settings

[as Auto Update A v
2
v [3 transaction_monitoring (EIY
fa, > [g Jobs (1)
> D Virtual Tables (1
> [, Functions

> [ DataSources
> [g Materialized Views
> [ APIKeys

> [3 Exteral Resources

O orderid

10995496

7540356

79314606

50069212

ooooOoot

36692112

i Logs

1B Results

North Preston
Kunzemouth

South Randolphland
Mayerberg

Port Natalie

B Events

street_address

970 Sunni Walks 48 2023-01-23T12:51:25.251

570 Brekke Mission 22 2023-01-23712:51:29.280
040 Bins Summit 3 2023-01-23T12:51:36.708
728 Monahan Fords 68 2023-01-23T12:51:27.359
1143 Miller Stravenue 7 2023-01-23T12:51:35.259

1t060f6

RECEIVED
CANCELED
RECEIVED
PREPARING

CANCELED

Page 1 of 1

When you execute a query, a Flink job is created in the background. Y ou can see more details about the created Flink
job by clicking on the Flink Dashboard button for the running job. Y ou can aso reload the SQL job into the SQL

Editor to edit the job, or stop the job from the Jobs tab that lists all of the running and finished jobsin a project.

o i Jobs X

Jobs (1

‘/ Q_ Search jobs C Reload
Name Created Username ID State
thirsty_pare @ 2023-01-23 12:46:25 (7 minutes ago) admin 5195 @ :) >

Now that you know the basics of creating atable and querying data from atable, learn how to create a more complex
query using views.

In the following example, you will use the columns from the created Faker table. In this derived computation that can
be saved as aview, the orders are aggregated in half minute intervals based on their status.

Copy and paste the following CREATE VIEW statement to the SQL Editor:

DROP VI EW I F EXI STS sunmari es;
CREATE VI EW sunmmari es AS

SELECT wi ndow _start, w ndow _end,
anount) as total _anount

FROM TABLE( TUVMBLE( TABLE or der s,
S))

GROUP BY wi ndow start,

COUNT(*) as order_count, SUM

| NTERVAL ' 20" SECOND

order st at us,
DESCRI PTOR( or der _ti ne),

wi ndow_end, order_st at us;
If your previous query is till running, click on the Stop button under the SQL Editor to stop the job. Afterwards, to
create the view, you need to click on the Execute button under the SQL Editor.

When you execute a query, not all the records produced by the query are shown in the Results window. By default,
1 record is sampled every second to be displayed. Before selecting data from this view, you can change the Sample
Behavior to Sample all messages. Y ou need to click on the Job Settings button to open the settings that can be
updated for ajob. Thisway the Results window will contain all messages, up to the specified count.
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[©] Projects / transaction_monitoring [Q Search in SSB >
£ & () thirsty_pare ® {8 Job Settings © Revert Changes

Explorer

Ic) & Flink Dashboard [

Fa summaries

v [3 transaction_monitoring (I
t > Jobs (1) General
Vit Toles @) —.

>
> [y, Functions ‘ SESSION - Job runs with current Session v ‘
>

Eé Data Sources
Job Parallelism (threads)

E 1

Restore From Savepoint (|

T Materialized Views

> [ APIKeys

> [3 Extemal Resources

Sample

Ssample Count ®

Execute ® Stop
® s i |

[ (@ No results Sample Window Size @

[ 100 ‘

Sample Behavior

[Sample all messages (may impact performance) - ] ’

Checkpoint

Enable Checkpointing (__

i= Logs 8 Resulis B Ever

Add the following SQL query to the SQL Editor to run the query:
SELECT * FROM summari es

To execute the query, you need to click on the Execute button under the SQL Editor.

After ashort amount of time, the samples of the aggregated result continuously show up under the Resultstab. Asitis
an aggregated view, the results can appear slower after another.

@ Projects / transaction_monitoring Q searchin @© Session
Iy @ obs thirsty_pare X
Q Explorer —_—
o ) RECONCILING | @& Flink Dashboard [2 <> Templates v | | Editorv | & Materialized View | | & Job Settings
|a r | AutoUpdate () ~ v
%
22
3 wansaction_moritoring QEI)
te > [g Jobs (1
> [ Virtual Tables (2
> [, Functions
>

[z Data Sources
> [a Materialized Views
> [ APIKeys

> [3 Exteral Resources

O  window_start window_end order_status order_count total_amount
L vt s vt o —— - ’
O 2023-01-23T12:55:40 2023-01-23T12:56 DELIVERED 1 13
[0 2023-01-23T12:55:40 2023-01-23T12:56 RECEIVED 4 256
O 2023-01-23T12:55:40 2023-01-23T12:56 PREPARING 7 315
[0 2023-01-23T12:55:40 2023-01-23T12:56 DELIVERING 2 95
[0 2023-01-23T12:55:40 2023-01-23T12:56 CANCELED 7 472
i= Logs E Results B Events 1to70f 7 Page 10f 1

Asyou aready know how to query tables and views, the next step is to write the queried resultsinto asink or create a
Materiaized View.
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So far you have sampled the results to the Results tab of Streaming SQL Console, so the next step isto learn how to
create a sink using one of the predefined templates to output the results of the executed SQL queries.

Previoudly, you created the summaries view, executed the SELECT * FROM summaries query, and examined its
results on the Streaming SQL Console.

Now, the next step isto stream the aggregated records to an external system, such as Kafka. The Community Edition
comes with a preconfigured Kafka container that can be selected from the predefined templ ates.

The created view has a complex schema. It would be tedious to describe it, and manually create a Kafka table with a
matching schema. Luckily, SQL Stream Builder can do this task automatically.

Asyou can add more statements in one SQL window, you can create the Kafkatable and add a SELECT query at the
sametime.

Add the following SQL query to the SQL window, but do not execute it. At this point the statement is only used to
match the schema from summaries table with the schema of the kafka_sink that will be created at the next step:

SELECT * FROM sunmari es;

Asthe kafka_sink does not exist yet, you need to import the CREATE TABLE statement to the SQL window by
selecting Templates > local-kafka > json . SSB automatically inserts the appropriate CREATE TABLE statement
with the schemaretrieved from the summaries table. Before executing the statement, you must fill out the topic in the
connector option. This means you need to replace..." in the template with 'mytopic’ asit is shown in the following

@ Projects / transaction_monitoring Q Search in SSB @ Session
Iﬁl Bl @ i, Jobs ) thirsty_pare X
xplorer
o ) RUNNING @ Fiink Dashboard [ < Templates ~ | Edior~ | & Materialized View &} Job Settings
[ Q sear | Auto Update ~A v .
20 E
S
v I transac tion_monitoring (ETD)
f > B dobs (1
v D Virtual Tables (3) c i
I, Kafka_sink o B i
I orders o | i
B, summaries -
> [, Functions

> Dy Data Sources
> Dg Materialized Views
> [ APIKeys

> [3 Extemal Resources

C Restart @ Stop NORSERIILE]

O  window_start window_end order_status order_count total_amount

D 2023-01-23T13:10:40 2023-01-23T13:11 PREPARING 5 340
O 2023-01-23T13:10:40 2023-01-23T13:11 DELIVERING 2 148
O 2023-01-23T13:10:40 2023-01-23T13:11 CANCELED 2 133
O 202301-23T13:10:40 2023-01-23T13:11 DELIVERED 2 42
O 2023-01-23T13:10:40 2023-01-23T13:11 RECEIVED 1 51

Logs B Results B Events Tto50f5 Page 10f 1

Click on the Execute button to run the script, both statements will be executed.

Add the SELECT query after the CREATE TABLE statement:

I NSERT | NTO kaf ka_si nk SELECT * FROM sunmmari es;

Before moving forward, you can create Environment variables that can be used to store environment-specific
configurations. Y ou can add key-value pairs to create placeholders for the following properties:

« Properties of tablesin DDL, for example topic names, connector types and so on
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» Kafkadata source and catalog properties, for example brokers, schemaregistry url and so on

This helps you import and export your project between environments and users. For example, you can create a
variable for the Kafka topic name. For example, you could use a placeholder to distinguish between the Kafka
topic in adevelopment or production environment. This means that instead of specifying the Kafka topic namein
the CREATE TABLE statement as my_topic, you would use a placeholder based on the key and value provided
in the environment file as shown below. When the project is synchronized to Git, and imported to a production
environment, the topic name will be substituted with the applicable Kafka topic name, if an Environment is also
configured on that SSB instance. Y ou can also export and import Environments as JSON files, which make the
management of environments easier for users.

To create an Environment configuration, select the Environments view and click New Environment.

Provide a name to the Environment, and add a key with dedicated value, and click on the plus button.
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| Projects / transaction_monitoring

& New Environment

@ < Back

22 Name *

E. { Topic Name ]

Key Value
Key Value 7 W
kafka_topic transactions_dev

[ Create
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Click on the Save button, and you are redirected to the Environments view. Click on Activate next to the
Environment you would like to use to the currently working on project.

@ Projects / transaction_monitoring (TopicName) \ Q search in SSB @® Session

3 @ i3, Jobs (£ thirsty_pare

Q  Environments (1

D | FNisHED | @ Fiink Dashboard [2 <> Templates v Editor v & Materialized View {8} Job Settings
Name Created

2
Topic Name 23/01/2023,13:17:47 Export  Deactivate = »

=]

No environments found.

Now that you have an Environment, you can use the variable (prefixed with ssh.env.) in the CREATE TABLE
statement as shown in the following example:

CREATE TABLE " kafka_sink™ (
“wi ndow _start™ TIMESTAMP(3) NOT NULL,
“wi ndow_end” TI MESTAMP(3) NOT NULL,
“order_status VARCHAR(2147483647),
“order _count®™ BIG NT NOT NULL,
“total _anmount® | NT

) WTH (

'connector' = 'kafka: Local Kafka',
"format’' = 'json',

'scan. startup. node' = 'group-offsets',
"topic' = '${ssb. env. kaf ka_t opi c}'

Y ou can use Schema Registry as a catal og to read data or output results to a Kafka topic based on a defined schemain
Schema Registry.

SQL Stream Builder (SSB) in the CSP Community Edition comes with a preconfigured Schema Registry catalog,
which isavailable by default in the ssb_default project. This meansthat if you are working in the ssb_default project,
you do not have to register the local Schema Registry service running in the Community Edition asit is already set

up.
If you have created a new project, you need to register the Schema Registry catalog using the Catalog page that can

be accessed from the Explorer by expanding the Data Sources, and clicking New Catalog .
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N Projects / transaction_monitoring

L
Q Explorer

[ Q  Search ] AutoUpdate (_ ) A v

[o]
28

v [3 transaction_monitoring m
> [z, Jobs C

> EL'E Virtual Tables @
> l:‘b Functions

F

v % Data Sources c

> |:"§g Kafka @

> I:l'] Catalog
> [ Materialized Views
> [ APIKeys @), New Catalog

> [ External Resources := Manage

Provide the following information to register the Schema Registry catal og:

Setting Value

Name schema-reg

Catalog Type Schema Registry

Kafka Cluster Local Kafka

Schema Registry URL http://schemarregistry:7788/api/vl

After providing every needed information, click on the Validation button to verify the catalog. If it is successful, click
on the Create button to add Schema Registry as a catal og.

The following illustration also details how you need to fill out the Catalog page:
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El, Catalog X

Name *

[ schema-reg l

Catalog Type

[ Schema Registry v l

Kafka Cluster

[ Local Kafka v l

Enable TLS (C )

Schema Registry URL

[ http://schema-registry:7788/api/v1 l

Filters

Database Filter Table Filter

| | e

Validate () Data Source is valid Cancel

After adding Schema Registry as a catalog, you need to create a schema and atopic that will be used as the output
sink.

Navigate to the Schema Registry user interface by opening http://localhost: 7788 from your browser. Click on the Add
New Schema button, and provide the schema and the necessary information to the window:

Setting Value

NAME Sr_summaries

DESCRIPTION Provide a description based on your requirements.
TYPE Avro schema provider

SCHEMA GROUP Kafka

COMPATIBILITY BACKWARD

The following illustration also details how you need to fill out the Add New Schema settings.
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The following schemawas used in the example:

Add New Schema

NAME *

SCHEMA TEXT *

" | CLEAR

DESCRIPTION *

[ Schema for summaries

TYPE *

' Avro schema provider

SCHEMA GROUP *

[ atha

COMPATIBILITY

‘ BACKWARD

EVOLVE

oudera.exampleschema" ,

a - modify as necessar

{
"doc": "Default schema - nodify as necessary",
"namespace": "com cl ouder a. exanpl eschema",
"type": "record",
"name": "exanpl eSchema",
"fields":
"type": "string",
"nanme": "status"
IE
{ .
"type": "int",
"nanme": "total"
}
]
}

After you created the schema, you need to create a new Kafka topic with the same name. Y ou can easily create a
Kafkatopic using Streams Messaging Manager (SMM). Navigate to the SMM user interface by opening http://I
ocalhost: 9991 from your browser. Select Topics from the main menu, and click on the Add New button. Fill out the
fields, and click Save to create the topic:

Setting Value

TOPIC NAME S_summaries
PARTITIONS 3

Availability LOW
CLEANUPPOLICY delete

The following illustration also details how you need to fill out the Add Topic settings.
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Add Topic

TOPIC NAME PARTITIONS

sr_summaries

Availability

O O

REPLICATION REPLICATION REPLICATION REPLICATION
FACTOR3 FACTOR3 FACTOR 2 FACTOR1
MIN INSYNC MIN INSYNC MIN INSYNC MIN INSYNC
REPLICA2 REPLICA 1 REPLICA 1 REPLICA 1

Limits

CLEANUPPOLICY

delete

Important: Make sure that the name of the topic matches the name of the schema you have previously

created.

Navigate back to the Streaming SQL Console using http://localhost: 18121 or refresh the browser window, and the
table will appear under Exter nal Resources > Virtual Tables.
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Note:
E To view the tables created from catalogs, you need to expand the External Resources directory and then drill
down to the Schema Registry catalog.

Explorer

| Q_ Search | Auto Update (_ ) A~ v

v [3 transaction_monitoring m
> % Jobs
> DT_I:E Virtual Tables @
> Eb Functions
> D_é Data Sources
> D% Materialized Views
> [ APl Keys
v [O External Resources
v DT_I:E Virtual Tables C
v DEII ssb

v '3?11 schema-reg

v [ default_database @

B sr_summaries <> B
> Connectors

by
> DE} Data Formats

When you describe the created table, you can see the added schema and also that it is automatically connected to the
local Kafka and Kafkatopic.
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@ Projects / transaction_monitoring

L3
Q Explorer
®© 00
([a rct | AutoUpdate () A~ v
29
A
v [ transaction_monitoring (I
fs, v Bg Jobs (D ¢ :
55 thirsty_pare @

> [ Virtual Tables 3)
> [y, Functions
> g Data Sources
> [ Materialized Views (1)
> L7 APIKeys (1)
~ [ Extemal Resources
v D Virtual Tables e
v D ssb
v [ schemareg
v [ default_database (1)
B sr_summaries o .
> [ Connectors

> [ DataFormats

Q se O Session
@ thirsty_pare X
FINISHED | @ Flink Dashboard [ <> Templates v Editor v & Materialized View = {8} Job Settings NI NSIid

O coumn

O staws

O total
i= Logs

Type

STRING

INT

B Results

. sr_summaries

Key Watermark CRE BLE ult_d: " sr_summari

false false
false false
B Events Page 10f 1

After setting up the schema and topic, you can submit a SELECT query where the order_status and total_amount are

inserted into the sr_summariestable.

I NSERT | NTO "~schenma-regqg .

“default _database’. sr_summaries’
SELECT order_status, total anmount FROM sunmari es

A sample of the resultsis displayed on the browser under the Results tab, however you can also view the messages
generated to the Kafka topic using SMM.

{8 Projects / transaction_monitoring

3
Q Explorer
o 0000

(Q searcr ] AutoUpdate (0D ~ v
22

v [ transaction_monitoring (I
fe v Dg Jobs (1 c
55 thirsty_pare @

> [ Virtual Tables (3)
> [3, Functions
> Dy Data Sources
> [ Materialized Views (1)
> [ APIKeys (1)
v [3 External Resources
v ELI‘E Virtual Tables c
v L ssb
v Dy schemareg

v [ default database (1)

& sr_summaries o @
> [, Connectors

> [ Data Formats

Q searchin @© Session
@ thirsty_pare X
RUNNING @ Flink Dashboard [2 <> Templates v Editor v B Materialized View = {3 Job Settings = [ICEINIEIERg

C Restart @ Stop

O

OoooOo0Otc

order_status

DELIVERED
DELIVERING
RECEIVED
CANCELED

PREPARING

= Logs

|8 Results

@ stop Polling | | Polling samples.

total_amount

B Events Tt060f6 Page 1 of

When you navigate to the SMM user interface, search for the sr_summaries topic, and click on the Data Explorer
view to see the received messages. Set the Values deserializer typeto Avro for the messages to be shown correctly.
SMM will automatically fetch the schema from Schema Registry to deserialize the messages.
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Cluster: Unknown
Topics / sr_summaries

METRICS ~ ASSIGNMENT DATA EXPLORER CONFIGS LATENCY

ISOLATION LEVEL: |~ read_uncommitted DESERIALIZER: | Keys: Avro Values: Avro
KEY SCHEMA NAME: sr_summariestk VALUE SCHEMA NAME: sr_summaries
KEY SCHEMA VERSIONS: Select VALUE SCHEMA VERSIONS: 1 Show schema text
FROM OFFSET RECORD LIMIT
Partition 0 - 1 ® 15
3 6 7"
Tir "
1 Thu, Jan 26 2023, 12:03:21 null {'status”: "RECEIVED", "total": 379}
12 Thu, Jan 26 2023, 12:03:40 null {'status": "DELIVERING", "total’: 355}
13 Thu, Jan 26 2023, 12:03:40 null {'status”: "CANCELED", "total"; 171}
14 Thu, Jan 26 2023, 12:03:59 null {'status": "PREPARING", "total’: 271}
15 Thu, Jan 26 2023, 12:03:59 null {'status”: "DELIVERED", "total": 224}
16 Thu, Jan 26 2023, 12:04:19 null {'status": "DELIVERING", "total": 102}
17 Thu, Jan 26 2023, 12:04:19 null {'status”: "DELIVERED", "total": 67)

1-70f7

One of the features of SQL Stream Builder is creating Materialized Views. Materialized Views let you create a
persistent snapshot of the stream that can be queried through a REST endpoint. This can then be queried by external
applications and tools. Now that you know how to query simple and aggregated data, learn how to create Materialized
Views.

In the following example, you will create a Materialized View that shows the latest order count and total amount for
each order status. The key will be the status, and the other fields will be updated with the value from the latest 20
second interval.

First, you need a New Job with a SELECT query. Add the following SQL query to the SQL Editor to run the query:
SELECT * FROM sunmari es

Before executing the query, you need to enable the Materiaized View feature. Click on the Materialized View button,
set the Materialized View configuration to Enabled, and select the order_status as the primary key.

Projects / transaction_monitoring [C\ Search in SSB N
=) @ imobs (5] thirsty_pare ® B Materialized View © Revert Changes
Explorer
O

: _
o a B v @ ot | confgurtion

%
2
¥ B3 wansaction monitoring. CEIE) Please select or create an API Key
t > Jobs (1)
> D Virtual Tables (3) Primary Key © )
> Enable MV ’
> L3 Functions order_status - @ e ®
> [ Data Sources Retention (Seconds) ® ) Recreate on Job Start ®
> bﬁ Materialized Views 300 » Ignore NULLs ®
> [ APIKeys

v [3 External Resources Min Row Retention Count ®

> [ Virtual Tables 0
>
[, Connectors I ®
> rl‘a Data Formats
@
Queries @ Add New Query
@ No Queries

1B Results
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You aso must add an API key to the configuration that will be a part of the generated URL. Click on the Add API
Key button, and provide any type of name to the API key. For example orders_api_key, and click Save. After the AP
key is created, select it asthe APl Key of the current Materialized View.

APl Key

Key Value
b9ae341a-c109-4d93-96ab-a4789cale683

Key Name

orders_apl_key ]

Cancel

After configuring the Materialized View, you can add a query by clicking on the Add New Query button. On the
Query Configuration page, specify the URL Pattern and select the fields that you want to include in the Materialized
View. You can aso add filters to further narrow down the result. In the following example, summary_query isthe
URL Pattern, order_status, order_count, total_amount and window_start columns are selected asfields. Y ou can add
these fields by clicking Select All, and removing window_end with the red bin icon under Actions. Y ou aso have the
option to select the fields from the drop-down menu under Query Builder, and add the fieldsindividually. A filter is
also added to exclude the orders with a CANCELED status.

For Columnstab

B, Materialized View Endpoint

URL
Columns Filters

( /api/v1/query/undefined/sunmary_query

Select Column
URL Pattern * ® [

- Select Column Select All Unselect All

summary_query

Name lias Type

Description (Optional)

order_status order_status. VARCHAR

order_count order_count BIGINT

total_amount total_amount INTEGER

window_start window_start TIMESTAMP_WITHOUT_TIME...

Cancel Creatg

For Filterstab

49



Cloudera Stream Processing Community Edition Getting started with Streaming Analytics

»

B, Materialized View Endpoint X ) Revert Changes
URL
Columns Filters

(_/2p1/v1/query/undesined/summaxy_query

AND OR ® Rule @® Ruleset
URL Pattern * © (] @

summary_query Field Operator Value o n Job Start @
[order,smms ~ | | not_equal - ] [ CANCELED ] Ls®
4
Description (Optional)
@ Add New Query

Click on the Create button to add the query to the Materialized View. The URL will appear under the Materialized
View Queries.

Projects / transaction_monitoring [q Search in SSB >
[y Explorer @ imobs [ thirstypare @ & Materialized View  Revert Changes
@® T . [ mnisHep | @ Fink Dashboard [ | Cor
__earc Auto Update. PN
=3
~ [ transaction_monitoring Primary Key © )
t, > [g Jobs (1) [ordeleatus - ] /\\ O Enable MV © (#)
(] > D Vinuni Tatles () Retention (Seconds) ® () Recreate on Job Start ®

> [y, Functions
S [ 300 | () Ignore NULLs @
> g Data Sources
> [ Materialized Views Min Row Retention Count ®
> [ APIKeys (0) 0
v [ External Resources
APl Key @
> [ Virtual Tables
[ orders_api_key - @
> [, Connectors )=
> [ Data Formats @
Queries @ Add New Query

/api/v1l/query/5195/summary_query?key=b9ae34la-c109-4d93-96ab- ez
a4789cale683&1imit=100 oW

iE Logs B Results B Ever

L

When you click on the URL, you are redirected to the http://localhost: 18131 address. Y ou will receive an error
message that no data is generated, because the SELECT query is not executed yet. Go back to the SQL Editor using
the arrows on the M aterialized View window, and click on the Execute button to start the SQL job. After a couple of
seconds, the endpoint becomes active and the results show up on the localhost address.
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C Y @ localhost:18131/api/vl/guery/5198/summary_guery?key=ae4b5d47-04e0-4cal-aebe-d069daee7b46

order_status:

order_count:

total amount:
window_start:

order_status:

order_count:

total_ amount:
window_start:

order_status:

order_ count:

total_amount:
window_start:

order_status:

order_count:

total_ amount:
window_start:

"DELIVERING",
g,

255",

"2021-10-25 16:

"PREPARING",

"gn,

"197",

'2021-10=25 16:

"RECEIVED",

kL

177",

'2021-10-25 16:

"DELIVERED",

nge,

199",

'2021-10-25 16:

l4:

14:

14:

l4:

20.0"

20.0"

20.0"

20.0"

Y ou have completed the Getting Started guide of Streaming Analytics. Asyou aready know the basic stepsto use
SSB, feel free to experiment more and get more familiar with the features of SSB by trying out the PostgreSQL CDC

and Filesystem connectors, or learning how to monitor your SQL jobs.

Y ou can use the supported connectors to create end-to-end streaming anal ytics processes based on your requirement.

Y ou can use the Filesystem connector in the Community Edition to process files which are stored on the filesystem.

To use the Filesystem connector, you need to either copy the files to the persistent docker volume provided with the

Community Edition, or map bind mounts from the host filesystem.

How to copy filesto the Docker volume?

To copy existing files directly to the cluster for processing, you can use the docker command to
copy them directly to the persistent volume.

First, determine the name of the Job Manager container. Y ou can do this by running the following

command:

$ docker ps -f "l abel =com docker. conpose. servi ce=fli nk-jobmanage

r' --format="{{. Nanes}}"
csp-ce_flink-jobmanager-1

In the examples below, csp-ce_flink-jobmanager-1 is the name of the container.
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Next, copy your file to the shared volume in the container. For example, if you have afilein your
local directory called example.json that you would like to process, you can copy it to the cluster
with the following docker command:

docker cp exanpl e.json csp-ce_flink-jobmanager-1:/persi stent

Make sure to substitute the container name for the one you located in the previous step.
To check that the fileis successfully copied, first connect to the container with the following
command:

docker exec -it csp-ce_flink-jobmanager-1 bin/bash

When you access the container, go to the persistent directory and list out the files there:

cd /persi stent
I's

The example.json should be listed in the persistent directory.

When you create a table using the Filesystem connector as shown in Creating a Filesystem backed
table, you need to reference the path of the copied file in the container: file:///persistent/example.j
son

How to make files accessible using bind mount in Docker ?

If you have many or largefiles, it is easier to reference a directory on the host machine using a bind
mount as you do not need to copy the files to the volumes. To make the directories available, open
the docker-compose.yml file in an editor, and locate the entry for the Flink Job Manager, and add
the references to your files:

flink-jobmanager:

vol unes:
- flink-vol une:/ persi stent
- /your/local /vol unme:/ mt/| ocal O
- /your/other/volume:/mt/| ocal 1

Once you have added the volumes to the flink-jobmanager entry, you need to add them to the flink-
taskmanager entry as well.

When you create a table using the Filesystem connector as shown in Creating a Filesystem backed
table, you need to reference the path of the mounted file in the volume:

file:///mnt/local O/example.json

After setting up the local file, open the Streaming SQL Console, and execute the following example:

DROP TABLE I F EXI STS ny_fil e_source;
CREATE TABLE “ssb™. ssb _default . ny _file_source (
“f00 VARCHAR(2147483647)

) WTH (
"format' = 'json',
"path' = 'file:///persistent/exanple.json",
‘connector' = 'filesysten

)
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SELECT * FROM ny_fil e_source;
This example parses JSON serialized input with rows delimited by a newline. When using JSON, the columns defined
match the keysin the JSON document.

The Filesystem connector also supports a number of other formats, such as CSV or raw. The raw format is a good
option for arbitrary format log files with no specific serialization. In this case, each line of data (delimited by newline)
isreturned in asingle column, and can be split or parsed using User Defined Functions, SQL string functions, regular
expressions, and so on.

The Community Edition comes pre-configured with a PostgreSQL database that can be used to try Change Data
Capture (CDC). After setting up atable in the PostgreSQL database, you can use the connector for your SQL queries.

A database named ssb_cdc has been created with the necessary configuration. An ssb_cdc role (password: cloudera)
has al so been added that can be used to access the changel og streams.

Before using the PostgreSQL connector, you need to up a CDC table in the PostgreSQL database.
After accessing the PostgreSQL instance, start the psgl client and connect to the ssb_cdc database:

docker exec -it <psql contai ner _nane_or _id> /bin/bash
psql
\c ssb_cdc
As an example, create the following table in PostgreSQL :
CREATE TABLE cdc_table (a varchar, b int);
Set the permissions to the created table:
ALTER TABLE cdc_t abl e REPLI CA | DENTITY FULL;

After setting up the database, you can use it in Streaming SQL Console.
To subscribe to the changel og stream in SSB, create a table and check the data in the database using the following
example:

CREATE TABLE “ssb™. ssb _default . cdc_postgres table (
“a’ VARCHAR(2147483647),

b™ I NT,

“ts® AS PROCTI ME()

) WTH (
' connector' = 'postgres-cdc',
" host nane' = 'postgresql',
' dat abase-nanme' = 'ssb_cdc',
'schema-nanme' = 'public',
"tabl e-name' = 'cdc_table',
"usernane' = 'ssb _cdc',
"password' = 'cloudera',
" decodi ng. pl ugi n. nane' = ' pgout put ',

"debezi um sl ot. nane' = 'flink'

)
SELECT * from cdc_postgres_tabl e;

Insert or update arow in the PostgreSQL table using your database tool of choice.

For example, you can use the psgl client and manually insert values to the cdc_table:

psql
\c ssb_cdc
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insert into cdc_table values ('Hello',

A row representing the change will show up in the Results tab.

Y ou can check your SQL query results and monitor your SQL jobs with Streaming SQL Console, Flink Dashboard
and Streams Messaging Manager.

Y ou can sample data from arunning job to the Streaming SQL Console without writing it to any sink to inspect the
data and to make sure the job is running correctly, and producing the results you expect.

Sampling the results to your browser allows you to inspect the queried data and iterate on your query. You can sample
100 rowsin the Results tab under the SQL Editor on the jobs page. Even if you do not specify any sink to the SQL

job, the results automatically appear in the Resultstab.

[17/01/2023, 10:10:45]

2) [17/01/2023, 10:10:49]

[17/01/2023, 10:10:49]

16" [(17/01/2023, 10:11:05]

[17/01/2023, 10:11:05]
[17/01/2023, 10:11:05]
[17/01/2023, 10:11:06]
[17/01/2023, 10:11:40]

2) [17/01/2023, 10:11:45]

[17/01/2023, 10:11:45]

50) [17/01/2023, 10:12:33]

[17/01/2023, 10:12:34]
[17/01/2023, 10:12:34]
[17/01/2023, 10:12:34]

i= Logs IH Results

Executing elastic_yalow
elastic_yalow started
Polling started
Job status: RUNNING
Stop polling
Polling stopped
Active job stopped
Executing elastic_yalow
elastic_yalow started
Polling started
Job status: RUNNING

Stop polling
Polling stopped
Active job stopped

A Events

When you create a job that sends results to a Kafka sink, you can review if the results are being written out to the

Kafkatopic using Streams Messaging Manager (SMM).

Without stopping the previously started job that writes results from the summaries table, access the Streams
Messaging Manager (SMM) user interface from your browser: http://localhost:9991/#/topics

Onthe SMM user interface, navigate to Topics and search for the previously created Kafka topic: mytopic.
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N{* Topics
Bytes In Bytes Out Produced Per Sec Fetched Per Sec
30 KB 26 KB 0 174
Topics (21)
° mytopic 2 KB 0B

Cluster: Unknown

n Sync Replicas Out Of Sync Under Replicated Offline Partitions
‘ mytopid Q| o ozmnues- L
MESSAGES I CONSUMER GROUPS
13 0 Q = v

When the mytopic shows up, you can already see that there are messages already in the topic. However, you can
further look into the topic by clicking on the entry to see more details about the producers and messages.

N{" Topics
Bytes In Bytes Out Produced Per Sec Fetched Per Sec
23 MB 3 MB 1 179
Topics (20)
NAME DATAIN DATA OUT
° mytopic 23 MB 3MB
Producers (2) Rer ion Factor: (1) InSync Replicas: 30f3  Rete 1 Period: 168 hrs
Qoo R I—
procuee Qoo 1
producer-6 0.2m
Qoo 2

Cluster: Unknown

n Sync Replicas out Of Sync Under Replicated Offline Partitions

101 0 0 0

mytopic

Q| O ©30minutes~ XEIEY

CONSUMER GROUPS

0.2m 0 Q =] A

Consumer Groups (0)

As Flink isthe engine running under SQL Stream Builder, you can use the Flink Dashboard to review your Flink jobs

running as SQL jobs on the Streaming SQL Cosole.

Y ou can reach the Flink Dashboard from Streaming SQL Console main menu, from the SQL Editor or you can access

it using http://localhost:8081.
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b)) —
’4, Apache Flink Dashboard = Version: 1.14.0-csa1.7.0.0 Commit: 2bff071 @ 2022-05-02T11:37:47+02:00  Message: o

Overview

Available Task Slots Running Jobs
Jobs
® Running Jobs
Total Task Slots 6  Task Managers 2 Finished 0  Canceled 0  Failed 0
@© Completed Jobs
Task Managers Running Job List
P Job Manager
Job Name Start Time Duration End Time Tasks Status

Submit New Job

Completed Job List

Job Name Start Time Duration End Time Tasks Status

Other than checking the running and completed jobs, you can review detailed information about the Flink Task
Managers and Job Managers such as the memory model, memory consumption, configuration parameters and logs.

% Apache Flink Dashboard = Version: 1.14.0-csa1.7.0.0 Commit: 2bff071 @ 2022-05-02T11:37:47+02:00  Message: e
Overview akka.tcp://flink@172.18.0.10:6222/user/rpc/taskmanager_0

Jobs Last Heartbeat: 2022-07-11 10:32:59 ID: 172.18.0.10:6222-7228aa Data Port: 6221 Free Slots / All Slots: 3/3 CPU Cores: 7 Physical Memory: 11.7 GB

JVM Heap Size: 692 MB Flink Managed Memory: 1.00 GB
Task Managers

Job Manager Metrics Logs Stdout Log List Thread Dump

Submit New Job

Memory
Flink Memory Model Effective Configuration®  Metric
Total Procoss Memory Framework Heap 128 MB o
Total Fink Memory
—_— Task Heap 563 MB 61.0MB/692MB ©
VM Heap.
Managed Memory 1.00 GB 0%
08/10068
OftHeap Memory
‘ ‘ Framework Off-Heap 128 MB
6]
Direct Momory.
Task Off-Heap 0B

__Task Off-Hoap 0%
Network 205 MB
Network 0B/205MB

VM Netaspace 09%
VM Metaspace 256 MB 15.09%

38.6 MB [ 256 MB

[ omomeas_]

JVM Overhead 256 MB ®
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Version: 1.14.0-csa1.7.0.0 ~ Commit: 2bff071 @ 2022-05-02T11:37:47+02:00 ~ Message: 0

P
&% Apache Flink Dashboard

@ i Metrics  Configuration  Logs  Stdout  Log List
= Jobs Flink Memory Model Effective Configuration®  Metric
B9 Task Managers i Y | e 20068 — 12.56%
; ea
Total Flink Memory i P 247 MB/1.92GBQ®

VM Heap i
& Job Manager

OfftHeap i | Off-Heap Memory 128 MB o)

4, Submit New Job ;

18.36%

256 MB

JVM Metaspace
VM Metaspace 47.0 MB/ 256 MB
VM Overhoad

JVM Overhead 270 MB ®

Advanced
JVM (Heap/Non-Heap) Memory Outside JVM Memory
Type Committed Used Maximum Type Count Used Capacity
Heap 1.92G8B 247 MB 1.92G8 Direct 22 586 KB 586 KB
Non-Heap 73.3MB 69.8 MB 744 MB Mapped 0 0B 0B

Garbage Collection

Collector Count Time
PS_MarkSweep 2 509
PS Scavenae 2 337

Y ou can configure your SQL jobs with Flink features in the Streaming SQL Console or through REST API using the
API Explorer.

If you need to further customize your SQL Stream job, you can add more advanced features to configure the job
restarting method and time, threads for parallelism, sample behavior, exactly once processing and restoring from
savepoint.

Before running a SQL query, you can configure advanced features by clicking on the Job Settings button at the SQL
Editor.
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»

% Job Settings

== Settings

General

Execution Mode

‘ SESSION - Job runs with current Session v ’

Job Parallelism (threads)
5 |

Restore From Savepoint @

Sample

Sample Count ®

{100 ]

Sample Window Size ®

‘ 100 ’

Sample Behavior

‘ Sample all messages (may impact performance) v ’

Checkpoint

Enable Checkpointing Q
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Job parallelism (threads)
The number of threads to start to process the job. Each thread consumes a slot on the cluster. When
the Job Parallelism is set to 1, the job consumes the least resources. If the data source supports
parallel reads, increasing the parallelism can raise the maximum throughput. For example, when
using Kafka as a data source, setting the parallelism to the equal number as the partitions of the
topic can be a starting point for performance tuning.
Sample Count
The number of sample entries shown under the Results tab. To have an unlimited number of sample
entries, add 0 to the Sample Count value.
Sample Window Size
The number of sample entries to keep in under the Results tab. To have an unlimited number of
sample entries, add 0 to the Sample Window Size value.
Sample Behavior
Y ou have the following options to choose the behavior of the sampled data under the Results tab:
e Sampleal messages
«  Sample one message every second
» Sample one message every five seconds
Restore From Savepoint
Y ou can enable or disable restoring a SQL job from a Flink savepoint after stopping it.
Enable Checkpointing
Y ou can enable and disable checkpointing for a SQL job. By default the checkpointing is enabled.
Checkpoint Mode
Switching between checkpointing modes. Y ou can choose between At Least Once or Exactly Once.
Checkpoint Interval
The time in milliseconds between checkpointing attempts.
Checkpoint Timeout
The maximum time in milliseconds until a checkpointing attempt is timed out.
Tolerable Checkpoint Failures
The number of checkpointing attempts until the job is aborted.

Failure Restart Strategy

Switching between restarting strategies when checkpointing isfailed. Y ou can choose between
enabling and disabling auto recovery. By default auto recovery is enabled for checkpointing.

Y ou can manage your SQL jobs and reload them regardless of success to the SQL Editor to make further and
additional changes, and execute them again.

Y ou can manage the SQL Jobs on the Jobstab if you need to stop them, restart them, delete them, duplicate them,
review their events and also reload them to the SQL Editor in case any change is needed to their configuration. To

reload a SQL job to the SQL Editor, you can simply click on it from the list of jobs or use Edit . The details
of the job are reloaded to the SQL Editor with the latest saved configuration and Materialized Views.
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@ Edobs X
Jobs ( 3

| @ search jobs
Name

adoring_clarke

elastic_yalow @

friendly_mclean @

Created

2023-01-17 12:32:45 (moments ago)

2023-01-16 21:53:10 (15 hours ago)

2023-01-17 12:32:53 (moments ago)

& Reload @ New Job

Username D State
519 @™ ) >
admin 5195 Execute >
(® Stop
admin 5197 >
IZI Duplicate
[2) Events
£ Edit
[ Delete

Y ou can reuse an aready submitted SQL query from SQL History view of Streaming SQL Console.

When you need to reuse a SQL query for anew job, you can load it and executeit in the SQL Editor. Y ou can use
the SQL History view of Streaming SQL Console.
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N Projects / transaction_review

L2 .
Q  sQL History (&
o
| Q, Search in SQL history C Reload

A2

s0L Details

SELECT * FROM orders admin o
2023-01-17 09:13:27 (3 hours ago)

You can view the full submitted statement by hovering the mouse over the items. Y ou can load the query to the editor

SELECT * FROM summaries

CREATE TABLE local_kafka_table_1673910574..

‘window_start’ TIMESTAMF'(_S:I MOT NULL,
‘window_end” TIMESTAMP(3) NOT NULL,
‘order_status” VARCHAR(2147483647),

CREATE TABLE local_kafka_table_1673910574..

‘window_start’ TIMESTAMF'I::_S] MOT MULL,
‘window_end” TIMESTAMP(3) NOT NULL,
‘order_status” VARCHAR(2147483647),

DROP VIEW IF EXISTS summaries;
CREATE VIEW summaries AS

SELECT window_start, window_end, order_statu...
FROM TABLE(TUMBLE(TABLE orders, DESCRIPT...

SELECT * FROM orders;

DESCRIBE orders;

DROP TABLE IF EXISTS orders;
CREATE TABLE orders (
order_id INTEGER,
city STRING,

2023-01-16 23:11:37 (13 hours aga)

admin 0

2023-01-16 23:09:05 (13 hours aga)

admin 0

2023-01-16 225115 (13 hours aga)

2023-01-16 220946 (14 hours aga)

admin o

2023-01-16 22:06:46 (14 hours aga)

by simply clicking on the query and the statement will appear in the SQL Editor next toit.
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Y ou can usethe REST API to monitor, manage and configure the SQL Stream jobs with GET, POST and DELETE
HTTP methods. Y ou can use the SQL Stream Builder (SSB) REST API in command line, import them to REST AP
Tools or by accessing the Swagger Ul.

The following HTTP methods are available for SSB:

* GET to query information about the specified endpoint

« POST to create resources for the specified endpoint

« PUT to update existing resources for the specified endpoint as awhole
» PATCH to partially update existing resources for the specified endpoint
« DELETE to remove objects from the specified endpoint

The REST API Reference document contains the available endpoints for SQL Stream Builder.

Y ou can a'so reach the SSB REST API reference document from the main menu of Streaming SQL Console using the
API Explorer.

The Streaming SQL Engine API details the following operations for SQL Stream Builder and Flink:

e Heartbeat

e Admin Operations

e User Operations

e User Keytab Operations

« Data Source Operations

e Table Operations

e Project Operations

* Project Environment Operations
* Project Sync Operations

e Project Invitation Operations
e Project Permission Operations
e SQL Operations

e SSB Session Operations

« Job Operations

e Sampling Operations

* Flink Job Operations

* Flink Session Cluster Operations
« Artifact Operations

¢ UDF Artifact Operations

e UDF Operations

* APl Key Operations

« Connector Operations

« DataFormat Operations

» Diagnostic Operations

You can set alimit and order the results of a Materialized View query by adding values to the limit and offset
configurations.
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After creating a Materialized View, you can order and limit the results after opening the Materialized View. The
default limit of the resultsis 100 entries. Y ou can set the limit and offset using the REST URL. Y ou need to modify
the URL addressin your browser by setting the value and the offset value as shown in the following example:

| ocal host: 18131/ api / v1l/ query/ 5275/ sunmary_quer y?key=6ef 33a7a- c82a- 4a72- 946b-
5f e0b33e033c&l i ni t =20&of f set =3

When you edit the Materialized View, the set limit and offset change based on the new filters set for the Materialized
View query. If you set an invalid number for the limit and offset, an error message is displayed.
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