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Cloudera Data Science Workbench Legacy Engines

Cloudera Data Science Workbench engines are responsible for running R, Python, and Scala code written by users
and intermediating access to the CDH cluster.

Note: Engine Deprecation - Cloudera ML Runtimes are the default and recommended solution to run user
workloads. New projects will be created with ML Runtimes configured by default and we recommend
migrating existing projectsto use ML Runtimes. Legacy Engines are deprecated and will be removed in a
future release but workloads running on them remain fully supported.

Y ou can think of an engine as a virtual machine, customized to have all the necessary dependencies to access the
CDH cluster while keeping each project’ s environment entirely isolated. To ensure that every engine has access to the
parcels and client configuration managed by the Cloudera Manager Agent, a number of folders are mounted from the
host into the container environment. This includes the parcel path -/opt/cloudera, client configuration, as well asthe
host’'s JAVA_HOME.

Starting with the current CDSW release, Engines are deprecated. We recommend using ML Runtimes for all new
projects from now on. Y ou can also migrate existing Engine-based projects to ML Runtimes. Engines are still
supported, but new features will only be available for ML Runtimes.

» Apache Phoenix requires additional configuration to run commands successfully from within Cloudera Data
Science Workbench engines (sessions, jobs, experiments, models).

Workaround

Explicitly set HBASE_CONF_PATH to avalid path before running Phoenix commands from engines.

export HBASE CONF_PATH=/ usr/ hdp/ hbase/ <hdp_ver si on>/ 0/

» Installing ipywidgets or a Jupyter notebook into a project can cause Python engines to stop responding due to an
unexpected configuration. The issue can be resolved by deleting the installed libraries from the R engine terminal .

Starting with the current CDSW release, Engines are deprecated. We recommend using ML Runtimes for all new
projects from now on. Y ou can also migrate existing Engine-based projects to ML Runtimes. Engines are still
supported, but new features will only be available for ML Runtimes.

Base Engine Image

The base engine image is a Docker image that contains al the building blocks needed to launch a
Cloudera Data Science Workbench session and run aworkload. It consists of kernels for Python, R,
and Scala along with additional libraries that can be used to run common data analytics operations.
When you launch a session to run a project, an engine is kicked off from a container of thisimage.
The base image itself is built and shipped along with Cloudera Data Science Workbench.

New versions of the base engine image are released periodically. However, existing projects are not
automatically upgraded to use new engine images. Older images are retained to ensure you are able
to test code compatibility with the new engine before upgrading to it manually.

For more details on the libraries shipped within the base engine image, see Cloudera Data Science
Workbench Engine Versions and Packaging.

Engine

The term engine refers to a virtual machine-style environment that is created when you run a project
(viasession or job) in Cloudera Data Science Workbench. Y ou can use an engine to run R, Python,
and Scala workloads on data stored in the underlying CDH cluster.
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Cloudera Data Science Workbench allows you to run code using either a session or ajob. A session
isaway to interactively launch an engine and run code while ajob lets you batch process those
actions and schedule them to run recursively. Each session and job launches its own engine that
lives as long as the workload is running (or until it times out).

A running engine includes the following components:

Engine Kernel -
Python, R, or Scala

. . Project Filesystem
Engine Environment J i

CDH Client Configuration
(HDFS, Spark, YARN)

Host Mounts

Environmental Variables

o Kernd

Each engine runs akernel with an R, Python or Scala process that can be used to run code
within the engine. The kernel launched differs based on the option you select (either Python 2/3,
PySpark, R, or Scala) when you launch the session or configure a job.

The Python kernel is based on the Jupyter |Python kernel; the R kernel is custom-made for
CDSW; and the Scala kernel is based on the Apache Toree kernel.

* Project Filesystem Mount

Cloudera Data Science Workbench uses a persistent filesystem to store project files such as user
code, installed libraries, or even small datafiles. Project files are stored on the master host at /
var/lib/cdsw/current/projects.

Every time you launch a new session or run ajob for a project, anew engine is created ,and the
project filesystem is mounted into the engine's environment at /home/cdsw. Once the session/
job ends, the only project artifacts that remain are alog of the workload you ran, and any files
that were generated or modified, including libraries you might have installed. All of the installed
dependencies persist through the lifetime of the project. The next time you launch a session/job
for the same project, those dependencies will be mounted into the engine environment along
with the rest of the project filesystem.

* CDH and Host Mounts

To ensure that each engine is able to access the CDH cluster, a number of folders are mounted
from the CDSW gateway host into the engine's environment. For example, on a CSD
deployment, this includes the path to the parcel repository (/opt/cloudera), client configurations
for HDFS, Spark, YARN, aswell asthe host's JAVA_HOME.

Cloudera Data Science Workbench works out-of-the-box for CDH clusters that use the default
file system layouts configured by Cloudera Manager. If you customized your CDH cluster's
filesystem layout (for example, modified the CDH parcel directory) or if there are other fileson
the hosts that should be mounted into the engines, use the Site Administration panel to include
them.

For detailed instructions, see Customized Engine Images.
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Runtimes and the Legacy Engine serve the same basic goal: they are container images that contain a complete Linux
OS, interpreter(s), and libraries. They are the environment in which your code runs.

for al new projects from now on. You can aso migrate existing Engine-based projects to ML Runtimes.
Engines are still supported, but new features will only be available for ML Runtimes.

IE Note: Starting with the current CML release, Engines are deprecated. We recommend using ML Runtimes

There are many runtimes. Currently each runtime contains a single interpreter (for example, Python 3.8, R 4.0,
etc.) and a set of UNIX toolsincluding gcc. Each runtime supports asingle Ul for running code (for example, the
Workbench or JupyterL ab).

Thereis one Legacy Engine. The engine is monolithic. It contains the machinery necessary to run sessions using all
four engine interpreter options that we currently support (Python 2, Python 3, R, and Scala) and a much larger set of
UNIX toolsincluding LaTeX.

Runtimes are the future of CML. Their design keeps the images small, which is good for performance, maintenance,
and security.

Runtimes will soon exceed the capabilities of the Legacy Engine, but they do not yet cover the full engine feature set.
In particular, you cannot deploy a custom runtime, R runtimes do not support Models, there are no Scala runtimes,
and runtimes do not support Workers.

L egacy engines are monolithic in the sense that they contain the machinery necessary to run sessions using all four
interpreter options that CML currently supports (Python 2, Python 3, R and Scala) and other support utilities (C and
Fortran compilers, LaTeX, etc.).

This section describes how you can configure engine environments to meet the requirements of a project. This can be
done by using environmental variables and by installing dependencies.

Environmental variables help you customize engine environments, both globally and for individual projectsg/jobs.

For example, if you need to configure a particular timezone for a project or increase the length of the session/job
timeout windows, you can use environmental variables to do so.

For alist of the environmental variables you can configure and instructions on how to configure them, see Engine
Environment Variables.

Cloudera Data Science Workbench alows you to install packages or libraries in addition to pre-installed packages
that are required by your projects just as you would on your local computer.

Y ou can provide additional packages, such as Python libraries, through the following methods:

» Directly installing packages within projects
« Creating a custom engine with the required packages
¢ Mounting a path from the host which contains additional packages

One method may be more appropriate for your deployment than another method. For more information about each
option, see Managing Engine Dependencies.

To allow for versioning of experiments and models, Cloudera Data Science Workbench executes each experiment and
model in acompletely isolated engine.
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Every time amodel or experiment is kicked off, Cloudera Data Science Workbench creates a new isolated Docker
image where the model or experiment is executed. These engines are built by extending the project's designated
default engine image to include the code to be executed and any dependencies as specified.

For details on how this process works and how to configure these environments, see https://docs.cloudera.com/
cdsw/1.10.5/model s/topics/cdsw-engines-model s-experiments.html.
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