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Cloudera Observability Cloudera Observahility reference overview

Cloudera Observability reference overview

This section provides additional information that support the features and functions in Cloudera Observability.

The following topics provide descriptions of health checks for jobs that involve Hive, MapReduce, Oozie, and Spark,
and descriptions of health checks for workloads that involve Impala. In addition to health check descriptions, these
topics a so provide recommendations for addressing the conditions that trigger health checks and information about a
query's state, type, and potential SQL issues that are identified by Cloudera Observahility.

Hive, MapReduce, Oozie, and Spark health checks

Lists the health check tests that are performed by Cloudera Observability at the end of a Hive, MapReduce, Oozie,
or Spark job. They provide job performance insights, such as the amount of data the job processed and how long the
job took. Y ou can find the health checks on the Hive, MapReduce, Oozie, or Spark engine's Jobs page in the Health
Check list.

Execution completion health checks

The execution metrics determine whether a job failed or passed the Cloudera Observability health checks and whether
ajob failed to complete.

Table 1: Execution

Health Check Description

Failed - Any Health Checks Displaysjobsthat failed at least one health check.
Passed All Health Checks Displaysjobs that did not fail any health checks.
Failed to Finish Displaysjobs that failed to finish running.

Baseline health checks

The baseline metrics measure the current performance of ajob against the average performance of previous runs.
They use performance data from 30 of the most recent runs of ajob and reguire a minimum of three runs. Therefore,
the baseline comparisons start with the fourth run of ajob.

When abaseline isfirst created there will be comparison differences until more data s established.

Important: Cloudera Observability usesjob name, job group name, and environment to correlate the job
data and create the baselines. These values for subsequent runs of the job must be identical to theinitial runin
order for the baseline to be accurate.

Table 2: Baseline

Health Check Description

Duration Compares the job's completion time with a baseline based on previous
runs of the same job.

Where a healthy status indicates that the difference in duration between
the current job and baseline median is less than both 25% and five
minutes.
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Health Check Description

Input Size Compares the input data for the current job run with the job's baseline.

Where a healthy status indicates that the difference in input data
between the current job and the baseline median is |l ess than 25% and
100 MB.

Cloudera Observability calculates the input size using the following
metrics:

or g. apache. hadoop. mapr educe. Fi |l e
Syst enCount er : HDFS_BYTES_READ

or g. apache. hadoop. mapr educe. Fi |l e
Syst enCount er : SSA_BYTES_READ

SPARK: | NPUT_BYTES

Output Size Compares the output data for the current job run with the job's baseline.

Where a healthy status indicates that the difference in output data
between the current job and the baseline median is | ess than 25% and
100 MB.

Cloudera Observability calculates the output size using the following
metrics:

or g. apache. hadoop. mapr educe. Fi |l e
Syst enCount er : HDFS_BYTES_WRI TTEN

or g. apache. hadoop. mapr educe. Fi |l e
Syst enCount er : S3A BYTES WRI TTEN

SPARK: QUTPUT_BYTES

Resource health checks

The resource metrics determine whether the performance for tasks were impacted by insufficient resources.

Table 3: Resources

Health Check Description

Task Retries Determines whether the number of failed task
attempts exceeds 10% of the total number of
tasks.

E Note: Failed attempts are repeated,

Recommendation

which |leads to poor performance
and resource waste.

Task GC Time Determines whether the job spent more than

10 minutes performing garbage collection
tasks.

Note: Long garbage collection
E duration times contribute to the

job's overall time and slows down
the application.

If the status is not healthy, as a starting

point, consider adding more memory to the
garbage collection tasks or tuning the garbage
collection configuration for the application.
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Hive, MapReduce, Oozie, and Spark health checks

Health Check Description

Recommendation

Determines whether some job tasks took too
long to start a successful attempt.

Where, a healthy status indicates that the
successful tasks took |ess than 15 minutes and
less than 40% of total task duration time to
start.

Disk Spillage Determines whether the job spilled too much | If the statusis not healthy, as a starting point,
datato disk and ran slowly as aresult of the consider adding more memory to the job's
extradisk 1/0. tasks.

Where, a healthy status indicates that the total
number of spilled records is less than 1000 and
that the number of spilled records divided by
the number of output records is less than three.
Task Wait Time Sufficient resources reduce the run time of the

job by lowering the maximum wait duration.

If the status is not healthy, as a starting point,
consider either adding more resources to the
job by running it in resource pools with less
contention or adding more nodes to the cluster.

(Spark only) RDD Caching

Verifies that the RDDs were cached
successfully.

Where, a healthy statusindicates that the
RDDs were cached successfully and Cloudera
Observability did not determine that there was
aredundant RDD cache.

If the status is not healthy, the message will
indicate whether there was a redundant cache
that you can remove to save executor space.

(Spark only) Executor Memory

Validates that the executor memory, which
was allocated from either the spark.executor.m
emory or the --executor-memory option, is not
more than the recommended upper threshold.

Long garbage collection pauses result when
the allocation is too high.

As astarting point, consider lowering the
allocation.

(Spark only) Executor Cores

Determines whether the number of cores
alocated by the executor, from either

the spark.executor.cores or the --executor-c
ores option, is not more than the recommended
upper threshold.

Poor HDFS throughput and/or out-of-memory
failures may result when the number of cores
allocated is higher than the upper threshold.

Asastarting point, consider lowering the
number of allocated cores.

(Spark only) Serializer

Determines which Java serializer is being
used.

For speed and efficiency, Cloudera strongly
recommends using Kryo serialization rather
than the Java native serialization.

(Spark only) Dynamic Allocation

Determines whether dynamic allocation is
disabled.

For more efficient resource utilization,
Cloudera recommends enabling dynamic
alocation.

Skew health checks

The skew metrics compare the performance of tasks to other tasks within the same job. For optimal performance,
tasks within the same job should perform the same amount of processing.

Table 4: Skew

Health Check Description

Task Duration

Compares the amount of time the job's tasks
took to finish their processing.

Where, a hedlthy status indicates that
successful tasks took |ess than two standard
deviations and less than five minutes from the
average for all tasks.

Recommendation

If the status is not healthy, as a starting point,
consider configuring the job so that thejob's
processing is distributed evenly across tasks.
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Health Check Description Recommendation

Data Processing Speed Compares the data processing speed for each
task and indicates which tasks are processing
the data slowly.

Where, a hedlthy status indicates that the data
processing speed for each task isless than two
standard deviations from the average and less

than 1 MB/s from the average.
Input Data Compares the amount of input datathat each | If the statusiis not healthy, as a starting point,
task processed. consider partitioning the data so that each task

Where, a healthy status indicates that theinput | PrOceSSes @ similar amount of input.

data sizeisless than two standard deviations
and 100 MB from the average amount of input

data.
Output Data Compares the amount of output data that each | If the statusiis not healthy, as a starting point,
task generated. consider partitioning the data so that each task

Where, a healthy statusindicates that the generates asimilar amount of output.

output data size is less than two standard
deviations and 100 MB from the average
amount of output data.

Shuffle Input Compares the input size during the tasks If the status is not healthy, as a starting point,
shuffle phase. consider distributing input data so that the
tasks process similar amounts of data during

Where, a healthy status indicates that the
shuffle phase input data size is less than two
standard deviations and 100 MB from the
average amount of shuffle phase input data.

the shuffle phase.

Impala health checks

Lists the Impala health check tests that are performed by Cloudera Observahility at the end of an Apache Impalajob.
They provide performance and query insights, such as pointing out queries that may be causing bottlenecks. Y ou can
find the Impala health checks on the Impala Queries page in the Health Check list.

Execution completion health checks

The execution metric determines whether ajob failed or passed the Cloudera Observability health check.

Table 5: Execution

Health Check Description

Failed - Any Healthcheck Displaysjobsthat failed at least one health check.

Metadata/Statistics health checks

The metadata/statistic metrics test the distribution of valuesin one or more columns of the data table for query
optimization.
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Impala health checks

Table 6: Metadata/Statistics

Health Check

Corrupt Table Statistics

Description

Indicates that these queries contain table
statistics that were incorrectly computed and
therefore cannot be used.

Note: This condition may be
caused from Metastore database
issues.

To address this condition, consider
recomputing the table statistics.

For more information, see the Impala
documentation.

Missing Table Statistics

Indicates that no table statistics were
computed for query optimization.

To address this condition, consider computing
the table statistics.

For more information, see the Impala
documentation.

Optimal configuration health checks

The optimal configuration metrics determine whether the query's operation performance was impacted by insufficient

resources

Table 7: Optimal Configuration

Health Check Description

Aggregation Spilled Partitions

Indicates that during the query's aggregation
operation, datawas spilled to disk.

This health check istriggered when thereis

not enough memory to complete the operation.

Recommendation

To address this condition, consider:

*  Replacing the high-cardinality GROUP-
BY clauses, which can lead to memory
issues, with low-cardinality clauses that
organize your data with fewer columns.

* Increasing the query's memory limit
setting with the MEM_LIMIT query
option.

*  Adding more physical memory.

For more information, see the Impala

documentation.

HashJoin Spilled Partitions

Indicates that during the query's hash join
operation, data was spilled to disk.

This health check is triggered when thereis

not enough memory to compl ete the operation.

To address this condition, consider:

e Reducing the cardinality from the right-
hand side of the join by filtering more
rows.

* Increasing the query's memory limit
setting with the MEM_LIMIT query
option.

e Using adenormalized table.

*  Adding more physical memory.




Cloudera Observability

Impala health checks

Health Check Description

Slow Client

Indicates that the client consumed the query
results slower than expected.

Recommendation

To address this condition depends on the root
cause. For example:

» If the condition is triggered because
some clients are taking too long to
unregister the query, consider using more
appropriate clients for the workload. Such
as using an interactive client rather than
an ODBC or a JDBC client when testing
and building SQL queries.

» If the condition is triggered because
the client is unable to close the query
in atimely manner, consider using the
Impala Timeout feature. Such as when
your Impalajob contains wait times
between reading each set of rows during
exploratory analysis. This example, will
also deplete system resources.

Additionally, consider limiting the
number of returned rows to 100 or less by
adding aLIMIT clause to your queries.

For more information about setting timeout
periods for daemons, queries, and sessions, see
the Impala documentation.

Performance health checks

The performance metrics measure the query's execution times.

Table 8: Performance

Health Check Description

Slow Aggregate

Indicates that the aggregation operations were
slower than expected.

This health check istriggered when the
observed throughput is less than ten million
rows per second.

calculated by dividing the time
spent in the aggregation operation
with the number of input rows.

E Note: Observed throughput is

Recommendation

To address this condition depends on the root
cause. For example:

» If theroot cause is from resource conflicts
with other queries, consider reducing
conflicts by allocating different resource
pools.

e If theroot causeis from overly complex
GROUP BY operations, consider
rewriting the queries with simpler GROU
PBY operations.

Slow Code Generation

Indicates that the compiled code was
generated slower than expected.

This health check is triggered when the
generation time exceeds 20% of the overall
query execution time.

Note: For every query plan

E fragment, Impala considers how
much time is used to generate the
code.

This condition may be triggered due to an
overly complex query. For example, if the
query hastoo many predicatesin its WHERE
clause, contains too many joins, or contains
too many columns.

To address this condition, consider using the
DISABLE_CODEGEN query option in your
session.
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Impala health checks

Description

Health Check

Recommendation

Indicates that the hash join operations were
slower than expected.

This health check is triggered when the
observed throughput is less than five million
rows per second.

N

Note: Observed throughput is
calculated by dividing the number
of input rows by the time spent in
the hash join operation.

Slow HDFS Scan Indicates that the time taken to scan datafrom | This condition is caused by either aslow disk,

HDFS was slower than expected. extremely complex scan predicates, or a busy
Note: The HDFS scan rateisbased | DT> NameNode:

E on the amount of time the scanner Important: If theworkload is
takes to read a specific number of & accessing data stored on Amazon
rows. S3 this condition may be triggered.

Slow HDFS scanning is a known
limitation of this storage platform.

Depending on the cause, to address this

condition consider the following:

e If thecauseisadow disk, replace the
disk.

» If the causeis through complex scan
predicates, reduce the complexity by
simplifying the scan predicates.

e If thecauseisdueto abusy HDFS
NameNode, consider upgrading.

Slow Hash Join This condition may be triggered when there

are overly complex join predicates or a hash
joiniscausing datato spill to disk.

To address this condition, consider simplifying
the join predicates or reducing the size on the
right-hand side of thejoin.

Slow Query Planning

Indicates that the query plan generated slower
than expected.

This health check is triggered when the query
planning time exceeds 30% of the overall
query execution time.

This condition may be caused by overly
complex queries or if ametadatarefresh
occurred whilst the query was executing.

To address this condition, consider simplifying
your queries. For example, reduce the number
of columns returned, reduce the number of
filters, or reduce the number of joins.

Slow Row Materialization

Indicates that rows were returned slower than
expected.
This health check is triggered when it takes

more than 20% of the query execution time to
return rows.

This condition may be caused when overly
complex expressions are used in the SELECT
list or when too many rows are requested.

To address this condition, simplify the query
by either reducing the number of columnsin
the selected list or reducing the number of
requested rows.

Slow Sorting

Indicates that the sorting operations were
slower than expected.

This health check is triggered when the
observed throughput is less than ten million
rows per second.

K

Note: Observed throughput is
calculated by dividing the number
of input rows by the time spent in
the sorting operation.

To address this condition, consider the
following:

*  Simplify the ORDER BY clausein your
queries.

e If datais spilling to disk, reduce the
amount of data to be sorted by either
adding more predicates to the WHERE
clause, increasing the available memory,
or increasing the value specified by the
MEM_LIMIT query option.

10
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Impala health checks

Health Check Description

Slow Write Speed

Indicates that the query's write speed is slower
than expected.

This health check is triggered when the
difference between the actua write time and
the expected write time is more than 20% of
the query execution time.

accessing data stored on Amazon
S3 this condition may be triggered.
Slow HDFS scanning is aknown
limitation of this storage platform.

: Important: If theworkload is

Recommendation

This condition may be caused when overly
complex expressions are used, too many
columns are specified, or too many rows are
requested from the SELECT list.

Depending on the cause, to address this
condition consider the following:

e If the causeisfrom overly complex
expressions, reduce the complexity by
simplifying the expressions.

e If the causeis from too many specified
columns, reduce the number of columns.

e If the causeis from requesting too
many rows in the SELECT list, reduce
the complexity of the SELECT list
expression.

Query/Schema design health checks

The query/schema design metrics determine whether the query containsinefficient code.

Table 9: Query/Schema Design

Health Check Description

Insufficient Partitioning

Indicates that there is an insufficient number
of partitionsto enable parallel processing.

This health check is triggered when the system
reads rows that are not required for the query's
operation, which increases the query's run-
time duration and depletes resources.

To address this condition, consider:

e Adding filtersto your query for existing
partitioned columns.

Using your more popular filters as
partition keys. For example, if you have
multiple queries that use the ship date as
afilter, consider creating partitions where
the ship date is the partition key.

For more information, see the Impala
documentation.

Many Materialized Columns

Indicates that an unusually large number of
columns were returned for the query.

This health check is triggered when the query
reads more than 15 columns.

Note: Thishealth check isfor
Parquet tables only.

To address this condition, consider rewriting
the query to return 15 columns or less.

Skew health checks

The skew metrics compare the performance of the query's operations to other operations within the same job. For
optimal performance, operations within the same job should perform the same amount of processing.

Table 10: Skew

Health Check

Description

Bytes Read Skew

Indicates that one of the cluster nodesis
reading a significantly larger amount of data
than the other nodesin the cluster.

To address this condition, consider
rebalancing the data or using the Impala SCHE
DULE_RANDOM_REPLICA query option.

For more information, see the Impala
documentation.

11
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Impalaquery status

Health Check Description

Duration Skew

Indicates that one or more cluster nodes are
taking longer to execute the query than others.

The skew indicates an uneven distribution of
data across cluster nodes. The more evenly the
datais distributed, the faster the operations
will run on the cluster. Operations that use
JOINS and GROUP BY clauses may require
rewriting the query or changing the underlying
data partitioning to use columns with the most
evenly distributed values.

Recommendation

To address this condition, as a starting
point, consider configuring the query so that
its processing is distributed evenly across
operations.

Related Information

SQL Operationsthat Spill to Disk

LIMIT clause

MEM_LIMIT query option

Scalability Considerations
SCHEDULE_RANDOM_REPLICA query option
Detecting Missing Statistics

Partitioning

Setting Timeoutsin Impala
DISABLE_CODEGEN query option

Impala query status

Lists the query states for workloads that use Apache Impala. Y ou can find the status of your query on either the
Summary page in the Trend widget or on the Impala Queries page in the Status list.

Table 11: Impala Query Status

Query Status Description

Analysis Exception The query failed due to syntax errors or incorrect table or column
names.

Authorization Exception The query failed because the user executing the query does not have
permission to access the data.

Cancelled The query was cancelled by the system or a user.

Exceeded Memory Limit

The amount of memory required to execute the query exceeded the
allocated memory limit.

Failed - Any Reason

The query failed for areason other than one of the Cloudera
Observability query states.

Other Failures The query failed for other unclassified reasons.

Rejected from Pool The query failed because there are too many queries already pending in
the Impala resource pool.

Session Closed The query failed because the session was closed by the system or a
user.

Succeeded The query succeeded.

12
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Impala statement types

Liststhe SQL statement types for workloads that use Apache Impala. Y ou can find the statement types on the Impala
Queries page in the Type list. For more detailed information about these types of SQL statements, click the Related
Information link below.

Table 12: Impala Statement Types

Statement Type Description

ALTER TABLE Changes the structure or properties of an existing table.

For example, ALTER TABLE table_name ADD PARTITION (mont
h=1, day=1);

ALTER VIEW Changes the characteristics of aview.

For example, ALTERVIEW  view_name AS SELECT * FROM
table_name;

COMPUTE STATS Collects information about volume and distribution datain a table and
all associated columns and partitions.

For example, COMPUTE STATS  table name;

CREATE DATABASE Creates a new database.
For example, CREATE DATABASE  database name;

CREATE FUNCTION Creates a user-defined function (UDF), which you can use to
implement custom logic during SELECT or INSERT operations.

For example, CREATE FUNCTION function_name LOCATION
'hdfs_path to jar' SYMBOL='class name;

CREATE ROLE Creates arole to which privileges can be granted. After privileges are
granted to the role, then the role can be assigned to users. A user who
has been assigned aroleis only able to exercise the privileges of that

role.

For example, CREATE ROLE role_name;

CREATE TABLE Creates a new table and specifiesits characteristics.

For example, CREATE TABLE table_name (column_name
data_type) PARTITIONED BY (column_name data_type) LOCATI
ON 'hdfs_path’;

CREATE TABLE ASSELECT Creates a new table with the output from a SELECT statement.

For example, CREATE TABLE table_name AS SELECT * FROM
table_3;

CREATE TABLE LIKE Creates anew table by cloning an existing table.

For example, CREATE = TABLE table_ name 2 LIKE
table_name_1;

CREATE VIEW Creates a shorthand abbreviation (alias) for aquery. A view isapurely
logical construct with no physical data behind it.

For example, CREATEVIEW  view_name AS SELECT * FROM
table_name;

DDL The Data Definition Language, whose SQL statements change the
structure of the database by creating, deleting, or modifying schema
objects, such as databases, tables, and views.

For example, CREATE TABLE;

13
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Statement Type Description

DESCRIBE DB Displays metadata about a database.
For example, DESCRIBE  database name;

DESCRIBE TABLE Displays metadata about atable.
For example, DESCRIBE  table name;

DML The Data Manipulation Language, whose SQL statements modify the
data stored in tables.

For example, INSERT;

DROP DATABASE Removes a database from the system.
For example, DROP  database name;

DROP FUNCTION Removes a user-defined function (UDF) so that it is not available for
execution during Impala SELECT or INSERT operations.

For example, DROP FUNCTION  function_name;

DROP STATS Removes the specified statistics from atable or a partition.
For example, DROP STATS table_name;

DROPTABLE Removes a table and its underlying HDFS data files for internal tables,
although not for external tables.

For example, DROP TABLE table_name;

DROP VIEW Removes the specified view. Because aview is purely alogical
construct with no physical data behind it, DROP VIEW only involves
changes to metadata in the metastore database, not any datafilesin
HDFS.

For example, DROPVIEW  view_name;

EXPLAIN Generates a query execution plan for a specific query.
For example, EXPLAIN SELECT * FROM table 1;

GRANT PRIVILEGE Grants privileges on specified objects to groups.

For example, GRANT  privilege_name ON TABLE table name TO
role_name;

GRANT ROLE Grants roles on specified objects to groups.

For example, GRANT ROLE  role_nameTO GROUP
group_name;

LOAD L oads data from an external data source into atable.

For example, LOAD DATA INPATH 'hdfs file or_directory_path' IN
TO TABLE tablename;

N/A These queries failed due to syntax errors and Impalais not able to
identify a query type for them.
REFRESH Reloads the metadata for a table from the metastore database, performs

an incremental reload of the file, and blocks the metadata from the
HDFS NameNode. REFRESH is used to avoid inconsistencies between
Impala and external metadata sources, specifically the Hive Metastore
and the NameNode.

For example, REFRESH table_name;

REVOKE PRIVILEGE Revokes privileges on a specified object from groups.
For example, REVOKE privilege_ name ON TABLE table name;

REVOKE ROLE Revokes roles on a specified object from groups.
For example, REVOKE  ROLE role_name FROM GROUP
group_name;

14
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Statement Type Description

SELECT Requests data from a data source.
For example, SELECT * FROM  table 1;

SET Sets configuration properties or session parameters.

For example, SET  compression_codec=snappy;

SHOW COLUMN STATS Displays the column statistics for a specified table.
For example, SHOW COLUMN STATStable_name;

SHOW CREATE TABLE Displaysthe CREATE TABLE statement used to reproduce the current
structure of atable.

For example, SHOW CREATE TABLE table_name;

SHOW DATABASES Displays al available databases.
For example, SHOW DATABASES,

SHOW FILES Displaysthefiles that congtitute a specified table or a partition within a
partitioned table.

For example, SHOW FILESIN table_name;

SHOW FUNCTIONS Displays user-defined functions (UDFs) or user-defined aggregate
functions (UDAFs) that are associated with a particular database.

For example, SHOW  FUNCTIONS N database name; or SHOW
AGGREGATE FUNCTIONSIN database name;

SHOW GRANT ROLE Listsal the grants for the specified role name.
For example, SHOW  GRANT ROLE role_name;

SHOW ROLES Displaysall availableroles.
For example, SHOW ROLES;

SHOW TABLES Displays the names of tables.
For example, SHOW TABLES;

SHOW TABLE STATS Displaysthe statistics for atable.
For example, SHOW TABLE STATS table_name;

TRUNCATE TABLE Removes the data from an Impalatable, while keeping the table.
For example, TRUNCATE TABLE table_name;

USE Switches the current session to a specified database.

For example, USE  database name;

Related Information
Impala SQL statements

Potential SQL issues

Lists the most common SQL mistakes made during statement creation that are identified as potential issues by
Cloudera Observability. The Health Check list, on the engine’ s Queries page, categorizes the health tests. For
example, for Hive, MapReduce, Oozie, and Spark engines, the Insufficient Partitioning and Many Materialized
Columns health checks, test for query and schema issues.
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Potential SQL issues

Table 13: Common SQL Issues

Potential SQL Issue Impact

>5 tablejoins or > 10 join conditions found.

Possible performance impact, depending on
the size of atable, partitioning keys, and filter
and join conditions that are specified in the

query.

To address this issue, denormalize tables to
eliminate the need for joins.

>10 columns present in GROUP BY list.

Possible performance impact, depending on
the number of distinct groups and the memory
configuration.

Note: Thisissueis not raised if the
source platform is Impala

To address this issue, evaluate the memory
requirements for the query.

>10 Inline Views present in query.

Possible performance impact, depending
on the memory configuration, especialy if
complex expressions are present in inline
views on Impala

To address this issue, evaluate the memory
requirements and materialize inline views.

>50 query blocks present in large query.

Possible performance impact, depending on
the memory configuration.

To address this issue, evaluate the query
memory requirements, split the query into
smaller queries, and materialize duplicate
blocks.

>2000 expressions found in WHERE clause of
asingle query.

Thisisahard limit enforced by Impaa. The
query failsif it contains >2000 expressions.

To address this issue, consolidate expressions
by replacing repetitive sequences with single
operatorslike IN or BETWEEN.

Cartesian or CROSS join found.

Performance impact if tables are large.

To address this issue, rewrite the query by
adding join conditions and eliminate Cartesian
joins.

High cardinality GROUP BY column found.

Possible performance impact, depending on
the number of distinct groups and the memory
configuration.

To address this issue, evaluate the memory
requirements for the query.

Joins across large tables found.

Possible performance impact, depending
on the partitioning keys, and filter and join
conditions that are specified in the query.

To determine the cause, evaluate the EXPL
AIN output on Impala

To addressthisissue, evauate the filter

and join conditions, the query's memory
requirements, and consider table partitioning
strategies.

Join on alarge table found.

Possible performance impact, depending
on the partitioning keys, and filter and join
conditions that are specified in the query.

To determine the cause, evaluate the EXPL
AIN output on Hive or Impala.

To address thisissue, evaluate the filter

and join conditions, the query's memory
requirements, and consider table partitioning
strategies.

Many single-row inserts found.

Possible performance impact when using
singleton inserts that create multiple small
filesinstead of lesslargefiles.

To address this issue, batch inserts together,
which prevents the creation of multiple small
datafiles.

Popular CASE expression across queries
found.

Possible performance improvement.

Consider materializing the CASE expression.

Popular filter conditions found.

Possible performance impact if the tables are
large and are not partitioned.

To address this issue, consider table
partitioning strategies on the filter conditions.

Popular inline views across queries found.

Possible performance impact, depending

on the memory configuration, especialy if
complex expressions are used in inline views
on Impaa

To address thisissue, consider materializing
theinline view.
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Potential SQL Issue I mpact Recommendation

Popular subgueries across queries found. Possible performance improvement.
Consider materializing the subqueries.
Query has nofilters. Possible performance impact, if theresult set | To address thisissue, rewrite the query by
that isreturned is very large. adding filtering conditions that reduce the size
of the result set that is returned.
Query on partitioned tableis missing filterson | possible performance impact if the teblesare | To address thisissue, rewrite the query by
partitioning columns. large. adding filtering conditions.
Query with filter conditionsonalargetable | possible performance impact if thetablesare | To address this issue, consider table
found. large and are not partitioned. partitioning strategies on the filter conditions.
Query with inline views found. Possible performance impact, depending To address this issue, if theinline view is
on the memory configuration, especially if duplicated, evaluate whether materializing the
complex expressions are used ininlineviews | inline view is advantageous.
on Impaa
Table might contain too many partitions May crash the Hive Metastore. To address this issue, re-evaluate the
(>30K). partitioning key strategy, as queries that
access multiple partitions are unlikely to finish
processing.
Table might contain too many partitions May crash the Hive Metastore. To address this issue, re-eval uate the
(>50K). partitioning key strategy, as queries that
access multiple partitions are unlikely to finish
processing.
Table might contain too many partitions May crash the Hive Metastore. To address thisissue, re-evaluate the
(>100K). partitioning key strategy, as queries that
access multiple partitions are unlikely to finish
processing.

Cloudera Observability Hive cluster metrics

Lists the Hive cluster health check tests that are performed by Cloudera Observability at the end of aHive job. The
list includes the severity conditions and thresholds, and what actions you should consider to resolve the problem.

Table 14:
Health Test Description Severity Condition Recommendation
Hive on Tez VM Pause Rate This health test checksthetime |+ A Good result implies To address this condition,
Analyzer taken to free up memory by the that there were no pauses consider increasing the allocated
Java garbage collector. greater than 300ms and no heap size for the HiveServer2

Where, ahigh value for the VM occurrences of more than five | instance.

pause rate indicates that the Java pauises b 100ms and

- 300ms.
garbage collection took longer . -
than the threshold to completeits | * A Concerning resultimplies

work. that there were occurrences
of more than five pauses
It usesthe hive_on_tez_jvm_paus between 100ms and 300ms.

e_time_rate metric to check the

- * A Badresultimplies that
Hive on Tez VM pause rate.

there was at least one pause
that was greater than 300ms.
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Health Test Description Severity Condition Recommendation

Hive Metastore VM Pause Rate
Analyzer

This health test checks the time
taken to free up memory by the
Java garbage collector.

Where, a high value for the VM
pause rate indicates that the Java
garbage collection took longer
than the threshold to complete its
work.

It uses the hive_jvm_pause t
ime_rate metric to check the Hive
Metastore VM pause rate.

A Good result implies

that there were no pauses
greater than 300ms and no
occurrences of more than five
pauses between 100ms and
300ms.

A Concerning result implies
that there were occurrences
of more than five pauses
between 100ms and 300ms.
A Bad result implies that
there was at | east one pause
that was greater than 300ms.

To address this condition consider
increasing the allocated heap size
for the Hive Metastore.

Hive on Tez Waiting Compile
Ops Analyzer

This health test counts the number
of Hive On Tez operations waiting
to compile.

Where, if the number of
operations waiting to compile
is greater than O, then the
HiveServer2 instanceis likely
overloaded.

It uses the hive_on_tez _waiting_
compile_ops metric to count

the number of Hive On Tez
operations waiting to compile.

A Good result implies that
there were zero operations
waiting to compile.

A Bad result implies that the
number of operations waiting
to compileis consistently
greater than zero.

If the number of operations
waiting to compile is consistently
greater than zero, then to address
this condition, consider restarting
the HiveServer2 instance.

HiveServer2 Memory Usage
Analyzer

This health test calculates the
percentage of Hive On Tez heap
memory utilization for the input
period.

Where, if the percentage of heap
memory utilization is above the
threshold, there is a possibility of
running out of heap space.

It usesthe hive_on_tez_memo
ry_heap used andthe hive_
on_tez_ memory_heap_max
metrics to calculate the percentage
of heap memory utilization for the
input period.

A Good result implies that the
maximum heap utilization is
less than 80% of the available
heap.

A Concerning result implies
that the maximum heap
utilization is between 80%
and 95% of the available
heap.

A Bad result implies that the
maximum heap utilization
exceeded 95% of the
available heap.

To address this condition,
consider increasing the allocated
heap size for the HiveServer2
instance.

Hive Metastore Memory Usage
Analyzer

This health test calculates the
percentage of Hive Metastore
heap memory utilization for the
input period.

Where, if the percentage of heap
memory utilization is above the
threshold, there is a possibility of
running out of heap space.

It uses the hive_memory_heap
_used and the hive_memory_
heap_max metricsto calculate
the percentage of heap memory
utilization for the input period.

A Good result implies that the
maximum heap utilization is
less than 80% of the available
heap.

A Concerning result implies
that the maximum heap
utilization is between 80%
and 95% of the available
heap.

A Bad result implies that the
maximum heap utilization
exceeded 95% of the
available heap.

To address this condition,
consider increasing the allocated
heap size for the Hive Metastore.
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