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Cloudera Runtime Add Cruise Control as a service

Add Cruise Control as a service

You need to use the Add Service wizard in Cloudera Manager to have Cruise Control service on your cluster. After
selecting the host you want to add the Cruise Control role to, you need to review the default configurations. These
configurations can also be set later after adding Cruise Control as a service.

About this task

Note:  It is recommended to add Cruise Control on the same CDP cluster as Kafka.

Procedure

1. Open Cloudera Manager.

2. Select the drop-down menu to the right of your cluster on the Home screen.

3. Select Add Service.
The Add Service wizard starts.

4. Select Cruise Control as the type of service from the list of services, then click Continue.

5. Assign roles to Cruise Control, then click Continue.

6. Check the default and suggested settings for configuration parameters on the Review Changes page, and set if
needed.

a) Required: Set the Kafka Client Security Protocol as it is set for Kafka.

Important:  If the Security Protocol is not the same as it is set in Kafka, the Cruise Control service
will not start and the cluster will not operate properly.

7. Click Continue and wait until the first run of the Cruise Control service is completed.

8. Click Continue and then Finish.

Results

You have added Cruise Control as a service in Cloudera Manager.

Configuring capacity estimations and goals

Cruise Control rebalancing works using capacity estimations and goals. You need to configure the capacity estimates
based on your resources, and set the goals for Cruise Control to achieve the Kafka partition rebalancing that meets
your requirements.

For the rebalancing, you need to provide the capacity values of your resources. These values are used for specifying
the rebalancing criteria for your deployment. The following capacity values must be set:

Capacity Description

capacity.default.cpu 100 by default

capacity.default.network-in

capacity.default.network-out

Given by the internet provider

Note:  For the capacity estimates, the disk capacity value is also needed. However, Cruise Control
automatically retrieves the disk capacity value from the kafka_log_directory_disk_total_space Kafka metric.
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The optimizers in Cruise Control use the network incoming and outgoing capacities to define a boundary for
optimization. The capacity estimates are generated and read by Cruise Control. A capacity.json file is generated
when Cruise Control is started. When a new broker is added, Cruise Control uses the default broker capacity values.
However, in case disk related goals are used, Cruise Control must be restarted to load the actual disk capacity metrics
of the new broker.

After setting the capacity estimates, you can provide different goals that define the optimization proposals given
by Cruise Control. Default.goals are used to pre-compute optimization proposals that can be applied regardless of
any anomalies. These default.goals on a healthy cluster can optimize resource utilization. Supported goals are also
available to assist the optimized rebalancing process. When these goals are fulfilled, the rebalancing is successful.
When the goals are violated, self-healing can be used and rebalancing must be carried out.

Cruise Control has an anomaly detection feature where goal violations can also be set. The anomaly.detection.go
als configuration defines when the goals are not met, thus causing a violation. These anomalies can be fixed by the
proposal generated from the self.healing.goals configuration. In case there is no self-healing goal specified, Cruise
Control uses the default.goals setting. Hard goals can also be set to guarantee the fulfilment of any optimization
or self-healing process. You can set the anomaly-detection goals, self-healing goals, and hard goals in Cloudera
Manager under the Cruise Control Server Advanced Configuration Snippet (Safety Valve) for cruisecontrol.properties
setting.

You can find the capacity estimate and goal configurations at  Cloudera Manager>Cruise
Control>Configuration>Main .

The following table lists all the configurations that are needed to configure Cruise Control specifically to your
environment. For the list of goals, see the upstream Cruise Control documentation.

Note:  The security settings are not listed in the table below.

Configuration Description

num.metric.fetchers Parallel threads for fetching metrics from the Cloudera Manager
database

default.goals List of default goals

goals List of subset goals

partition.metric.sample.store.topic Storing Cruise Control metrics

broker.metric.sample.store.topic Storing Cruise Control metircs

partition.metrics.window.ms Time window size for partition metrics

broker.metrics.window.ms Time window size for broker metrics

num.partition.metrics.windows Number of stored partition windows

num.broker.metrics.windows Number of stored broker windows
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