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HDP3 to CDP Private Cloud Base One Stage upgrade In-place upgrade overview

The process of upgrading to CDP Private Cloud Base involves understanding the supported in-place upgrade paths
and verifying the software and hardware considerations and requirements prior to performing the upgrade steps.

To plan your upgrade from Ambari managed HDP 3.1.5 or 2.6.5 to CDP Private Cloud Base, you must be aware of
the in-place upgrade path along with the pre-upgrade, upgrade, and post-upgrade tasks.

Note:
B » HDP one-stage upgrade supports the upgrade from HDP 3.1.5 to CDP 7.1.9 SP1, CDP 7.1.7 SP1, CDP
7.1.8,CDP7.1.7 SP2, 7.1.9, and CDP 7.1.7 SP3.
« HDP one-stage upgrade supports the upgrade from HDP 2.6.5 to CDP 7.1.8 and CDP 7.1.7 SP3.

Note: You can perform an In-place upgrade from HDP 2 to CDP 7.1.9 SP1 in two separate steps.
First, you must upgrade from HDP 2 to CDP 7.1.8 or CDP 7.1.7 SP3, and then upgrade to CDP
7.1.9 SP1.

e CMA 2.8.0 and higher requires JDK11 in local mode.
One stage versus two stage upgrade:

One stage Two stage

No upgrade to HDP 7 or intermediate bits Upgrade from HDP 3.1.5 or 2.6.5 cluster to HDP 7.1.x
(HDP Intermediate Bits)

No upgrade to Ambari 7. Direct upgrade from Ambari | Upgrading Management of the cluster from Ambari to
to Cloudera Manager Cloudera Manager

Executing meta-data (schema) upgrades done as part of | Executing meta-data (schema) upgrades done by
post transition steps that allows for an extended cluster | Ambari
uptime

The following table shows the supported versions of the AM2CM tool, Cloudera Manager, and Runtime for each

upgrade path:

Upgrade path AM2CM version Cloudera M anager Runtime

HDP3.1.5to CDP 7.1.9 AM2CM 3.3.2 ClouderaManager 7.11.3 | cDH-7.1.9 SP1

SP1

HDP3.1.5to CDP 7.1.7 AM2CM 3.2.2 ClouderaManager 7.11.3 | CDH-7.1.7 SP3 including
SP3 CHF 4 and higher Accumulo

HDP3.1.5to CDP7.1.9 AM2CM 3.2 ClouderaManager 7.11.3 | CDH-7.1.9

HDP3.1.5to CDP7.1.7 AM2CM 3.2 Cloudera Manager 7.6.7 CDH-7.1.7 SP2 including
SP2 Accumulo

HDP3.1.5to CDP 7.1.8 AM2CM 3.2 ClouderaManager 7.7.3 CDH-7.1.8 including

Accumulo

HDP3.1.5to CDP 7.1.7 AM2CM 3.2 ClouderaManager 7.6.1 CDH-7.1.7 SP1

SP1

HDP 2.6.5to CDP 7.1.7 AM2CM 3.2 Cloudera Manager 7.6.7 CDH-7.1.7 SP2 including
SP2 Accumulo
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Upgrade path AM2CM version Cloudera M anager Runtime
HDP2.6.5to CDP7.1.8 AM2CM 3.2 Cloudera Manager 7.7.3 CDH-7.1.8 including
Accumulo

Y ou must ensure all the nodes have the supported operating system, Java version, and base Ambari version. Verify
the disk space and mount point requirements before you begin the upgrade to the recommended interim HDP bits and

CDP Private Cloud Base.
Operating System on all Operating System & Upgrading the cluster's underlying OS
nodes
Requirements and CDP Private Cloud Base Requirements and Supported Versions
Supported Versions

Javaversion on all nodes Java Versions

Ambari baseversiononal | Ambari versionis?2.7.5.x.

nodes
Repositories Software download matrix
Review disk space Disk space and mountpoint considerations

Note: You must deactivate and uninstall Spark in Ambari before distributing the parcel in Cloudera
Manager.

Review the minimum disk space requirements before you upgrade from HDP 3.1.5 to CDP 7.1.x.

Partition Storage Detail

/usr/hdp 10GB Minimum space required for each
installed HDP version.

/opt/cloudera 100 GB for CM Minimum space required for each
100 GB for all hosts installed and retained CDP version.

{usr/hdp 35GB If you are upgrading from HDP
3.1.5.xto CDP 7.1.x, thereisan
interim step to upgrade to HDP
intermediate bits. Y ou would need a
minimum 30 GB available space to
make the transition.

Ivarilog 200 GB - 500 GB Minimum space required for storing
the logs.

Note: Ensurethisisnot part
E of the root OS partition.
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Partition

Storage

Detail

Ivar/*

2GB

Minimum space required for
Cloudera Manager agent and for the
Cloudera components.

/tmp

20GB

At least 20 GB of free space required
for storing the temp data by CLDR
services.

/<data-dir>

Varies

Datanode, Kafka Logs, Namenode
Image and Edits, Journal Node,
ZooK eeper.

These should all be on separate
mounts to avoid disk issues with the
0s partition.

Performance Impact: For the
Namenode, Journal Node, and

ZooK eeper data directories, these
should be on dedicated disks (and
mounts) for the most optimal
performance of these critical
services. Disk contention with other
write operations will have an impact
on these services.

Performance Impact: Data-
directories for Datanode and K afka-
Logs should be simple JBOD drives.
RAID support has a support impact
and these services are storage
redundant at the service level. RAID
isNOT recommended for these
service data directories.

/<yarn-local>

Varies by workload
“yarn.nodemanager.local -

dirs™” Between 5-25% of host storage
depending on workload types.

Applicationsthat are heavy in
MR technologies will benefit
tremendously by using the
“SSD” storage.

For more information on the hardware requirements for Runtime components, see Cloudera Runtime.

For more information on the CM server storage requirements, see Cloudera Manager Server.

For more information on the CDP Private Cloud Base requirements, see CDP Private Cloud Base Requirements and

Supported Versions.

Download the package repository for the product you want to install.

To download the package repository for Cloudera Manager 7.11.3 Cumulative hotfix, see Cloudera Manager

Cumulative Hotfixes documentation.
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E Note: CDP Private Cloud base 7.1.7 SP3 requires Cloudera Manager Cumulative Hotfix 4 and higher.

1. Download the package repository for the product you want to install:
Cloudera Manager 7

To download the files for a Cloudera Manager release, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww/ htnl/cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/ cnv/
7.11. 3/ repo-as-tarball/cnv. 11. 3-redhat 7. tar. gz

$ tar xvfz cnv.11. 3-redhat7.tar.gz -C /var/ww htm /cl oudera-rep
os/cn¥ --strip-conponent s=1

sudo chnmod - R ugo+r X /var/ww/ ht ml / cl ouder a- r epos/ cnv?

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

1. Download the package repository for the product you want to install:

Cloudera Manager 7

To download the files for a Cloudera Manager release, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww/ htnl/cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/ cni/
7.7.1/repo-as-tarball/cnv.7.1-redhat 7. tar. gz

$ tar xvfz cnv.7.1-redhat7.tar.gz -C /var/ww/ html /cl oudera-repo
s/cnv --strip-conponents=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a-r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.




HDP3 to CDP Private Cloud Base One Stage upgrade Cluster environment readiness

1. Download the package repository for the product you want to install:
Cloudera Manager 7

To download the files for a Cloudera Manager release, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww/ htnl/cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/ cni/
7.6.7/repo-as-tarball/cn¥.6.7-redhat7.tar. gz

$ tar xvfz cnv.6.7-redhat7.tar.gz -C /var/ww/ html /cl oudera-repo
s/cnvy --strip-conmponents=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ cnv

1. Download the package repository for the product you want to install:
Cloudera Manager 7

To download the files for a Cloudera Manager rel ease, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww htm /cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @rchive. cl oudera. cont p/ cnv/
7.6.1/repo-as-tarball/cnv.6.1-redhat7.tar. gz

$ tar xvfz cn¥.6.1-redhat7.tar.gz -C /var/ww/ html /cl ouder a-repo
s/cnv --strip-conmponent s=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the filesyou
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

1. Download the package repository for the product you want to install:
Cloudera Manager 7

To download the files for a Cloudera Manager rel ease, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww/ htnl/cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @rchive. cl oudera. com p/ cnv/
7.4.4-24429768/ r epo- as-
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tarball/cn¥. 4. 4-redhat7.tar. gz

$ tar xvfz cnv.4.4-redhat7.tar.gz -C /var/ww/ htrl /cl ouder a-repo
s/cnv --strip-conmponent s=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a-r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

1. Download the package repository for the product you want to install:
Cloudera Manager 7

To download the files for a Cloudera Manager rel ease, download the repository tarball for your
operating system. Then unpack the tarball, move the files to the web server directory, and modify
file permissions. For example:

$ sudo nkdir -p /var/ww htm /cl oudera-repos/cnv

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/ cnv/
7.3. 1/ repo- as-

tarball/cnv. 3. 1-redhat 7. tar. gz

$ tar xvfz cn¥.3.1-redhat7.tar.gz -C /var/ww/ htrl /cl ouder a-repo
s/cny --strip-conmponent s=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the filesyou

downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

Download the parcels that you want to install and publish the parcel directory.

1. Download manifest.json and the parcel files for the product you want to install:
Runtime 7.1.9

To download thefiles for the latest Runtime 7 release, run the following commands on the Web
server host only if you are upgrading from HDP 3.1.5 to CDP 7.1.9:

sudo nkdir -p /var/ww/ htm /cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @rchive. cl oudera. com p/
cdh7/7.1.9/parcels/ -P /var/ww htm /cl oudera-repos

10
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sudo chnod - R ugo+r X /var/www/ ht ml / cl ouder a-r
epos/ p/ cdh?

Runtime 7.1.8

To download the files for the latest Runtime 7 release, run the following commands on the Web
server host:

sudo nkdir -p /var/www htnl /cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @r chive. cl oudera. com p/
cdh7/7. 1.8/ parcels/ -P /var/ww htnl/cl oudera-repos

sudo chnod - R ugo+r X /var/ww ht m /cl oudera-r
epos/ p/ cdh7

Runtime 7.1.7.3000

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww htnl/cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @r chive. cl oudera. com p/
cdh7/7.1.7.3000/parcels/ -P /var/ww/ htm/cl oudera-repos

sudo chnod - R ugo+r X /var/www/ ht ml / cl oudera-r
epos/ p/ cdh7

Runtime 7.1.7.2000

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww htnl /cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @rchive. cl oudera. com p/
cdh7/7.1.7.2000/ parcels/ -P [var/ww htmnl/cl oudera-repos

sudo chnod - R ugo+r X /var/ww ht m /cl oudera-r
epos/ p/ cdh7

Runtime 7.1.7.1000

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww htnl/cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @r chive. cl oudera. com p/
cdh7/7.1.7.1000/ parcels/ -P /var/ww/ htm /cl oudera-repos

sudo chnod - R ugo+r X /var/www/ ht ml / cl ouder a-r
epos/ p/ cdh7

Runtime 7.1.7.78

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww htnml /cl oudera-repos

11
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sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @rchive. cl oudera. com p/
cdh7/7.1.7.78/ parcel s/ -P [var/ww htm /cl ouder a-repos

sudo chnod - R ugo+r X /var/ww ht m /cl oudera-r
epos/ p/ cdh7

IE Note: 7.1.7.78issamea7.1.7.0. However, 7.1.7.78 includes a critical vulnerability in
log4j.

Runtime 7.1.6.0

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime

parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww/ htm /cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @rchive. cl oudera. com p/
cdh7/7.1.6.0/parcels/ -P /var/ww htnl/cl oudera-repos

sudo chnod - R ugo+r X /var/ww ht m /cl ouder a-r
epos/ p/ cdh?

Sqoop Connectors

To download the parcels for a Sqoop Connector release, run the following commands on the Web
server host. This example uses the latest available Sqoop Connectors:

sudo nkdir -p /var/ww/ htnl/cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories http://archive. cl oudera. conl sqoop- connect ors/ parcel s/l a
test/ -P /var/ww/ htm /cl oudera-repos

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a-
r epos/ sqoop- connect or s

If you want to create arepository for a different Sqgoop Connector release, replace latest with

the Sgoop Connector version that you want. You can see alist of versionsin the parcels parent
directory.

2. Visit the Repository URL http://<Web_server>/cloudera-repos/ in your browser and verify the files you

downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

During the Cloudera Manager installation process, several Linux user accounts and groups are created by default.
These are listed in the table below. Integrating the cluster to use Kerberos for authentication requires creating
Kerberos principals and keytabs for these user accounts.

Apache Atlas atlas atlas, hadoop Apache Atlas by default has
atlas as user and group. Itis
configurable

Apache Flink flink flink The Flink Dashboard runs as this
user.

Apache HBase hbase hbase The Master and the RegionServer

processes run as this user.

12
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Component (Version) Unix User ID Groups Functionality

Apache HBase Indexer

hbase

The indexer servers are run as this
user.

Apache HDFS

hdfs

hdfs, hadoop

The NameNode and DataNodes
run asthis user, and the HDFS
root directory aswell asthe
directories used for edit logs
should be owned by it.

Apache Hive
Hiveon Tez

hive

hive

The HiveServer2 process and

the Hive Metastore processes

run asthis user.A user must be
defined for Hive accessto its
Metastore DB (for example,
MySQL or Postgres) but it can

be any identifier and does not
correspond to aUnix uid. Thisis
javax.jdo.option.ConnectionUserNg
in hive-sitexml.

me

Apache Impala

impala

impala, hive

Impala services run as this user.

Apache Kafka

kafka

kafka

Kafka brokers, mirrorMaker, and
Connect workers run as this user.

Apache Knox

knox

knox

Apache Knox Gateway Server
runs as this user

Apache Kudu

kudu

kudu

Kudu services run as this user.

Apache Livy

livy

livy

The Livy Server process runs as
this user

Apache NiFi

nifi

nifi

Runs as the nifi user

Apache NiFi Registry

nifiregistry

nifiregistry

Runs as the nifiregistry user

Apache Oozie

oozie

oozie

The Oozie serviceruns as this
user.

Apache Ozone

hdfs

hdfs, hadoop

Ozone Manager, Storage
Container Manager (SCM), Recon
and Ozone Datanodes run as this
user.

Apache Parquet

No special users.

Apache Phoenix

phoenix

phoenix

The Phoenix Query Server runs as
this user

Apache Ranger

ranger

ranger, hadoop

Ranger Admin, Usersync and
Tagsync services by default have
ranger as user and ranger, hadoop
as groups. It is configurable.

Apache Ranger KMS

kms

kms

Ranger KMS runs with kms user
and group. It is configurable.

Apache Ranger Raz

rangerraz

ranger

Ranger Raz runs with rangerraz
user and is part of the ranger
group.

Apache Ranger RMS

rangerrms

ranger

Ranger RM S runs with rangerrms
user and is part of the ranger

group.

Apache Solr

solr

solr

The Solr processes run as this
user.

Apache Spark

spark

spark

The Spark History Server process
runs asthis user.
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Component (Version) Unix User ID Groups Functionality

Apache Sgoop sgoop Thisuser isonly for the Sqoopl
Metastore, a configuration option
that is not recommended.

Apache YARN yarn yarn, hadoop Without Kerberos, all YARN
services and applications

run asthisuser. The
LinuxContainerExecutor binary is
owned by this user for Kerberos.

Apache Zeppelin zeppelin zeppelin The Zeppelin Server process runs
asthis user
Apache ZooK eeper zookeeper zookeeper The ZooK eeper processes run as

thisuser. It is not configurable.

Cloudera Manager (al versions) cloudera-scm cloudera-scm Clusters managed by Cloudera
Manager run Cloudera Manager
Server, monitoring roles, and
other Cloudera Server processes
as cloudera-scm. Requires keytab
file named cmf .keytab because
name is hard-coded in Cloudera

Manager.

Cruise Control cruisecontrol hadoop The Cruise Control process runs
asthisuser.

HttpFS httpfs httpfs The HttpFS service runs as this

user. See “HttpFS authentication”
for instructions on how to
generate the merged httpfs-
http.keytab file.

Hue hue hue Hue services run as this user.

Hue Load Balancer apache apache The Hue Load balancer hasa
dependency on the apache2
package that uses the apache user
name. Cloudera Manager does not
run processes using this user 1D.

Key Trustee Server keytrustee keytrustee The Key Trustee Server service
runs as this user.

Schema Registry schemaregistry hadoop The Schema Registry process runs
asthis user.

Streams Messaging Manager streamsmsgmgr streamsmsgmgr The Streams Messaging Manager

processes runs as this user.

Streams Replication Manager streamsrepmgr streamsrepmgr The Streams Replication Manager
processes runs as this user.

Keytabs and Keytab File Permissions

Linux user accounts, such as hdfs, are mapped to the username portion of the Kerberos principa names, as follows:
user nanme/ host . exanpl e. com@XAMPLE. COM
For example, the Kerberos principal for Apache Hive would be:
hi ve/ host . exanpl e. com@XAMPLE. COM
Keytabs that contain multiple principals are merged automatically from individual keytabs by Cloudera Manager. If
you override a service configuration to not use the CM-provided keytab, then you must ensure that all the principals

required for the given role instance on a specific host are merged together in the keytab file you deploy manually on
that host.
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For example, for Filename (* .keytab), the Atlas keytab filename would be atlas.keytab, HBase would be hbase ke
ytab, and Cloudera Manager would be cmf.keytab and scm.keytab.

Keytab File Owner:Group matters when Cloudera Manager starts arole. For example, Cloudera Manager starts the
role "DataNode"". Cloudera Manager launches the DataNode process as a user (here, "hdfs"). Because that process
needs to access the HDFS keytab, Cloudera Manager puts the HDFS keytab in the DataNode's process directory, and
the keytab is given the owner:group that is listed in the table. Thus, the DataNode process properly owns the keytab
file.

The tables below lists the usernames to use for Kerberos principal names, for clusters managed by Cloudera Manager.

Role atlasATLAS SERVER
Kerberos Principals

atlas
Filename (*.keytab)
atlas

Keytab File Owner:Group
atlas:atlas

File Permission (octal)

600

Role: flink

Kerberos Principals
flink

Filename (*.keytab)
flink

Keytab File Owner:Group
flink:flink

File Permission (octal)
600

Role: hbaseeHBASETHRIFTSERVER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)

hbase, HTTP
Keytab File Owner:Group

hbase:hbase
File Permission (octal)

600

Role: hbase-REGIONSERVER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)

hbase, HTTP
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Keytab File Owner:Group
hbase:hbase

File Permission (octal)
600
Role: hbaseeHBASERESTSERVER
Kerberos Principals
hbase, HTTP
Filename (*.keytab)
hbase, HTTP
Keytab File Owner:Group
hbase:hbase

File Permission (octal)
600

Role: hbase-M ASTER
Kerberos Principals
hbase, HTTP
Filename (*.keytab)
hbase, HTTP
Keytab File Owner:Group
hbase:hbase

File Permission (octal)
600

Role: ks indexer-HBASE_INDEXER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)
hbase
Keytab File Owner:Group
hbase:hbase
File Permission (octal)
600

Role: hdfssNAMENODE
Kerberos Principals

hdfs, HTTP
Filename (*.keytab)
hdfs
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

16



HDP3 to CDP Private Cloud Base One Stage upgrade

Cluster environment readiness

Role: hdfs-DATANODE
Kerberos Principals

hdfs, HTTP
Filename (*.keytab)
hdfs
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: hdfssSECONDARYNAMENODE
Kerberos Principals

hdfs, HTTP
Filename (*.keytab)
hdfs
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: hiveeHIVESERVER2
Kerberos Principals

hive

Filename (*.keytab)
hive

Keytab File Owner:Group
hive:hive

File Permission (octal)
600

Role: hiveeHIVEMETASTORE
Kerberos Principals

hive
Filename (*.keytab)
hive
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Role: impala-STATESTORE
Kerberos Principals

impala, HTTP
Filename (*.keytab)
impala
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Keytab File Owner:Group
impalaiimpala

File Permission (octal)
600

Role: impala-CATALOGSERVER

Kerberos Principals
impala, HTTP

Filename (*.keytab)
impala

Keytab File Owner:Group
impalaiimpala

File Permission (octal)
600

Role: impala-IMPALAD

Kerberos Principals
impala, HTTP

Filename (*.keytab)
impala

Keytab File Owner:Group
impalasimpala

File Permission (octal)
600

Role: kafka-KAFKA_BROKER
Kerberos Principals

kafka
Filename (*.keytab)
kafka
Keytab File Owner:Group
kafkakafka
File Permission (octal)
600

Role: kafka-KAFKA _MIRROR_MAKER
Kerberos Principals
kafka_mirror_maker
Filename (*.keytab)
kafka
Keytab File Owner:Group
kafkackafka

File Permission (octal)
600

Role: kafka-K AFKA_CONNECT
Kerberos Principals
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kafka
Filename (*.keytab)
kafka

Keytab File Owner:Group
kafkakafka

File Permission (octal)
600

Role: knox-KNOX_GATEWAY
Kerberos Principals

knox, HTTP
Filename (*.keytab)
hbase
Keytab File Owner:Group
knox:knox

File Permission (octal)
600

Role: kudu-KUDU_MASTER
Kerberos Principals

kudu

Filename (*.keytab)
kudu

Keytab File Owner:Group
kudu:kudu

File Permission (octal)
600

Role: kudu-KUDU_TSERVER
Kerberos Principals
kudu
Filename (*.keytab)
kudu
Keytab File Owner:Group
kudu:kudu
File Permission (octal)
600

Role: livy-LIVY_SERVER
Kerberos Principals

livy
Filename (*.keytab)
livy
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Keytab File Owner:Group
livy:livy

File Permission (octal)
600

Role: nifi
Kerberos Principals

nifi, HTTP
Filename (*.keytab)
nifi
Keytab File Owner:Group
nifi:nifi
File Permission (octal)
600

Role: nifiregistry
Kerberos Principals
nifiregistry, HTTP
Filename (*.keytab)
nifiregistry
Keytab File Owner:Group
nifiregistry:nifiregistry
File Permission (octal)
600

Role: 00zie-OOZIE_SERVER
Kerberos Principals

oozie, HTTP
Filename (*.keytab)
oozie
Keytab File Owner:Group
oozie:oozie
File Permission (octal)
600

Role: ozone-OZONE_MANAGER
Kerberos Principals

om, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
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File Permission (octal)
600

Role: ozone-STORAGE_CONTAINER_MANAGER
Kerberos Principals

scm, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-OZONE_DATANODE
Kerberos Principals

dn, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-OZONE_RECON
Kerberos Principals

recon, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-S3_GATEWAY
Kerberos Principals

HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs

File Permission (octal)
600

Role: phoenix-PHOENIX_QUERY_SERVER
Kerberos Principals

phoenix, HTTP
Filename (*.keytab)
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phoenix
Keytab File Owner:Group
phoenix:phoenix
File Permission (octal)
600

Role: ranger-RANGER_ADMIN
Kerberos Principals

rangeradmin, rangerlookup, HTTP
Filename (*.keytab)

ranger
Keytab File Owner:Group

ranger:ranger
File Permission (octal)

600

Role: ranger-RANGER_USERSYNC
Kerberos Principals

rangerusersync
Filename (*.keytab)
ranger
Keytab File Owner:Group
ranger:ranger
File Permission (octal)
600

Role: ranger-RANGER_TAGSYNC
Kerberos Principals

rangertagsync
Filename (*.keytab)
ranger
Keytab File Owner:Group
ranger:ranger
File Permission (octal)
600

Role: ranger-RANGER_TAGSYNC
Kerberos Principals

rangerkms, HTTP
Filename (*.keytab)

ranger_kms
Keytab File Owner:Group

kms:kms

File Permission (octal)
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600

Role: ranger-RANGER_RAZ
Kerberos Principals

rangerraz, HTTP
Filename (*.keytab)

rangerraz
Keytab File Owner:Group

ranger:rangerraz
File Permission (octal)

600

Role: ranger-RANGER_RMS
Kerberos Principals

rangerrms
Filename (*.keytab)
rangerrms
Keytab File Owner:Group
ranger:rangerrms
File Permission (octal)
600

Role: solr-SOLR_SERVER
Kerberos Principals

solr, HTTP
Filename (*.keytab)
solr
Keytab File Owner:Group
solr:solr

File Permission (octal)
600

Role: spark_on_yarn-SPARK_YARN_HISTORY_SERVER
Kerberos Principals

spark

Filename (*.keytab)
spark

Keytab File Owner:Group
spark:spark

File Permission (octal)
600
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Role: yarn-NODEM ANAGER
Kerberos Principals

yarn, HTTP
Filename (*.keytab)

yarn
Keytab File Owner:Group

yarn:hadoop
File Permission (octal)

644

Role: yarn-RESOURCEMANAGER
Kerberos Principals

yarn, HTTP
Filename (*.keytab)
yarn
Keytab File Owner:Group
yarn:hadoop
File Permission (octal)
600

Role: yarn-JOBHISTORY
Kerberos Principals

mapred
Filename (*.keytab)
mapred
Keytab File Owner:Group
yarn:hadoop
File Permission (octal)
600

Role: zeppelin-ZEPPELIN_SERVER
Kerberos Principals

zeppelin, HTTP
Filename (*.keytab)
zeppelin
Keytab File Owner:Group
zeppelin:zeppelin
File Permission (octal)
600

Role: zookeeper -server
Kerberos Principals

zookeeper
Filename (*.keytab)
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zookeeper
Keytab File Owner:Group
zookeeper:zookeeper
File Permission (octal)
600

Role: cloudera-mgmt-REPORTSMANAGER
Kerberos Principals

hdfs
Filename (*.keytab)
headlamp
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Role: cloudera-mgmt-SERVICEM ONITOR
Kerberos Principals

hue
Filename (*.keytab)
cmon
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Role: cloudera-mgmt-ACTIVITYMONITOR
Kerberos Principals

hue
Filename (*.keytab)
cmon
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Kerberos Principals
cloudera-scm, HTTP
Filename (*.keytab)
cmf, scm
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600
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Role: cruise _control-CRUISE_CONTROL_SERVER
Kerberos Principals

cruisecontrol, kafka, HTTP
Filename (*.keytab)
cruise_control
Keytab File Owner:Group
cruisecontrol:hadoop

File Permission (octal)
600

Role: hdfssHTTPFS
Kerberos Principals

httpfs, HTTP
Filename (*.keytab)

httpfs
Keytab File Owner:Group

httpfs:httpfs
File Permission (octal)

600

Role: hue-KT_RENEWER
Kerberos Principals

hue
Filename (*.keytab)
hue
Keytab File Owner:Group
hue:hue
File Permission (octal)
600

Role: schemaregistry-SCHEMA_REGISTRY_SERVER
Kerberos Principals

schemaregistry, HTTP
Filename (*.keytab)

schemaregistry
Keytab File Owner:Group

schemaregistry:hadoop
File Permission (octal)

600

Role: streams messaging_manager-STREAMS MESSAGING_MANAGER_SERVER
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Kerberos Principals
streamsmsgmgr, HTTP
Filename (*.keytab)
streams_messaging_manager
Keytab File Owner:Group
streamsmsgmgr:streamsmsgmgr
File Permission (octal)
600

Role: streams replication_manager-STREAMS REPLICATION_MANAGER_DRIVER
Kerberos Principals

streamsrepmgr
Filename (*.keytab)
streams_replication_manager
Keytab File Owner:Group
streamsrepmgyr:streamsrepmgr
File Permission (octal)
600
Role: streams_replication_manager-STREAMS REPLICATION_MANAGER_SERVICE
Kerberos Principals
streamsrepmgr
Filename (*.keytab)
streams_replication_manager
Keytab File Owner:Group
streamsrepmgyr:streamsrepmgr
File Permission (octal)
600

This section is optional. During the HDP 3.1.5 to HDP intermediate bits upgrade, Ambari can generate the principals
and keytabs. However, before upgrading, you can manually generate the principals and keytabs. First, create the
principal using mandatory naming conventions and then create the keytab file with the principal's information. Lastly,
copy the keytab file to the keytab directory on the appropriate service host.

To create a service principal, use the kadmin utility. The kadmin utility is acommand-line driven utility where you
can run Kerberos commands to manipulate the central database. To start kadmin, run the following commands:

1. ' kadm n $USER/ adm n@REALM

2. kadm n: addprinc -randkey $princi pal _nane/ $servi ce- host - FQDN@hadoop. real m

Note:

E a. You must have a principa with administrative permissions to run the above commands.
b. Therandkey is used to generate the password.
c. The$pri nci pal _name part of the name must match the values in the table below.

In the example mentioned in step 2, each service principal’s name is appended with afully qualified domain name of
the host on which the principal is running. Thisisto provide a unique principal name for services that run on multiple
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hosts, like DataNodes and TaskTrackers. The addition of the hostname serves to distinguish, for example, arequest
from DataNode A from arequest from DataNode B. Thisisimportant for two reasons:

» If the Kerberos credentials for one DataNode are compromised, it does not automatically compromise all other
DataNodes.

« |f multiple DataNodes have the same principal and are simultaneously connecting to the NameNode, and if the
Kerberos authenticator sent has the same timestamp, then the authentication is rejected as areplay request.

E Note: The NameNode, Secondary NameNode, and Oozie require two principal s each.

If you are configuring High Availability (HA) for a Quorum-based NameNode, you must also generate a

principle (jn/$FQDN) and keytab (jn.service.keytab) for each JournalNode. JournalNode also requires the keytab

for itsHTTP service. If the JournalNode is deployed on the same host as a NameNode, the same keytab file
(spnego.service.keytab) can be used for both. In addition, HA requires two NameNodes. Both the active and standby
NameNodes require their own principal and keytab files. The service principles of the two NameNodes can share the
same name, specified with the dfs.namenode.kerberos.principa property in hdfs-site.xml, but the NameNodes still
have different fully qualified domain names.

Service Component/Role Principal Name Mandatory Keytab Filename

HDFS NameNode nn/$FQDN nn.service.keytab
SecondaryNameNode nn/$FQDN nn.service.keytab
DataNode dn/$FQDN dn.service keytab
Journal Server* jn/$FQDN jn.service.keytab
NameNode HTTP HTTP/$FQDN spengo.service.keytab
SecondaryNameNode HTTP HTTP/$FQDN spnego.service.keytab
MapReduce MR2 History Server jhs/$FQDN nm.service.keytab
MR2 History Server HTTP HTTP/$FQDN spnego.service.keytab
YARN Node Manager nm/$FQDN nm.service.keytab
Resource Manager rm/$FQDN rm.service.keytab
YARN Timeline Server yarn-ats/$FQDN yarn-ats.service.keytab
HTTP HTTP/$FQDN spnego.service.keytab
Oozie Oozie Server 0o0zie/$FQDN oozie..service.keytab
Oozie HTTP HTTP/$FQDN spnego.service.keytab
Hive HiverServer2, HMS hive/$FQDN hive.service.keytab
Hive HTTP HTTP/$FQDN spnego.service. keytab
HBase HBase Master Server hbase/$FQDN hbase.service.keytab
HBase RegionServer hbase/$FQDN hbase.service keytab
Kafka K afka Broker kafka/$FQDN kafka service.keytab
Zeppelin Zeppelin Server zeppelin/$FQDN zeppelin.service.keytab
Zookeeper zookeeper/$FQDN Zk.service.keytab
Knox knox/$FQDN knox.service keytab
Ranger Admin Server rangeradmin/$FQDN rangeradmin.service.keytab
Lookup Server rangerl ookup/$FQDN rangerl ookup.service.keytab
KMS rangerkms/$FQDN rangerkms.service.keytab
UserSync rangerusersync/$FQDN rangerusersync.service.keytab
TagSync rangertagsync/$FQDN rangertagsync.service.keytab
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AMS amshbase/$FQDN ams-hbase.master.keytab
amsmon/$FQDN ams.collector.keytab
amszk/$FQDN ams-zk.service.keytab

Spark2 spark/$FQDN spark.service.keytab

Druid druid/$FQDN druid.service.keytab

Infra-Solr infra-solr/$FQDN ambari-infra-solr.service.keytab

Atlas atlas/$FQDN atlas.service keytab

Livy livy/$FQDN livy.service keytab

* Only required if you are setting up NameNode HA. For example, to create the principal for a DataNode service, run
thecommand kadm n: addpri nc -randkey dn/ $dat anode- host @hadoop. real m

3. Extract the related keytab file and placeit in the keytab directory of the respective components. The default
directory is/etc/krb5.keytab.

e kadmi n: xst -k $keytab file_name $principal _nane/fully.qualified. domai n. nane

Y ou must use the mandatory names for the $keytab_file_name variable shown in the table above. For example, to
create the keytab files for the NameNode, run the command kadni n:  xst -k nn. service. keytab nn/
$nanenode- host kadmi n: xst -k spnego. service. keytab HTTP/ $nanenode- host

After creating the keytab files, copy the keytab files to the keytab directory of the respective service hosts.

4. On each servicein your cluster, verify that the correct keytab files and principal s are associated with the correct
service using the klist command. For example, on the NameNode, run the command kl i st -k -t /etc/
security/nn.service. keytab

Ensure that all your hostsin the cluster are on the operating systems supported with the HDP intermediate bits and
Ambari 7.1.x.x before starting the upgrade from HDP 3.1.5.x to HDP intermediate hits.

Only RHEL, CentOS, and Ubuntu operating systems are supported with the HDP intermediate bits and Ambari
7.1.x.x. Ensure that all your hostsin the cluster are on the supported operating system before starting the upgrade
from HDP 3.1.5.x to HDP intermediate bits. For more information on the supported versions of Operating systems,
see Operating system requirements.

Note: SLES 12 SP5 is now supported for use with the HDP intermediate bits and CDP Private Cloud Base
7.1.4 and higher.

For many, thisis a process that takes time and orchestration between multiple teams within your organization. Two

high-level guidelines for moving from one major operating system version to another is asfollows:

In-Place and Restore:

Perform an In-place OS refresh and use Ambari Restore Host feature

Move and Decom:

Move Masters and Decom/Recom Workers

Each option has advantages and disadvantages and high-level decision criteria.

Review the activitiesinvolved in ensuring important metadata and data are stored on avolume that is not being used
by the operating system, and leveraging component high availability to maintain maximum cluster availability before
starting the upgrade to HDP intermediate bits.
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This option should be used in medium to large clusters (25 or more nodes), with operational teams that have
environment automation experience, and have followed best practices when setting up component High Availability
and HDP directory structures (such as ensuring that the HDP component data and metadata are not stored on the root
volume).

This option involves going through each host in the cluster and ensuring important metadata and data are stored

on avolume that is not being used by the operating system, and leverages component high availability to maintain
maximum cluster availability. When visiting each host, the host is shut down, the operating system volumeis
refreshed with the new version of the chosen operating system, the host is configured with the same | P address and
hostname, all volumes are re-mounted, and the Ambari agent is installed and configured. After the host has rejoined
the cluster, the Ambari Recover Host functionality is used to reinstall, reconfigure, and start services. To ensure that
no dataislost during the reinstall of the operating system, verify that your OS volumes do not contain any HDP data
or metadata. Additionally, during the OS reinstall, make sure that you do not erase or reformat any non-operating-
system volumes, such as HDFS data drives, as this may result in dataloss.

Y ou have the option to replace worker nodes with new operating system and move master nodes to hosts wth new
operating system when operating teams either do not have access to the operating system or have not followed the
best practices when setting up the HDP directory structures.

This option should be used in smaller clusters (under 25 nodes), where operational teams may not have accessto
operating system and configuration management automation tooling or have not yet followed best practices when
setting up the HDP directory structures (such as ensuring HDP component data and metadata are not stored on the
root volume).

This option involves decommissioning worker nodes and replacing them with worker nodes that have the new
operating system version on them. For master nodes, the move-master operation is used to move all masters off of a
host, and on to a new host with the new operating system version on them. Decommissioning worker nodes can take
agreat deal of time, depending on the density of the nodes, and move-master operations require many cluster services
to be restarted, so thisis atime-consuming process that requires multiple periods downtime, but it does not require
any operating system level operations to be performed.

The following table describes the CMA tool versions that support services (data and workload) for HDP to CDP

migration.
CMA version Data Workload
3.0.0 HDFS and HM S tables SQL
320 HBase tables +  SQL with Discovery of
Dependant tables
* Ooziewith Hive action

All the download links related to HDP, Ambari, Cloudera Manager, CDP Private Cloud Base, and so on are available

here.
Cloudera Manager Cloudera Manager
Cloudera Runtime Cloudera Runtime Includes parcels for Cloudera Runtime 7.1.x

and the Sgoop connectors.
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Product Download location

AM2CM 3.3.2.0 tool

CMA 3.3.20

Note

Thislatest AM2CM tool supports the upgrades
fromHDP 3.1.5t0 CDP 7.1.9 SP1

AM2CM 3.3.0.0 tool

CMA 3.3.0.0

Thislatest AM2CM tool supports the upgrades
from:

1. HDP3.15toCDP7.1.7 SP3

HDP3.1.5to CDP7.1.9

HDP3.1.5t0 CDP 7.1.7 SP2

HDP3.1.5t0o CDP7.1.8

HDP3.1.5t0 CDP 7.1.7 SP1

HDP2.6.5to CDP 7.1.7 SP2

HDP2.6.5to CDP7.1.8

NOo O A®DN

AM2CM 3.2.2.0 tool

CMA 3.2.20

Thislatest AM2CM tool supports the upgrades
from:

1. HDP3.15toCDP7.1.7SP3
HDP3.1.5t0o CDP7.1.9
HDP3.1.5t0 CDP 7.1.7 SP2
HDP3.1.5to CDP7.1.8
HDP3.1.5to CDP7.1.7 SP1
HDP2.6.5to CDP 7.1.7 SP2
HDP2.6.5to CDP 7.1.8

No g A~®wDN

AM2CM 3.2.0.0 tool

CMA 3.2

Thislatest AM2CM tool supports the upgrades
from:

1. HDP3.15toCDP7.19
HDP3.1.5to CDP 7.1.7 SP2
HDP3.1.5t0o CDP7.1.8
HDP3.1.5t0 CDP 7.1.7 SP1
HDP 2.6.5to CDP 7.1.7 SP2
HDP2.6.5to CDP7.1.8

o0k wN

AM2CM 2.8.1.0 tool

AM2CM 2.8.1.0

Thislatest AM2CM tool supports the upgrades
from:

1. HDP3.15toCDP7.19
HDP3.1.5to CDP 7.1.7 SP2
HDP3.1.5t0 CDP7.1.8
HDP3.1.5to CDP7.1.7 SP1
HDP2.6.5to CDP 7.1.7 SP2
HDP2.6.5to CDP7.1.8

o0k wN

AM2CM 2.6.2.0 tool

AM2CM 2.6.2.0

Thislatest AM2CM tool supports the upgrades
from:

1. HDP3.15toCDP7.19

2. HDP26.5t0 CDP7.1.7 SP2
3. HDP26.5t0CDP7.1.8

AM2CM 2.6.0.0

AM2CM 2.6.0.0

The upgrade pathisHDP 3.1.5to CDP 7.1.7
SP2

AM2CM 2.6.0.0

The upgrade path isHDP 3.1.5to CDP 7.1.8

AM2CM 2.4.3 tool

AM2CM 2.4.3.0

The upgrade pathisHDP 3.1.5to CDP 7.1.7
SP1
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Cloudera recommends you use a subset of your workload or any sample data for any jobs or queriesand do a
benchmarking. Y ou can record the time taken for the critical jobs and compare the performance of pre and post
upgrade setup.

Cloudera recommends you use a subset of your workload or any sample data for any jobs or queries and do a
benchmarking if required. Y ou can record the time taken for the critical jobs and compare the performance of pre and
post upgrade setup.

If you upgraded to HDP 3.1.5 from an earlier version of HDP 3.x and did not convert independent catalogsto a
shared catalog, you must do this before migrating tables to CDP.

In HDP 3.0 - 3.1.4, Spark and Hive use independent catal ogs for accessing tables created using SparkSQL or Hive
tables. A table created from Spark residesin the Spark catalog. A table created from Hive resides in the Hive catal og.
Databases fall under the catalog namespace, similar to how tables belong to a database namespace. In HPD 3.1.5,
Spark and Hive share a catalog in Hive metastore (HMS) instead of using separate catal ogs.

The Apache Hive schematool in HDP 3.1.5 and CDP releases supports the mergeCatal og task. This task performs the
following actions:

« Detects conflictsin DB names across catalogs and in case of conflicts, lists each conflict, and exits.
« When there are no conflicts, the following changes occur:

« Adds EXTERNAL=true to the table properties of all managed tables in the source catalog.

« Adds external.table.purge=true in table properties of all managed tables in the source catal og.
» SetstableType=EXTERNAL for al managed tables in the source catal og.

e SatsCTLG_NAME=<toCatalog> for all databases in the source catalog.

Use the following syntax to merge the databases in the catal og named spark into a catalog named hive, which isthe
default catalog for HiveServer (HS2).

schemat ool -dbType <dat abase> - nergeCatal og spark -toCatal og hive [-verbose]
[ -dryRun]

The default names of the catalogs are spark and hive. The dryRun option rolls back the changes.

To merge catalogs:

1. On the operating system command line, run a Hive schematool query test, using the dryRun option to roll back
changes. For example:

bi n/ schemat ool -nergeCatal og spark -toCatal og hive -verbose -dbType nysql
--dryRun

2. Check the output, and if there are no conflicts, merge catalogs. For example:

bi n/ schemat ool -nergeCatal og spark -toCatal og hive -verbose -dbType nysql
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Install Cloudera Manager, install Cloudera Manager agent and daemons, add Cloudera Management service, and
finally configure clusters to use Kerberos. Kerberos and TLS will be added by Cloudera Migration Assistant (CMA).

1. Prepareto install and configure the Cloudera Manager packages. For more information, see Configuring
Repository. Do thisif you have not doneit already. Confirm that the repo is set up.

2. Install Cloudera Manager Server. For more information on installing Cloudera Manager Server, see Installing
Cloudera Manager.

Note: During the upgrade process, you can place Cloudera Manager and its related Cloudera Manager

B Services components on the same node as Ambari. Ensure that the node has sufficient capacity to
temporarily run Cloudera Manager and Ambari in parallel. If you do not wish to colocate these services,
you can place them on separate management nodes in the cluster.

3. Preconfigure the databases for:

e Ranger

e Cloudera Manager Server

« Cloudera Management Service roles - Reports Manager

« DataAnalytics Studio (DAS) - Supported with PostgreSQL only (applicable while upgrading to 7.1.8 or

lower)
* Hue
« Each Hive metastore
e Qozie

e Schema Registry
e Streams Messaging Manager
For more information, see Setup Cloudera Manager database and Install and Configure Databases.

4. Install Agent onal hostsin the cluster. It is possible to add hosts to Cloudera Manager using the Installation
Wizard.

5. Start Cloudera Manager Server and Cloudera Manager agent on al hosts. For more information, see Cloudera
Manager Agent and Cloudera Manager Server.

6. Install Cloudera Manager User licence. For more information, see Installation Wizard. (Upload the license file and
CLOUDZERA
exit the cluster setup by clicking the Cloudera Manager icon Mana ger )

f Caution:
» Do not set up acluster using the Wizard (Step 7) .
« Do not proceed to Welcome (Add Cluster - Installation).
7. Add Hoststo acluster. To add hosts to a cluster, see Adding Hosts to a cluster.

8. Add Cloudera Manager management service to the cluster. To add servicesto the cluster, see Select Services. For
more information see the Adding Cloudera Management services documentation.

conflictsin HDP. The respective service needs to be stopped in the Ambari-manager HDP cluster to
workaround the issue. For more information, see Ports collisions.

9. The AM2CM tool migrates service principal names from the service user namesin the HDP cluster. If the HDP
cluster has default service usernames then Cloudera Manager is configured with default principal names. For

E Note: Some of the servicesin Cloudera Manager management service may not come up due to port
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example hdfs, yarn, and hive. If the HDP cluster contains user names like cstm-hdfs and cstm-hive, then Cloudera
Manager is configured with the principal names with same names. For more information, see Hadoop Users
(user:group) and Kerberos Principals.

Y ou can automate the installation of Cloudera Management Service through the command line or using the following
steps. Installing Cloudera Management Service is part of step 2 in Cloudera Manager Installation and Setup.

Ports from the installed Cloudera Manager roles can conflict with your source cluster service ports. Y ou can change
or stop the portsin conflict.

For example, if there are default service ports for HDP Services configured in step 8 of Installing Cloudera
Management Service, then you must stop the following services:

¢ SMARTSENSE
e Druid
e Zeppdin

curl -X PUT -u adm n:adm n_pwd -H "X-Requested-By: anbari" -k "https://

your - anbari - server.com 8443/ api /vl/ clusters/cl 1/ servi ces/ SMARTSENSE"

d "{\"RequestInfo\": {\"context\": \"Stopping Services that collide with

O oudera Managenent Service Roles\"},\"Body\": {\"Servicelnfo\": {\"state\":
\" I NSTALLED\"}}}"

If you want to use Cloudera Manager 7.11.3, you must use v49 in the following commands and replace host, user,
name, and password.

curl http://adm n: adm n@our-cm server.com 7180/ api /[[ **versi on**]

curl -X PUT -u adnin:admn_pwd "http://your-cmserver.com 7180/ api /v49/ cnl
service" -H "Content-Type: application/json" -d "{\"displayNane\": \"d oudera
Managenment Service\"}"

curl -X PUT -u adnmin:adm n_pwd "http://your-cmserver.com 7180/ api /v49/ cnl
servi ce/ aut oAssi gnRol es” -H "accept: application/json"

curl -X PUT -u adnin:admn_pwd "http://your-cmserver.com 7180/ api / v49/ cnl
servicel/ aut oConfigure" -H "accept: application/json"

The Cloudera Manager versions 7.7.1 and higher have different default Reports Monitor database configurations
described in Install and Configure MySQL for Cloudera Software documentation (refer to rman). This can make the
rman user unable to connect to its database.

Y ou must update the following parameters:

* headlamp_database host = <your DB hostname>
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» headlamp_database _name = <your reports manager DB name, rman as default>
» headlamp_database user = <you reports manager user name, rman as default>
» headlamp_database password= <your reports manager pwd>

For updating the parameters, you must create ajson file. For example, rman_db.json and update the values of
parameters.

{ "items": [ { "name": "headlamp_database_host", "value":  "your-DB-server.com" }, { "name": "headlamp_datab
ase name', "value': "rman_db" }, { "name": "headlamp_database user", "value": "rman_user" }, { "name":

headlamp_database password", "value": "rman_pwd" } ]}

curl -u adm n:adm n_pwd -X POST "http://your-cm server.com 7180/ api /v49/cm
servi ce/ rol eConfi g& oups/ ngnt - REPORTSMANAGER- BASE/ confi g" -d @ man_db. j son

Review if Cloudera Manager has the paywall credentials configured. In Cloudera Manager, navigate to Parcel >
Parcel Repository & Network Settings and check:

e remote repo_override user
e remote_repo_override password

Y ou can also review the paywall credentials through Rest API call by posting the payload (repo_access.json) to
Cloudera Manager server: "items': [ { "name": "remote _repo_override user”, "value': "your  clouderarepo user
name" }, { "name": "headlamp_database password", "value":  "your clouderarepo password" } ]} curl -u
adm n: admi n_pwd - X POST "http://your-cmserver.com 7180/ api /v49/cm config" -d

@ epo_access. json

curl -u admn:admn_pwd -X POST "http://your-cmserver.com 7180/ api /v49/cm
service/ conmands/restart” -H "accept: application/json"

Y ou must create a docker image to run the Clouder Migration Assistant server or install it locally. Y ou can deploy
it to any of your cluster nodes or an external node that has visibility to the cluster and has at least 1.5 GB of extra
memory. ${cloudera.version} here represents the CMA versions such as 3.3.0.0-38 and so on.

To identify the exact filename of the archive, open https://archive.cloudera.com/cma/${ cloudera.version}/ and see the
archivefile available.

When setting up CMA without internet connection, the installation script ensures to install the required Python
dependencies without using internet connection and creates the Python Package Index (pypi) repository locally.

You can view the list of components installed with CMA under the following directory: cma-${ cloudera.version}/
am2cm-ansible/python_requirements/

The Python requirements file details the Python packages that are needed to set up the virtual environment to run
CMA. Nointernet connection is used to download these components when setting up CMA in an air-gapped network.

Note: Even though the installation of CMA can be completed without internet connection, you need to
ensure that you have internet connection when downloading the JDBC drivers and Atlas artifacts.
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Download the latest CMA binaries from https://archive.cloudera.com/cma/3.3.0.0/. The supported version of CMA is
2.4.1.1 and higher. For more information on the CMA versions, see Software download matrix

* With internet connection:

1. wget https://archive.cloudera. com cna/ ${ base. versi on}/tars/cna-
${cl oudera. version}-bin.tar.gz or curl https://archive.cl oudera.com cna/
${base. version}/tars/cma-${cl oudera. version}-bin.tar.gz --output cne-
${cl ouder a. versi on}-bin.tar. gz

2. Extract thedownloaded file:t ar xzf cma- ${cl oudera. versi on}-bin.tar.gz
*  Without internet connection:

1. mkdir cma-${cl oudera. versi on}
2. cd cma- ${cl ouder a. versi on}

3. wget https://archive. cl oudera. conl cna/ ${ base. versi on}/tars/cma-
${cl ouder a. versi on}-bin.tar. gz

wget https://archive. cl oudera. conl crma/ ${ base. versi on}/tars/cma-extras-gpl -
${cl ouder a. versi on}-bin.tar. gz

or

curl https://archive.cloudera. conl cma/ ${ base. versi on}/tars/cnae-
${cl oudera. version}-bin.tar.gz --output crma-${cloudera.version}-bin.tar.gz

curl https://archive. cl oudera. conl cma/ ${ base. versi on}/tars/cma-extras-gpl -
${cl oudera. version}-bin.tar.gz --output crma-${cloudera.version}-bin.tar.gz

When the required binaries for air-gapped install are successfully downloaded, the directory structure looks like the
following example:

drwxr-xr-x 14 testuser testuser 4096 febr 27 13:21 cma-3. 2. 0. 0- 14\

-rwrwr-- 1 testuser testuser 518140466 febr 27 13:28 cma-3. 2. 0. 0-14-
bin.tar. gz

-rwrwr-- 1 testuser testuser 85089637 febr 27 13:28 cnma-extras-
gpl -3.2.0.0-14.tar. gz

Extract the downloaded file: t ar xzf cna- ${cl oudera. versi on}-bin.tar. gz

After extracting the compressed file, there are two ways to start the CMA server - in a Docker container or locally.

Ensure that Docker 20+ isinstalled on the host. For more information, see the Installing Docker Engine
documentation.

In case you do not define the Python executable when running the script, you will be prompted to enter the Python
executable path.

the following operations to manage the CMA Docker container: start, stop, restart, or rebuild. If you want to
explore other available options, run the following command: cma- ${ cl ouder a. ver si on}/ bi n/ cma-
docker.sh --help.

E Note: The script will automatically create the Docker image if necessary. Additionally, the script provides

* With internet connection:

Run the crma- docker . sh script in the untarred top-level folder to launch the CMA server in a Docker
container: cna- ${ cl ouder a. ver si on}/ bi n/ cma- docker. sh --start
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* Without internet connection:

cd ${cl oudera. version}/bin/cna-docker.sh --start --airgapped --python-
execut abl e=pyt hon3

If the GPL fileis not located in the same directory asthe CMA file, you can use the following command, where
you define the path of the GPL file: crma- ${ cl ouder a. ver si on}/ bi n/ cma- docker.sh --start --
ai rgapped --cma-extras-gpl-tar-locati on=" <ABSCLUTE PATH TO EXTRAS GPL>"

Check that the local pypi repository isinstalled correctly: net stat -atnp | grep 9003(Not all
processes could be identified, non-owned process info will not be shown, you
woul d have to be root to see it all.)tcp O O 0.0.0.0:9003 0.0.0.0:* LISTEN
201503/ pyt hon3

The preferred way of running CMA server is using docker, however if you have constraints on Docker you can install
it directly on any host. Ensure that Python 3.8 or later and Java runtime version 11 are installed on the host.

Note: The script will create a Python virtual environment in the top-level folder where the dependencies

B will beinstalled. Additionally, the script provides the following operations to manage the CMA locally: start,
stop, restart, or rebuild. If you want to explore other available options, run the following command: ¢ nma-
${cl oudera. versi on}/ bin/ cma-1ocal . sh --help.

e With internet connection:
Runthecna- | ocal . sh script in the untarred top-level folder and follow its instructions to launch the CMA

server locally: crma- ${ cl ouder a. ver si on}/ bi n/ cma-1 ocal . sh --start
*  Without internet connection:

cd ${cloudera.version}/bin/crma-local.sh --start --airgapped --python-
execut abl e=pyt hon3

If the GPL fileis not located in the same directory asthe CMA file, you can use the following command, where
you define the path of the GPL file: cma- ${ cl ouder a. ver si on}/ bi n/ cna-| ocal . sh --start --
ai rgapped --cnm-extras-gpl-tar-1|ocati on=" <ABSOLUTE PATH TO EXTRAS GPL>"

Check that the loca pypi repository isinstalled correctly: net stat -atnp | grep 9003(Not all
processes could be identified, non-owned process info will not be shown, you
woul d have to be root to see it all.) tcp O 0 0.0.0.0:9003 0.0.0.0:* LISTEN
201503/ pyt hon3

After the CMA server starts, open
http://1 ocal host: 8090

in abrowser. Cloudera Migration Assistant (CMA) Server opens.

Y CLOUD=RA
Migration Assistant

A Clusters

LogIn

=, Migrations

This confirms that Cloudera Migration Assistant (CMA) Server is successfully installed.

37



HDP3 to CDP Private Cloud Base One Stage upgrade Registering Ambari Cloudera Manager pair for source cluster

The default username is admin and password is admin. However, you can change your password on the user porfile

page.
1 CLOUD=RA
Migration Assistant
Username Display name
A Clusters
=, Migrations * Password
©
* New Password * Confirm Password
© ©

S Admin

[ Logout

Y ou also need to make sure you that CMA host has aline of sight to the cluster nodes, by configuring /etc/hosts or /
etc/resolv.conf files.

Asaprerequisite, you must have an instance of Cloudera manager available and running on a cluster.

One transition represents a single upgrade path from a base cluster to atarget cluster. A single Cloudera Migration
Assistant (CMA) server is designed to handle multiple upgrades of Ambari-Cloudera Manager Pairs.

The process starts with a registration wizard, gathering all the cluster data into the data directory, and then continues
with the execution phase where the collected datais used by Ansible scripts carrying out the required upgrade steps.
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Registering Ambari Cloudera Manager pair for source cluster

1. On the left navigation pane, click New Cluster.

CLOUD=RA
Migration Assistant

Clusters

=, Migrations

Admin

Logout

CLOUDZRA
Migration Assistant

A Clusters 0

=, Migrations

2 Admin
[ Logout

300320021

Clusters

Cluster

Configurations

Get started by registering your clusters

Please register your sources clusters first to see possible migration or upgrade paths.

+ New Cluster

Goal

How would you like to use this cluster? You can change how you want to use your registered clusters later.

(® Source Destination

@ Itisrecommended to register and discover a source 5 Once you have registered your sources, you can continue

cluster first so can plan your migration. registering your destination clusters.

Next Cancel

3. Sdlect the cluster type > enter the Ambari URL > admin user and admin password. The admin user can be
replaced with any other user who has the right to export blueprint, stop, and start services. Click Next.

Clusters

=, Migrations 2

Admin

Logout

New Cluster

) Goal

Server

Cluster

Configurations

* Source type

# Hortonworks Data Platform 3

* Ambari URL

* Admin user

admin

* Admin password

Previous Cancel

4. Select the cluster you want to upgrade.
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5. Select the Configuration based on the authentication method for your cluster.

e Select Use existing if you want to use the SSH configuration and keys from the existing CMA server to access
the hosts.
» Select New if you want to use a newly provided SSH key to configure the Ansible automatically.

a. Providethe SSH User.

b. Providethe SSH Port.

c. Copy the Private SSH Key to the SSH Key box or upload a key file containing the key by clicking Choose
File.

d. Click Create

2 CLOUD=RA New Cluster
* Migration Assistant

A Clusters v Goal

se &
Select this if you want to use your own SSH configuration to access host Requires SSH key to automatically configure Ansible

* SSH User
* SsH Port

* SSH key

o C=2
Platform Name Server Type Actions
# Hortonworks Data Platform 3 e https:/ctr-e19-1701672056237-108764-01-000002.comops.site:8443 Source

1 10/ page

This section helps you to register the Ambari Cloudera Manager pair for the target cluster which isthe CDP Private
Cloud Base.

Y ou must have Cloudera Manager with Cloudera Management Service installed and running. For more information,
see the Installing Cloudera Manager and Cloudera Manager Service documentation.
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1. On theleft navigation pane, click New Cluster Destination Next .

4 CLOUD=RA New Cluster
Migration Assistant
A Clusters o Goal
Goal

=, Migrations Server How would you ke to use this cluster? You can change how you want to use your registered clusters later.

Cluster
Source & Destination

Configurations o ot to register and discover a firstso @

can plan your migration. registering your destination clusters.

2 Admin m Cancel

(> Logout

300321014

2. Provide aname to the new CDP Private Cloud Base cluster that will be created by CMA in Cloudera Manager
during the uppgrade (migration) execution.

 CLOUD=RA New Cluster
Migration Assistant

Clusters V) Goal
* Target Type

|
=, Migrations @ server {5 Cloudera Data Platform - Private Cloud Base
Cluster * Cloudera Manager URL
http://ctr-e19-1701672056237-108764-01-000002.comops.site:7180|

Configurations

Admin User

admin

Admin

Lo e [ o

3. Theaccess credentials for the target cluster is the same as the source cluster.

4 CLOUD=RA New Cluster
Migration Assistant

A Clusters () Goal
|
=, Migrations () Server MyNewCDP_PVC_Base

|
© cluster * Soures

hitps://ctr-e19-1701672056237-108764-01-000002.comops. site:8443 - ¢l

* Cluster Name

Configurations

=3 o corc

4. Inthe Configurations page, settings from the source cluster are copied to the target cluster.

=RA Clusters
Assistant
s a =2
=, Migrations Platform | Name Server Type Actions
# Hortonworks Data Platform 3 ch https://ctr-e19-1701672056237-108764-01-000002.comops.site:8443 Source
Admin
] Cloudera Data Platform - Private Cloud Base MyNewCDP_PvC_Base http://ctr-e19-1701672056237-108764-01-000002.comops.site:7180 Destination

> Logout

1 10/ page

After the registration is successful, the CDP cluster registered under Clusters.

This section helps you in understanding how the Ambari parameters are mapped to the new cluster on Cloudera
Manager, analyze the differences, and update the mappings accordingly.
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In the Preparing Configurations page, you can review and compare the configuration key-value pairs in the current
cluster versus the new CDP Private Cloud Base cluster.

X ﬁ:—OUD?RA NOT STARTED ® ]
Migration Assistant

== Preparing configurations.

~ 4 CMAPython Setup Preparing configurations

Create and distrbute
=, Migrations vinualenv On this page you can see the summary of the configurations to the selected transition. Please consider this is not updated automatically by manual changes in the configuration files. You can re-generate
~ @ Pretransition Validation the new configuration summary after manual modifications:  Generate new configuration summary
 Check Java Version
You can also revert all the changes and reset the configurations: ~ Reset configurations
~  Backup
« Backup Oozie
Search in configuration keys, values Search in services
Backup Atlas
 Backup Kafka
Setup HBase for
 Master Procedure
Store drain HDP Config change type CDP Config change type
« Backup HBase
& Backup Hive
* Backup HOFS
& Backup Ranger CLEAR FILTERS SEARCH
 Backup Ranger KMS
 Backup Infra-Solr
P v Generated: 12/03/2024, 13:44:38
 Backup Zookeeper

 Backup /etc configs
@ L+ 272
« Backup Kerberos
~  Transition
= Stop all HDP services Service Component CDP change type HDP 7.x key HDP 7.x value CMkey CM value
= Move Spark Binaries
atlas.audithbase.tablena  ATLAS_ENTITY_AUDIT E
 Upgrade the HOP ATLAS ATLAS_SERVER IGNORED
configurations me VENTS
= Using the AM2CM tool
« Download and . atlas.audit hbase.zookee %HOSTGROUP:host_gro
distrbute parcels ATLAS ATLAS SERVER IGNORED 3
perquorum up_1%
* Enable Kerberos
« Enable Auto TLS 1 "
ATLAS ATLAS_SERVER IGNORED
v ® Postiransition - ab as.service keytab
., Toggle CM API
A Admin encrypion off
atlas.authenticationmet  {{conf_dirj)/users-
, Enable Auto Start ATLAS ATLAS.SERVER IGNORED 5 7
> Logout setting hodfile.filename credentials properties
 Zookeeper
300321014 “ atlas.authentication.met
Delete ZNodes ATLAS ATLAS SERVER IGNORED true

Y ou can edit the mapping rules and generate a new configuration summary with changes. Y ou can try multiple
settings before mapping the HDP parameters to CDP. Y ou can export the configurationsto a CSV file, share with
others, and reset the mapping rules to default and start again.

The Export configuration files option helps you to download a zip file of the migration ruleset. Y ou can also
import an old ruleset with the Import configuration files function.
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HDP to CDP Private Cloud Base Upgade

« |If the default mapping behavior is not accepted, you can edit the mapping using the icon. CDP Change Type
describes how the HDP configuration parameters are mapped to the CDP Private Cloud Base configuration

parameters. For example,

a) ADDITIONAL-PARAM: Newly introduced parameter in the CDP Private Cloud Base cluster. This parameter

does not have an HDP equivalent parameter.

b) IGNORED: This parameter is not mapped to CDP Private Cloud Base cluster.

¢) IGNORED-DEFAULT: CMA considers the default value on HDP cluster and sets the default CDP value on
the CDP cluster. For example, the default port value is 7085 for ranger.service.shutdown.port. Accordingly,

the default port value is updated on the CDP cluster.

d) MAPPED: HDP key/value pair are mapped to a different CDP key/value pair
€) NO-SAFETY-VALVE-IGNORED: Configurations without defined mapping or safety valves are ignored.
f) SAFETY-VALVE(safety valve type): This HDP configuration is migrated to the CDP safety valve

configuration. For more information, see Cloudera Manager Custom Configuration.

== Preparing configurations

CLOUDERA

Preparing configurations

Migration Assistant ~ 4 CMAPython Setup
. Create and distribute |
A GErs virtualeny.
 Pre-transition Validation the new configuration summary after manual modifications: ~ Generate new configuration summary
=, Migrations  Check Java Version

« Backup
+ Backup Oozie
Search n configuration keys, values
» Backup Atlas
ort
« Backup Kafka P
Setup HBase for
 Master Procedure
Store drain HOP Config change type
* Backup HBase
+ Backup Hive
+ Backup HOFS
+ Backup Ranger CLEARFILTERS  SEARCH
« Backup Ranger KNS
* Backup Infra-Solr v Generated: 12/03/2024, 13:44:38
 Backup Zookeeper
= Backup /etc configs
« Backup Kerberos
«  Transition
= Stop all HDP services
Service Component
 Move Spark Binaries
.. Ungrade the HDP
configurations BASE MASTER
 Using the AM2CM tool
., Download and
disribute parcels HBASE MASTER
« Enable Kerberos

“ Enable Auto TLS 1

« Posttansition HBASE REGIONSER|
. Toggle CM AP
encryption off
, Enable Auto Start HBASE REGIONSER
setting

* Zookeeper

« Delete ZNodes

L. Fxnart confiauration files

© & Finalize the configuration changes

VER

VER

CDP change type

MAPPED

MAPPED

MAPPED

MAPPED

You can also revert all the changes and reset the configurations: ~ Reset configurations

CDP Config change type

HDP 7.x key

hbasemasterinfo.port

hbase.masterport

hbase.regionserverinfo,p
ort

hbase.regionserverport

HDP 7.x value

20010

20000

20030

16020

CMkey

hbase_master_info_port

hbase.master_port

hbase regionserver info
_port

hbase regionserver. port

« Theradio buttons help you to add or remove a configuration from the IGNORED list. If you change
the configuration, the row color changes to highlight the changed configurations. Y ou can also add new

configurations to the mapping.

On this page you can see the summary of the configurations to the selected transition. Please consider this is not updated automatically by manual changes in the configuration files. You can re-generate

+ Add new config

M value
[30010
20000
20030

[16020

* You can add anew additional parameter or a parameter to a safety valve by selecting the CDP change type.

« After completing the review and editing all the parameters, click Finalize Configurations Changes to generate a
new configuration summary with the new ruleset. This process can be performed multiple times and the am2cm

tool will use the last version of the ruleset.

This section helps you to from HDP to CDP Private Cloud Base.
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1. Add theregistered source cluster details. Click Next

2 CLOUD=ZRA

Migration Assistant Source
Source type
Target # Hortonworks Data Platform 3
Clusters
. Type

=, Migrations 1 Source
- https://ctr-e19-1 -108764-01- comops.site:8443 - cl1 New Source
Configurations
Overview

2 Admin
> Logout

300321014

Source
Target type
Target  Cloudera Data Platform - Private Cloud Base
, Migrations Type Target
. ) £ MyNewCDP_PVC_Base New Target
Configurations

Qverview
[

2 Admin

(> Logout

300321014

3. Thetarget cluster typeis CDP Private Cloudera Base. Click Next

Py CLOUD:
Migration V) Source

Upgrade to CDP PvC Base - 1 stage

Target

A Clusters

=, Migrations

—J

il

Inplace upgrade of the base HDP 2/3 cluster using the same
hardware. Similar to the two-stage upgrade but there is no need for
HDP7 as interim stage. The configs and metadata upgrades are
extracted and made part of the second stage, compressing and
simplifying the upgrade process

[

Admin

Logout
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4. Configure the CDP Private Cloud Base Runtime parcel and credentials.

4 CLOUDZRA e
Migration Assistant ource v Cluster

/) Target

A Clusters

Cluster name * Cluster display name Ambari cluster name Originating Source

=, Migrations Y) Type MyNewCDP_PvC_Base

Configurations * Target version Target full version Target GPL version

. COP7.1.8 s s
Overview

Enable Role Groups

Clean up HDP bits after
transition finalization

v Hive

* Hive Jdbe url * Hive db password

jdbe:mysqli//ctr-e19-1701672056237-108764-01-000010.c0m¢ | seseeees °

v Oozie

* Oozie Jdbe url * Oozie db password

jdbe:mysql://ctr-e19-1701672056237-108764-01-000010.c0m¢ | sesseses °

v Ranger

* Ranger JDBC url

idbe:mysqli//ctr-e19-1701672056237-108764-01-000010.com¢

* Ranger DBA user password * Ranger db password

DAP bind
2 Admin

[ Logout

30032.10-14

5. You can select the CDP Private Cloud Base Runtime parcel from the major released versions or you can edit
the full target version specifying exact hotfix version numbers. Ensure that the Cloudera Manager version you
manually installed must match the CDP Runtime version you selected.

e AsCMA can not access the service specific passwords on the HDP cluster, you must provide them. Y ou can
collect it in advance.

 |f the source cluster has the Accumulo service installed, you can migrate the data to Accumulo on the target
cluster. Since Accumulo is not part of the CDP Runtime parcel, you must install ACCUMULO_ON_CDP
parcel and toggle Deploy Accumulo switch as shown in the below image.

Accumulo

~
Target Accumulo version * Acoumulo CSD path * Accumulo parcel path *
@ Deploy accumulo ACCUMULO_ON_CDP 1.... https://archive.cloudera.com/p/accumulo7/1.10.3_7.1.7.2000.0/csd/ACCUMULC  https://archive.cloudera.com/p/:
Target Accumulo full version Aceumulo foot password * Accumulo instance secret *

- o .. (o]

B Note: See Suported Platforms to check the platform pairs where the Accumulo upgrade is supported.

Click Next
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6. Click Create to complete the registration.

1 CLOUDZRA
Migration Assistant v Source
g X Upgrade to CDP PvC Base - 1 stage

S Target
Clusters Target full version  7.1.8-1.cdh7.1.8.p0.30990532

Target GPL version  7.1.8-1.gplextras7.1.8.p0.30990532

=, Migrations Type

Configurations
#% Hortonworks Data Platform 3

Overview

Ambari URL  https:/ctr-e19-1701672056237-108764-01-000002.comops. site:8443
1
SSHuser  root
SSHport 22

Cluster o

[5]  Cloudera Data Platform - Private Cloud Base

Cloudera Manager URL ~ http://ctr-e19-1701 37-108764-01- omops.site:7180
Data Hub Cluster MyNewCDP_PvC_Base

SSH user root

2 Admin SSH port 22

300321014

1 CLOUDZRA '
A Viigration Assistant Generating data for plugin

© Creating transition steps

A Clusters

Creating transition vars
=, Migrations
Getting Namenode (Hdfs) info from Ambari

Getting Datanode (Hafs) info from Ambari

o

Getting HafsClient (Hdfs) info from Ambari

Getting Journalnode (Hdfs) info from Ambari

Getting NfsGateway (Hdfs) info from Ambari

o

Getting Zkfc (Hafs) info from Ambari

Getting ZookeeperServer (Zookeeper) info from Ambari

Getting AtlasServer (Atlas) info from Ambari

Getting HiveServer (Hive) info from Ambari

Getting KafkaBroker (Kafka) info from Ambari

o

Getting InfraSolr (AmbarilnfraSolr)info from Ambari

Getting AppTimelineServer (Yar) info from Ambari

Getting HbaseMaster (Hbase) info from Ambari

Getting RangerAdmin (Ranger) info from Ambari

Getting OozieServer (Oozie) info from Ambari

Generating Ansible data

User settings file: /cma-3.2.1.0-14/data/1/am2cm/ 1-user-settings. ini
AM2CM tool config folder: /cma-3.2.1.0-14/data/1/am2cm/conf

Data folder: /cma-3.2.1.0-14/data/transitions/1

Inventory file: /ema-3.2.1.0-14/data/transitions/1/am2cm/inventory.ini
Extra-vars file: /ema-3.2.1.0-14/data/transitions/1/am2cm/vars json

[ Logout GO TO MIGRATIONS

2 Admin

7. Onthe Migration tab, you can review the progress.

CLOUD=ZRA i
A Nigration Assistant Migrations & Upgrades

A Clusters All Migrations & Upgrades
=, Migrations Migrations & Upgrades Progress Current Phase Actions

+ HDP3 to CDP PvC Base 0%

Create and distribute virtualenv H
® HDP31.50 COP7.18 B ¢

o
2 Admin

8015660

Note: Thetransition datais stored in <$AM2CM_ROOT>/dataltranstions/ directory. The following files
are important for future references:

e *-var.json: Parameters collected during the registration process. This external VARS file is passed on
to the ansible scripts.

e *-inventory.ini: The hosts and their roles mapped to an ansible inventory file.

Y ou must prepare all the services for transition.
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On the left navigation pane, the migration steps are grouped by phases awaiting execution. These phases are
differentiated by their effect on the production cluster.

Ansible scripts are run on the control node. However, most tasks are run on the cluster nodes also. As a consequence,
CMA requires Python and some packages (see <CMA_ROOT_DIR>/am2cm-ansible/requirements.txt) on all nodes
to work.

To start the upgrade process, click @ .
To run multiple tasksin phases, click . You can click Run All in Current Phase or Run All. However,
Cloudera recommends you to use Run All on dev clusters only.

4 CLOUDZRA NOT STARTED ® :
Migration Assistant

== Preparing configurations ® Run All In Current Phase
A Clusters + 4 CMA Python Setup ® Run All )

Ite virtualenv
. . . Create and distribute v/ Mark Active Step As Completed
=, Migrations " virtualenv

v Mark Active Phase As Completed
v .« Pre-transition Validation Error log

= Check Java Version

- S Paalii

Note: In some cases, some of the steps must be performed manually. In such a case, skip the steps by
marking them completed and proceed.

The CMA Python setup creates temporary Python 3.9.8 virtual environments on all nodes, unlessthereis already a
higher version installed. The cluster nodes can be on an air gap environment. However, the control node needs access
to the Internet.

CLOUD=RA NOT STARTED ® (@]
Migration Assistant

== Preparing configurations

A Clusters & CMA Python Setup

Create and distribute virtualenv @
=, Migrations

Output  Outputlog  Errorlog

 Backup Oozie

« Backup Atlas
« Backup Kafka
. Setup HBase for Master
Procedure Store drain
« Backup HBase
« Backup Hive
* Backup HDFS
 Backup Ranger
 Backup Ranger KMS
* Backup Infra-Solr
« Backup Zookeeper
« Backup /etc configs
« Backup Kerberos
> @ Transition

» @ Posttransition

2 Admin » , Finalization of CDP PvC
upgrade

[ Logout

Y ou can run the Pre-transition Validation steps anytime and does not disturb the cluster. Performing the stepsin this
phase ensures that your cluster is ready for upgrade.
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; CLOUDZRA Migration: 3% ® i
/A Migration Assistant

== Preparing configurations
A Clusters ~ © CMA Python Setup

o Create and distribute
virtualenv

=, Migrations
~ 4 Pretransition Validation
A Check Java Version
v @ Backup
+ Backup Oozie
« Backup Atlas
« Backup Kafka
Setup HBase for
“ Master Procedure
Store drain
# Backup HBase
+ Backup Hive
* Backup HDFS
« Backup Ranger
# Backup Ranger KMS
* Backup Infra-Solr
# Backup Zookeeper
# Backup /etc configs

= Backup Kerberos

4 Check Java Version

Create and distribute virtualenv @

Output  Outputlog  Errorlog

/ema-3.2.1.0-14/data/transitions/1/logs/1-2-1-command.out

TASK [Add all remaining hosts to create_venv_here group] skkbikkiciiioibiiorioriors

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01-
000002. comops. site)

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01—
000003. comops . site)

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01—
000007, comops. site)

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01-
000010. comops . site)

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01—
000008. comops . site)

ok: [ctr-e19-1701672056237-108764-01-000002. comops. site] => (item=ctr-e19-1701672056237-108764-01—
000005, comops . site)

PLAY [Install python to remote hosts]

TASK [Gathering Facts]

Execution steps

v @ Transition ok: [ctr-e19-1701672056237-108764-01-000007. comops.site]
= Stop all HDP services ok: [ctr-e19-1701672056237-108764-01-000002. comops . site]
A Admin ok: [ctr-e19-1701672056237-108764-01-000010. comops . site]

# Move Spark Binaries
ok: [ctr-e19-1701672056237-188764-01-000083. comops . site]

ok: [ctr-e19-1701672056237-108764-01-000008 . comops . site]
ok: [ctr-e19-1701672056237-108764-01-000005. comobs . sitel

Upgrade the HOP

B> Logout * configurations

= Using the AM2CM tool

. Download and

Note: You must ensure that you have checked the cluster environment readiness. For more information, see
E the Cluster environment readiness documentation.

To take the backup, the cluster must be in the maintenance mode even if it does not change payload data. If you have
have additional (non-HDP) services and application, then you need additional backup implementation in-place. You
need to add a custom backup steps extending the cma-server/resources/transitions/am2cm/sections/hdpX -backup.yml

1 CLOUDERA Migration: 7% ®

4 Backup Oozie
Migration Assistant

%= Preparing configurations

Reference Documents
Documentation 7

A Clusters ~ © CMA Python Setup

Create and distribute

@ virtualenv

=, Migrations
~ @ Pretransition Validation

© Check Java Version
~ 4 Backup

A Backup Oozie |

 Backup Atlas

 Backup Kafka

Setup HBase for
* Master Procedure
Store drain

+ Backup HBase

= Backup Hive

 Backup HDFS

+ Backup Ranger

# Backup Ranger KMS

* Backup Infra-Solr

* Backup Zookeeper

# Backup /etc configs

# Backup Kerberos
~ = Transition

= Stop all HDP services

2 Admin

 Move Spark Binaries

. Upgrade the HDP
[ Logout configurations

# Using the AM2CM tool
300321014

, Download and

The Transition and Post-transition steps require a freshly installed empty Cloudera Manager with Cloudera
Management Service that is compatible with the intended CDP runtime version. For information, see the Cloudera
Manager Installation and Setup and Installing Cloudera M anagement Service documentation.

During the transition, there is a change in the binaries and update configurationss. However, in post-transition steps,
the payload data structure is changed for compatibility with the new service versions.

If you have a private parcel repository location available, you can change it by clicking Download and distribute
parcels Settings Parcel .

Note: From CDP 7.1.9 on, Queue Manager can only have Postgres as an internal DB (instead of H2). By
default CMA installs a new Postgres DB instance, however you can specify an aready existing DB herein
Settings tab of the Queue Manager Step.
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CLOUDZRA on: 50% : A
A e T Migration: 50% ® & Toggle CM API encryption off 2

== Preparing configurations

Clusters © Backup HOFS Reference Documents
Stop all HDP services @ Documentation [2

© Backup Ranger

S Higratiens © Backup Ranger KMS

 Backup nrasolr Output  Outputlog  Errorlog

© Backup Zookeeper
© Backup /etc configs
© Backup Kerberos » © Stop HDP services
~ © Transition
© Stop all HDP services
© Move Spark Binaries

o Upgrade the HOP.
configurations
© Using the AM2CM tool

o Download and
distribute parcels.

© Enable Kerberos
© Enable Auto TLS 1
~ 4 Postiransition

, Toggle CM API
encryption of

. Enable Auto Start
setting

* ZooKeeper
# Delete ZNodes

2 Admin

+ Infra:Solr

[ Logout * Ranger

& Ranger KMS

 HDFS

The CDP Private Cloud Base cluster is how ready for the Finalization steps.

Warning: If youwant to rollback to the previous cluster, you must not proceed with the Finalization steps.
After finalizing the cluster, you cannot rollback the cluster.

CLOUDZRA o compLETE
Migration Assistant

%= Preparing configurations
A Clusters
© CMA Python Setup -

Finalize HDFS Upgrade @
Mi © Pre-transition Validation
=, Migrations
© Backup

Output  Outputlog  Errorlog
© Transition

© Postransition

e v e e

o Finalization of CDP PvC
© calculate_timeout : Overwrite current timeouts variable

© Finalize HDFS Upgrade @ calculate_timeout : Calculate timeout if custom_timeout is not defined
@ Toggle CMAPI = calculate_timeout : Calculate timeout if custom_timeout is defined
encryption on
© calculate_timeout : Print timeout seconds

© HDP bits cleanup
© stop_all_hdp_services : Stopping all services in hdp cluster
© stop_all_hdp_services : Print response
© run_role_command : Service name, role(s) and the command that will be ran
© run_role_command : Run command API request
© run_role_command : Print response
Restart HDFS
© calculate_timeout : Validating arguments against arg spec ‘main’
© calculate_timeout : Merge extra vars
© calculate_timeout : Overwrite current timeouts variable
© calculate_timeout : Calculate timeout if custom_timeout is not defined
= calculate_timeout : Calculate timeout if custom_timeout is defined

run_role_command : Service name, role(s) and

O caleulate timeout : NN

© stop_all_hdp_services : Stopping all services in hdp cluster
© stop_all_hdp_services : Print response

© restart_service : Service to be restarted

2 Admin

© restart_service : Send restart service APl request to CM server

[ Logout @ restart_service : Print response

Y ou can manually transition by clicking @ and using the documentation. After the manual transition is complete,

you must notify the CMA server by clicking ' toindicate that the manual transition is complete.

However, the preferred approach isto use the Ansible script. The Ul calls these scripts one by one based on their
tags. Y ou can change some of the input parameters for these scripts. Also, the scripts are part of CMA allowing you
to modify the scripts. For information, see <CMA_ROOT_DIR>/am2cm_ansible. To modify the transition flow,
you need to edit the .yml file that is available. For information, see folder <CMA_ROOT_DIR>/cma-server/config/
transitions'am2cm.

For every service thereisatag displayed. Y ou can use the tag to identify the ansible task being executed. The actua
ansible command is called in the control node where the CMA server (cma-server) islocated and is shown below the
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tag. After you click theicon, output and error log tabs appear below the ansible command, alowing you to check the
output logs associated with the ansible upgrade playbook that is executed.

These scripts are manually executable on the am2cm-ansible directly on the control node (container) and also
encouraged to be modified when needed.

Settings x

~ Ansible

Command

Reset

Customization

Custom Tags

Separate multiple tags by commas

~ Variables

Cluster

ambari_userame

Troubleshooting

This section provides you alist of possible causes and solutions to debug and resolve issues that you might face while
upgrading HDP to CDP Private Cloud Base cluster.

Accessing CMA root folder in Docker

If you used Docker to upgrade, create a bash session inside the container and go to the am2cm folder by running the
following command: docker contai ner exec -it <container_id> /bin/bash

Examining CMA Server logs

Access the CMA root folder in Docker. The AM2CM (CMA) server logs are in the SAM2CM_ROOT directory with
the name am2cm-server.log.

Examining Transition Data

Access the CMA root folder in Docker. Use the transition id of your transition to enter $AM2CM_ROOT/data/
<transition id>

Adding or removing transition steps
Access the CMA root folder in Docker. Run the following command: cd cms-server/config/transitions

Y ou will see transition-definition.yml

Manually editing Ansible input parameters
Access the CMA root folder in Docker. Use the data/<transition_id> directory within $AM2CM_ROOT.

Editing transition parameters

<transition id>-inventory.ini: Inventory file with the hostnames and roles
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<transition id>-vars.json & group_vars/: Ansible input that is extracted during the registration process

<transition id>-user-settings.ini: Input used by the am2cm tool. For more information, see Transitioning HDP 3.1.5
cluster to CDP Private Cloud Base 7.1.x cluster using the AM2CM tool and Transitioning HDP 2.6.5 cluster to CDP
Private Cloud Base 7.1.x cluster using the AM2CM tool.

conf/: Other configurations used by the am2cm tool

logs/: Logs from the ansible and tools used during the transition

Y ou can change and add new Ansible scripts. All scripts are located in the folder am2cm-ansible. To change the
ansible scripts, grep recursively for the tags that you want to change.

Y ou must take a backup of HDP services before rolling back from CDP to HDP.

The CMA Server takes the backup of everything except Ambari asit is not affected by the upgrade process. To back
up Ambari, see the Back Up Ambari for HDP 3.1.5 and Back Up Ambari for HDP 2.6.5 documentation.

The backup handles HDP servicesin HDP. If you have MPacks or other application level services you must add those
to the transition or perform separately.

In case you skipped the Automated backup stepsin CMA, then you can manually perform the following steps:

» Backing up the HDP 2 or HDP 3 cluster

» Backup /etc config symlinks for all HDP services on all hosts by running the following command: cp -d /
etc/ <service>/conf /[etc/<service>/conf.hdp. bak

» Backup /etc/krb5.conf by running the following command: cp / et ¢/ kr b5. conf /et c/ krb5. conf. bak

To roll back, you must first backup using the automated backup procedure or manually starting the transition process.
Y ou can roll back an upgrade from HDP 3.1.5.x or 2.6.5 to CDP Private Cloud Base 7.1.x. The rollback restores your
HDP cluster to the state it was in before the upgrade, including Kerberos and TLS/SSL configurations.

In 7.1.x, X represents greater than or equal to 6. For example, 7.1.6, 7.1.7, 7.1.8, and so on. Also, 7.1.7 SP1 and 7.1.7
SP2 rollback is supported.

Before you start rolling back the CDP Private Cloud Base 7 to HDP 3 or HDP 2, review the following information.
Caveats

» Any data created after the backup islost.

« Follow all of the stepsin the order presented in this topic. Cloudera recommends that you read through the
backup and rollback steps before starting the backup process. Y ou may want to create a detailed plan to help you
anticipate potential problems.

e You canroll back to HDP after upgrading to CDP Private Cloud Base 7 only if the HDFS upgrade has not been
finalized. The rollback restores your HDP cluster to the state it was in before the upgrade, including Kerberos and
TLS/SSL configurations.
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These rollback steps depend on compl ete backups taken before upgrading to CDP. For steps where you need to
restore the contents of a directory, clear the contents of the directory before copying the backed-up filesto the
directory. If you fail to do this, artifacts from the original upgrade can cause problemsif you attempt the upgrade
again after the rollback.

Review Limitations

Therollback procedure has the following limitations.

HDFS - If you have finalized the HDFS upgrade, you cannot roll back your cluster.

Configuration changes, including the addition of new services or roles after the upgrade are not retained after
rolling back Ambari. Cloudera recommends that you not make configuration changes or add new services and
roles until you have finalized the HDFS upgrade and no longer require the option to roll back your upgrade.
HBase — If your cluster is configured to use HBase replication, data written to HBase after the upgrade might not
be replicated to peers when you start your rollback. This topic does not describe how to determine which, if any,
peers have the replicated data and how to roll back that data. For more information about HBase replication, see
HBase Replication.

Kafka— Once the Kafka log format and protocol version configurations (the inter.broker.protocol .version and
log.message.format.version properties) are set to the new version (or left blank, which means to use the latest
version), Kafkarollback is not possible.

This section helps you to rollback automatically using the below procedure. Cloudera recommends you to use this
procedure on the test clusters before performing the procedure on the production clusters.

1. Go to the am2cm-ansible folder:

a) If you have used Docker to upgrade, create a bash session inside the container and go to the am2cm-ansible
folder: docker contai ner exec -it <container_id> /bin/bashcd anR2cm ansi bl e/

b) If you have used local installation to upgrade, activate the python virtual environment and go to the am2cm-
ansiblefolder: sour ce <pat h/to/ an2cm 2. x.y. 0- bb>/venv/ bin/activate cd <path/to/
an2cm 2. x. y. 0- bb>/ an2cm ansi bl e/
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2. Execute the rollback playbooks: Running the rollback playbooks require you to specify an inventory and extra-
varsfile. You can review the previous upgrade steps to identify the files specific to your environment.

a) Rollback Cloudera Manager to Ambari and restore /etc configuration directoriesansi bl e- pl aybook -
i <path/to/the/inventory.ini> playbooks/rollback/site.ym --extra-vars

"@path/to/the/vars.json>" --tags anbari-rollback, etc-config-roll back

b) Rollback Kerberosansi bl e- pl aybook -i <path/to/the/inventory.ini> playbooks/
rol |l back/site.ym --extra-vars "@path/to/the/vars.json>" --tags kerberos-
rol | back

¢) Rollback HDP Services:

Run the following command for all HDP servicesinstalled in the cluster in ansi bl e- pl aybook -
i <path/to/the/inventory.ini> playbooks/rollback/site.ym --extra-vars
"@path/to/the/vars.json>" --tags <service-roll back-tag>

The <service-rollback-tag> defaults to <service>-rollback, where <service> is replaced by the name of the
HDP service to be rolled back.

For Ambari Infra Solr, the <service-rollback-tag> tag must be infra-solr-rollback.

Y ou can skip some of the services that your cluster may not require. However, some services are dependent on
each other. Cloudera recommends you to rollback in the order listed below.

»  zookeeper-rollback
e infra-solr-rollback
< ranger-rollback

» ranger-kms-rollback
¢ hdfs-rollback

* yarn-rollback

o Kafkarollback

« hbase-rollback

« atlasrollback

* hive-rollback

e oozierollback

This procedure helps you to rollback your cluster manually. While automated rollback is faster, manual rollback gives
you full control on the process.

For manual rollback of CDP to HDP 2, see the Procedure to Rollback from CDP 7.1.7 SP1to CDP 7.1.7
documentation.

For manual rollback of CDP to HDP 3, see the Procedure to Rollback from CDP 7 to HDP 3 documentation.

Restore old /etc configuration symlinks.

In the "Backup /etc configs' step, the original etc/<service>/conf symlinks were copied to the /etc/<service>/
conf.hdp.bak symlink. Y ou can restore them on each host using the following commands.

1. rm-f /etc/<service>/conf
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2. cp -d /etc/<service>/conf.hdp. bak /etc/<service>/conf

If the Backup /etc configs step was skipped during the upgrade process, you must manually reset the symbolic
links to point to the correct configuration folder.

Y ou must restore krb5.conf, regenerate keytabs, and check Ranger and Oozie HA mode.

1. Restore krb5.conf. In the backup kerberos step, the original /etc/krb5.conf file was copied to the /<path/to/am2cm-
kerberos-backup>/krb5.conf.bak. Y ou can restore them on each host using the following command. * <path/to/
am2cm-kerberos-backup> defaults to /usr/am2cm/hdp-backup/kerberoscp <pat h/ t o/ anR2cm ker ber os-
backup>/ kr b5. conf . bak /et c/krb5. conf If the backup kerberos step was skipped during the upgrade
process, you must manually reset the krb5.conf file.

2. Regenerate keytabsin Ambari Ul.

3. If Ranger isin HA mode, you have to manually regenerate the ranger.ha.keytab

4. If Oozieisin HA mode, you have to manually regenerate the oozie.ha.keytab.

Use the following step to restore the backed-up data for ZooK eeper. For zookeeper, the default folder is/hadoop/zook
eeper.

1. Execute the following command to clean up and restore:

rm-rf /hadoop/ zookeeper
tar xf up.tar.gz -C/

2. Start Zookeeper in Ambari Ul.

Use the following steps to restore backed-up ambari infras solr data.

1. Start Ambari-Infraservicein Ambari Ul.
2. Restore backed-up infra-solr data on the node where the infra-solr is installed.

For unsecured cluster

curl -v
"http://${I NFRA_SOLR URL}/sol r/vertex_index/replication?conmand=restore
&l ocat i on=/ pat h/ t o/ backup/ di r ect or y&ane=vert ex_i ndex_backup"

curl -v
"http://${I NFRA_SOLR _URL}/ sol r/ edge_i ndex/ repl i cati on?command=r est oreé&l o
cation=/ pat h/ t o/ backup/ di r ect or y&nane=edge i ndex_backup"

curl -v

"http://${I NFRA_SOLR _URL}/sol r/fulltext_index/replication?comand=restore
&l ocati on=/ pat h/ t o/ backup/ di r ect or y&nane=f ul | t ext _i ndex_backup"

curl -v

"http://${I NFRA_SCLR URL}/sol r/ranger_audits/replicati on?comrand=r est or
e&l ocati on=/ pat h/ t o/ backup/ di r ect or y&ane=r anger _audi ts_backup"

curl -v
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"http://${I NFRA_SCLR URL}/sol r/ hadoop_I| ogs/replicati on?command=r est or e&

| ocat i on=/ pat h/ t o/ backup/ di r ect or y&ame=hadoop_| ogs_backup"

curl -v

"http://${I NFRA_SCLR URL}/solr/audit_| ogs/replicati on?comrand=r est or e& oca
ti on=/ pat h/ t o/ backup/ di r ect or y&name=audi t _| ogs_backup"

curl -v
"http://${I NFRA_SOLR _URL}/sol r/ history/replication?conmand=r est or e& oca
ti on=/ pat h/ t o/ backup/ di r ect or y&nane=hi st ory_backup"

For secured cluster

If the cluster is Kerberized, then you must kinit as the service principal.

curl -v --negotiate -u:
"http://${I NFRA_SOLR _URL}/sol r/vertex_i ndex/replicati on?command=r est ore
&l ocat i on=/ pat h/ t o/ backup/ di r ect or y&nane=vert ex_i ndex_backup"

curl -v --negotiate -u:
"http://${I NFRA_SCLR URL}/sol r/ edge_i ndex/replicati on?comrand=rest ore& o
cation=/ pat h/t o/ backup/ di r ect or y&ane=edge i ndex_backup"

curl -v --negotiate -u:

"http://${I NFRA_SOLR _URL}/sol r/fulltext_index/replication?comand=restore
& ocati on=/ pat h/ t o/ backup/ di r ect or y&nane=f ul | t ext _i ndex_backup"

curl -v --negotiate -u:

"http://${I NFRA_SOLR URL}/sol r/ranger_audits/replicati on?comrand=r est or e&l
ocat i on=/ pat h/ t o/ backup/ di r ect or y&name=r anger _audi t s_backup"

curl -v --negotiate -u:
"http://${I NFRA_SOLR _URL}/ sol r/ hadoop_I| ogs/ repli cati on?command=r est ore& o
cation=/ pat h/to/ backup/ di rect or y&ane=hadoop_| ogs_backup"

curl -v --negotiate -u:
"http://${I NFRA_SOLR URL}/sol r/audit_Il ogs/replicati on?command=restoreé& o
cation=/ pat h/to/ backup/ di rect ory&ane=audi t _| ogs_backup"

curl -v --negotiate -u:
"http://${I NFRA_SCOLR URL}/sol r/ history/replicati on?comand=r est ore& ocati
on=/ pat h/ t o/ backup/ di r ect or y&nane=hi st ory_backup"

Rollback procedure of Ranger includes restoring Ranger admin database and Ranger KM S database.

If the cluster is kerberized and Ranger isin HA mode, then you must manually regenerate the ranger.ha.keytab if you
have not already done so.

Y ou must restore the Ranger Admin database for MySQL and PostgreSQL.

Y ou must stop Ranger Admin and KM S serviceif they are running. Restore Ranger admin databases.
MySQL

Perform the following steps to restore a database.

1. Delete the existing Database.
2. Create an empty new database on the database host.
3. Restore the database using below msygl command.

mysqgl -u root
drop dat abase ranger;
creat e dat abase ranger;
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GRANT ALL PRI VI LEGES ON ranger.* TO 'rangeradm n' @I ocal host ' ;
$ nysql -u [usernane] -p existing enpty db _name < dunp_fil eNane. sql

Example

mysgl -u rangeradmin -p rangeradnin < /root/backups/ranger/db/adm n/ranger.s
ql

Press the Enter key. Type the database password when the password prompts.

POSTGRES

Perform the following steps to restore a database.

1. Delete an existing Database.
2. Create an empty new databasein its place.
3. Run the below command on postgres db host.

dropdb -U owner usernane dbnane; [Enter db owner password at the pronpt]
Example

dropdb -U rangeradni n ranger;

su - postgres

psql

creat e dat abase ranger;

ALTER DATABASE ranger OMNER TO ranger adni n;

\q

exit

psql -U rangeradni n ranger < /root/backups/ranger/db/adm n/ranger. sql

Press the Enter key. Type the database password when the password prompts.

Oracle

Set the path to Oracle home if required :

export ORACLE _HOVE=/ opt/ oracl e/ product/12.2.0
export PATH=${ PATH}: ${ ORACLE_HOVE}/ bi n
export ORACLE SI D=orcl 12c¢

Restore ranger admin database.

rm-rf del _admin_tbl _cnd. sql
sql pl us -s rangeradm n/rangeradni n << EOF
spool on

spool del _admi n_tbl _cnd. sql

SELECT ' DROP TABLE "' || TABLE NAME || '" CASCADE CONSTRAI NTS;'
FROM user _t abl es

uni on ALL

select '"drop '|]|object type|l|' '|| object nanme || ';' fromus

er _objects
where object _type in ('VIEW, ' PACKAGE ,' SEQUENCE , ' PROCEDURE',

" FUNCTI ON')
uni on ALL
SELECT 'drop '

| | obj ect type
| 1 1

| | object_nane

|| * force;'
FROM user _obj ects
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VHERE obj ect _type IN (' TYPE );

spool off
@lel _admi n_tbl _cnd. sql
exit;

EOF
Type the database password when the password prompts and then run the following command:

i mp rangeradm n/rangeradni n fil e=backups/ranger/db/adm n/orcl12c. sqgl |og
=backups/ranger/ db/ admi n/restore. | og

Restoring Ranger KM S involves steps for restoring MSQL, POSTGRES, and Oracle databases.
MySQL
To restore the database, perform the folllowing:

¢ Delete the existing database.
» Create an empty new database on the Database host.
» Restore the database using below msyqgl command.

mysqgl -u root

drop dat abase rangerkns;

creat e dat abase ranger kns;

GRANT ALL PRI VI LEGES ON rangerkmns.* TO 'rangerkns' @I ocal host"';

$ nysql -u [usernane] -p existing enpty db _name < dunp_fil eNane. sql

Example

mysqgl -u rangerknms -p rangerkmnms < /root/backups/ranger/db/ kns/rangerkmns. sql
Press the Enter key. Type the database password when the password prompts.
POSTGRES

To restore data, perform the folllowing:

» Deletethe existing database.
« Create an empty new databasein its place.
¢ Run the below command on postgres database host.

dropdb -U owner usernane dbnane; [Enter db owner password at the pronpt]

Example

dropdb -U rangerkns rangerkns;
su - postgres

psql

creat e database ranger kns;

ALTER DATABASE ranger kms OMNER TO ranger knrs;

\q

exit

psql -U rangerkns rangerkns < /root/backups/ranger/db/ kns/rangerkns. sql
[Enter db owner password at the pronpt as rangeradmni n]

For Oracle

rm-rf del _kns_tbl_cnd. sql
sql pl us -s rangerkns/ rangerkns << EOF
spool on
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spool del kns_tbl _cnd. sql
I

SELECT ' DROP TABLE "' || TABLE_NAME || '" CASCADE CONSTRAI NTS;' FR
OM user _tabl es
uni on ALL
select "drop '||object_type|l|' '|| object_name || ';' fromuser_o
bj ects
where object _type in ('VIEW,' PACKAGE ,' SEQUENCE' , ' PROCEDURE' , '
FUNCTI ON' )
uni on ALL
SELECT 'drop '
| | obj ect _type
-
| | object _name
|| * force;'
FROM user _obj ects
VWHERE obj ect _type IN (' TYPE );
spool off
@el _kms_tbl _cnd. sql
exit;
EOF

Press Enter and then run the following command.

i mp ranger kns/ rangerkns fil e=backups/ranger/db/kns/orcl 12c. sql
| og=backups/ranger/db/ kns/restore. | og

Note: If you have performed Ambari-Infrarollback already, then there are no additional rollback steps
E required to restore the Solr Collections.

Before starting the rollback procedure, make sure that all the HDFS service roles are stopped.

Note: Before the HDFS rollback, Zookeeper, Ranger, Ambari-Metrics, and Ambari-Infra hasto be rolled
back and started in Ambari UI.

1. Rall back all the JournalNodes. (Only required for clusters where high availability is enabled for HDFS). Use the
JournalNode backup that you have created when you backed up HDFS before upgrading to the CDP Private Cloud
Base.

a) Log in to each JournaNode host and do the following:

1. remove the $[dfs.journalnode.edits.dir]/current directory

2. restore the backup of $[dfs,journanode.edits.dir]/current into $[dfs.journalnode.edits.dir]/current into
$[dfs.journal node.edits.dir]/current

2. Note down the target of the /etc/hadoop/conf symbolic link and remove it

3. Move the backup of /etc/hadoop/conf back to its original place, and perform these steps on all the cluster nodes
where HDFS roles are installed, so on all NameNodes, JournalNodes and DataNodes.
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4. Roll back al of the NameNodes.

E Note: If high availability is not enabled on your cluster, then leave the Secondary NameNode asiit is for
NOW.

Use the backup of the Hadoop configuration directory you created during the backup phase.

Perform the following steps on all NameNode hosts:

a) Start FailoverControllers and JournalNodes

b) If you use Kerberos authentication, authenticate with kinit with the NameNode's principal, otherwise change to
the hdfs service user (usually sudo -u hdfs)

¢) Run thefollowing command: hdfs namenode -rollback

d) Restart HDFS FailoverControllers and JournalNodes in Ambari, then start the NameNodes note that one of the
NameNodes should start, and one of them will remain in the starting state. When one of the NameNodes are
marked as started proceed to DataNode rollback.

5. Roll back al of the DataNodes. Use the backup of the Hadoop configuration directory you created during the

backup phase. Perform the following steps on all the DataNode hosts:

a) If you use Kerberos authentication, authenticate with kinit with the NameNode's principal, otherwise change to
the hdfs service user (usually sudo -u hdfs)

b) Run the following commands:

e export HADOOP_SECURE_DN_USER=<hdfs service user>

« hdfs datanode -rollback

e Look for output from the command similar to the following that indicates when the DataNode rollback is
complete. wait until al storage directories are rolled back:

I NFO comon. St or age: Layout version rolled back to -57 for storage /
storage/dir_x

I NFO common. St or age (Dat aSt orage. j ava: doRol | back(952)) - Rol | back

of /storage/dir _x is conplete

in the DataNode's log directory. If you see these log messages in the output, or in the privileged-
root-datanode-${ hostname} .err file for all of your DataNode data folders, then stop the process by
typing ctrl+c as the DataNode rollback is ready.
6. If your cluster isnot configured for NameNode High Availahility, roll back the Secondary NameNode. Perform

the following steps on the Secondary NameNode host:

a) Move the Secondary NameNode data directory to a backup location. ($[dfs.namenode.name.dir])

b) If you use Kerberos authentication, authenticate with kinit with the NameNode's principal, otherwise change to

the hdfs service user (usually sudo -u hdfs)
¢) Run thefollowing command: hdfs secondarynamenode -format

E Note: If you do not see the output, check for the privileged-root-datanode-${ hostname} .err file

After rolling back the Secondary NameNode, terminate the console session by typing Control-C. Look for
output from the command similar to the following that indicates when the DataNode rollback is complete:

I NFO nanenode. Secondar yNameNode: Web server init done

7. Restorethe original symlink with the noted target as /etc/hadoop/conf on all the nodes where it has changed.

8. Restart the HDFS service. Open Ambari, and go to the HDFS service page, in the Service actions dropdown select
Start.

9. Monitor the service, and if everything comes up fine, check the HDFS file system availability, you can run an hdfs
fsck / or generate the file system listing with hdfs dfs -Is-R / and compare it with the one that you did as part of
the backup procedure to seeif everything got rolled back properly. In case of any issues, please contact Cloudera
Support before you proceed.
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Before starting the rollback procedure, make sure that HDFS and Zookeeper are rolled back.

1. Logintothe TIMELINE SERVICE V2.0 READER host.
2. Setup Kerberos Credentials in case of secured cluster. Locate the yarn-ats-hbase’ s keytab and use kinit to cache
the kerberos ticket.

« kinit -kt path/to/yarn-ats. hbase-naster. keytab yarn-ats-hbase/
host name@onai n.

e export JVMFLAGS="-Dj ava. security.auth.login.config=/etc/hadoop/ conf/
enbedded- yar n- at s- hbase/ yar n_hbase_naster_j aas. conf”

3. Delete the atsv2-hbase-secure znode in the Zookeeper zookeeper - cl i ent -server
${zk_server _url} rnmr /atsv2-hbase-secure.

If you have performed Zookeeper and HDFS rollback already, there are no additional rollback steps required for
HBase.

1. Start HBasein Ambari Ul.
2. |If the HBase master does not start, ZooK eeper data must be cleaned by following these steps:

a. Logintothe HBase Master host.
b. Setup Kerberos Credentialsin case of secured cluster.

1. kinit -kt path/to/yarn-ats. hbase-nmaster. keytab yarn-ats-hbase/
host name@lomai n
2. export JVMFLAGS= "-Djava. security.auth.login.config=/usr/hdp/current/
hbase- mast er/ conf/ hbase_mast er _j aas. conf"”
c. Delete the hbase-secure znode in the Zookeeper. zookeeper - cl i ent -server ${zk_server_url}
rnr /hbase-secure

Toroll back Kafka, perform the following steps.

1. Kafka service depends on Zookeeper. Make sure Zookeeper datais restored.
2. After rollback, start the Kafka service, and check, if the producers and consumers can connect to the cluster.
3. Removetheinter broker protocol and log format version settings from the Kafka settings:

a) Loginto Ambari.

b) Choose the Kafka service.

c) Select the Configuration page.

d) Find the Custom kafka-broker section.

€) Remove following properties:

 inter.broker.protocol.version=current_Kafka version
* log.message.format.version=current_Kafka version
f) Restart the Kafka service.
g) Start Kafkain Ambari Ul

Perform the following steps to restore HBase tablesand ATLAS ENTITY_AUDIT_EVENTStable.

1. Stop Atlas from Ambari
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Setup Kerberos Credentials in case of secured cluster . Locate the atlas user’ s keytab and use kinit to cache the
kerberos ticket for atlas user .

Example
kinit -kt path/to/atlas.service. keytab atl as/host nane@omai n

Restore the HBase tables, atlas janusand ATLAS ENTITY_AUDIT_EVENTS.
Restore the Solr Collections.

Before starting the rollback procedure, make sure that HDFS and Zookeeper have already rolled back.

Y ou must delete your existing Hive Metastore database to roll back the Hive services.

To restore data on the node where the Hive Metastore database is located, perform the following steps.

1

2.

Delete an existing database.Create an empty database initsplace. $ mysqgl -u <hi ve_user >dr op

dat abase <hi ve_db>; creat e dat abase <hive_db>;

Restore Hive Metastore database $ nmysql -u <hi ve_user> <hive_db> < </path/to/

dunp_fi | e>. If you haveve performed HDFS rollback already, there are no additional rollback steps required
for Hive.

Start Hive service in Ambari Ul.

Know more about the Spark roll back.

The Spark application history livesin HDFS, and with the rollback of HDFS, the history at the time of the backup
isrestored. Any Spark applications run after the backup and rollback will not be visible.

After the rollback, versions of Spark applications built against HDP 2 should be used instead of versions that are
rebuilt against CDP.

Start Spark in Ambari Ul.

To roll back the Oozie service, you must restore the Oozie database. If the cluster is kerberized and Oozieisin HA
mode then you must manually regenerate the oozie.ha.keytab if you have not already done so.

Start Ooziein Ambari Ul.

It is needed to re-generate the oozie.ha.keytab file using the spnego.service.keytab files from the Oozie server
hosts and from the Oozie load balancer host and then distribute the generated oozie.ha.keytab onto the respective
Oozie hosts. In order to achieve this, follow the steps listed in this website.

Restart Oozie.

With the backup and rollback of Ambari, Knox is aso backed up and rolled back by default.
Start Knox in Ambari UI.

With the backup and rollback of HDFS, Zeppelin is also backed up and rolled back by default.

Start Zeppelinin Ambari Ul.

Important: Deprecation notice for Zeppelin: Zeppelin is deprecated in Cloudera Runtime 7.1.9 and 7.2.18.
For more information, see the deprecation notices in the corresponding Cloudera Runtime release notes.
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https://community.cloudera.com/t5/Community-Articles/Enabling-Oozie-HA-with-Kerberos-in-Ambari-2-4-and-Above/tac-p/244879

HDP3 to CDP Private Cloud Base One Stage upgrade Rollback HDP services from CDP 7.1.x

Deprecation notice for Zeppelin
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https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/runtime-release-notes/topics/rt-pvc-deprecated-zeppelin.html

	Contents
	In-place upgrade overview
	Cluster environment readiness
	Disk space and mountpoint considerations
	Downloading and Publishing the Package Repository
	Downloading and Publishing the Parcel Repository
	Hadoop Users (user:group) and Kerberos Principals
	Upgrading the cluster’s underlying OS
	In-Place and Restore
	Move and Decommission

	Versions and supported services for migration
	Software download matrix for HDP 3.1.5 and 2.6.5 to CDP 7.1.x

	Sample data ingestion
	Merge Independent Hive and Spark Catalogs
	Cloudera Manager Installation and Setup
	Installing Cloudera Management Service
	Setting up CMA server
	Registering Ambari Cloudera Manager pair for source cluster
	Registering Ambari Cloudera Manager pair for target cluster
	Preparing configurations
	HDP to CDP Private Cloud Base Upgade
	Execution steps
	Troubleshooting
	Backup HDP services from CDP 7.1.x
	Rollback HDP services from CDP 7.1.x
	Automated rollback
	Manual rollback
	Restore old configuration symlinks
	Kerberos
	ZooKeeper
	Ambari Infra Solr
	Ranger
	Restore Ranger Admin Database
	Restore Ranger KMS Database

	HDFS
	YARN
	HBase
	Kafka
	Atlas
	Hive
	Spark
	Oozie
	Knox
	Zeppelin



