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Take alook at the overview, features, and advantages of CDP and know the upgrade and migration paths from CDH
or HDP platform to CDP.

The merger of Cloudera and Hortonworks led to the new Cloudera Data Platform or CDP, which is the combined best
of breed Big Data components from both Cloudera and Hortonworks.

Review the following information before you upgrade or migrate to Cloudera Data Platform (CDP):

« CDPOverview
* CDP Private Cloud Base new features

A selection of Cloudera Knowledge Base articles are available that describe common issues encountered by Cloudera
customers during upgrades and migrations. See CDP Upgrade/Migrate Troubleshooting Articles. (Clouderalogin
required.)

f Important:

Before performing an upgrade of Cloudera Manager or the CDP Runtime, creating a backup of all the
metadata databases is important. Thisincludes the Cloudera Manager database, and the various Runtime
component databases such as Hive Metadata Server, Ranger Admin, Ranger KM S, Schema Registry, etc. The
backups are necessary if there is areason to rollback to the prior version.

e CDP Upgrade and Migration paths for Data-at-Rest
* CDP Upgrade and Migration paths to CDP for CDF components
e CDP Upgrade and Migration paths for CDSW (Machine Learning)

Note: If you are upgrading to Cloudera Manager 7.5.1 or higher in order to install CDP Private Cloud
Experiences version 1.3.1, you must use Cloudera Runtime version 7.1.6 or 7.1.7. For more information, see
CDP Private Cloud Experiences.

If you are an HDP or a CDH user, you can follow one of the several upgrade or migration paths to CDP.



https://community.cloudera.com/t5/Customer/CDP-Upgrade-Migrate-Troubleshooting-Articles/ta-p/319323
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Upgrade and Migration Paths

[Direct to Cloud Migration ) @
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Cloud Base
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Migration and Upgrade Paths Description
In-place upgrade Recommended for large clusters. Other paths are not

viable. Involves downtime. See the following to know
more about the In-place upgrade paths:

¢ In-place upgrade from CDH to CDP Private Cloud

Base
¢ In-place upgrade from HDP to CDP Private Cloud
Base
Migrate to new cluster Recommended if you are ready for a hardware refresh

or have small clusters. You can fall back to your
origina cluster in the event of upgrade issues. Requires
additional hardware.

Direct to cloud migration Recommended if you can tolerate some cluster
downtime or have bursty workloads. See the following to
know more about the direct to cloud migration paths:

* Nifi workloads

If you are running NiFi workloads without Hive,
Impala, HBase, or Kafka: Migrate to CDP Data Hub
and use the Flow Management cluster template.

« Kafkaworkloads

If you are running Kafka workloads without Hive,
Impala, HBase, or NiFi: Migrate to CDP Data Hub
and use the Streams Messaging cluster template.

* HBase workloads

If you are running HBase workloads without Hive
or Impala: Migrate to CDP Data Hub and use the
Operational Database cluster template.

¢ Hiveor Impaaworkloads

If you are running Hive or Impala workloads without
HBase: Migrate to Cloudera Data Warehouse.



https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/upgrade-cdh/topics/cdpdc-cdh-overview.html
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https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/upgrade-hdp/topics/amb-hdp-cdp-upg.html

CDP Private Cloud Base Downloadable CDP upgrade checklists

Migration and Upgrade Paths Description
¢ Other workloads

Migrate to CDP Data Hub and use the custom cluster
template.

Y ou can upgrade or migrate CDF components to CDP in the following ways:

What do you want to migrate? Do you want to migrate or upgrade?

Streaming workloads « In-place upgrade from CDH
e In-place upgrade from HDP
¢ Migrating Streaming workloads from HDF to CDP

Flow Management workloads + Follow the applicable upgrade or migration path in
Upgrade and migration paths.
Workloads for deprecated components  Migrate Flume workloads to NiFi for CDP. This

workflow isin development.

¢ Migrate Storm workloads to Flink for CDP. This
content is in devel opment.

Y ou can upgrade or migrate CDSW to CDP Machine Learning in the following ways:

What do you want to migrate? Do you want to migrate or upgrade?

CDSW with CDH/HDP to CDSW with CDP Private For in-place upgrade follow the upgrade documentation.
Base For migration follow the documented migration steps.
CDSW to CML-Public Cloud The workflow and tools to migrate from CDSW to CML

in CDP Public Cloud are in development. To perform
this migration now, contact your Cloud account or
professional services representative.

CDSW to CML-Private Cloud The workflow and tools to migrate from CDSW to CML
in CDP Private Cloud is available as technical preview.
For more information, see the migration documentation.

Upgrade checklistsinclude all the upgrade stepsin project format so you can plan and track your upgrade activities.
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Use the following files to assist your CDP upgrade project in any way helpful. The file structure has rows reflecting
topics from CDP upgrade documentation and columns labeling the topics, the topic hierarchy, and URLs back to
this website. The columns particularly target TeamGantt.com. Upload one of the files to that site to see a graphical
view of your upgrade project with expandable/collapsable hierarchical tasks, the ability to assign owners, check off
completed items, insert dates, click to view Cloudera documentation, etc. Using TeamGantt.com, however, is not
required.

» From CDH 5 to CDP Private Cloud Base

» From CDH 6 to CDP Private Cloud Base

* From HDP 2 to CDP Private Cloud Base

*  From HDP 3to CDP Private Cloud Base

* From CDP Private Cloud Base to CDP Private Cloud Base

Supported upgrade paths for CDP Private Cloud Base, CDP Private Cloud Data Services, CDH, and HDP.

f Important:

Before performing an upgrade of Cloudera Manager or the CDP Runtime, creating a backup of all the
metadata databases is important. Thisincludes the Cloudera Manager database, and the various Runtime
component databases such as Hive Metadata Server, Ranger Admin, Ranger KM S, Schema Registry, etc. The
backups are necessary if there is areason to rollback to the prior version.

The tables below detail the supported upgrade paths for upgrades to CDP Private Cloud Base and CDP Private Cloud
Data Services. Before upgrading, ensure that you select a compatible version of Cloudera Manager. See Cloudera
Manager support for CDH, Cloudera Runtime and CDP Private Cloud Data Services on page 13.

For supported upgrades to CDH, see Supported Upgrade Paths

Upgrades from Cloudera Director are not supported.



https://docs.cloudera.com/cdp-private-cloud/latest/cdh-to-cdp.csv
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CDP Private Cloud Base

Supported in-place upgrade paths

CDP 7.1.8 CHF2 or higher / Cloudera
Manager 7.7.1

CDP 7.1.8 CHF2 or higher / Cloudera
Manager 7.7.3

CDP 7.1.7.2000 (SP2) / Cloudera
Manager 7.6.7

CDP 7.1.7.1000 (SP1) / Cloudera
Manager 7.6.1

Table 1: Upgrade paths for CDP Private Cloud Base

Upgrade supported from: Upgradeto: Notes

CDP 7.1.9/ Cloudera Manager 7.11.3

CDP 7.1.8/ Cloudera Manager 7.7.1

CDP 7.1.7.1000 (SP1) / Cloudera
Manager 7.6.1

CDP 7.1.7.78 (HOTFIX-4836 “L0og4j")
CDP 7.1.7 / Cloudera Manager 7.4.4

e CDP7.1.8/ ClouderaManager 7.7.3
¢ ClouderaManager 7.7.3-CHF1

CDP 7.1.7.78 / Cloudera Manager
7.5.4-20668437 (w/ Log4J fixes)

CDP 7.1.7.1000 / Cloudera Manager
7.6.1(SP1)

CDP 7.1.7 / Cloudera Manager 7.4.4
CDP 7.1.6/ Cloudera Manager 7.3.1

CDP/ ClouderaManager 7.1.1, 7.1.2,
713,714

CDP 7.1.5/ Cloudera Manager 7.2.4

CDP 7.1.8/ ClouderaManager 7.7.1

Upgrading Cloudera Manager to version
7.7.1 or higher from clusters where CDH

5.x is deployed is not supported. To upgrade
such clusters:

1.

2.
3.

Upgrade Cloudera Manager to version
6.3.4.

Upgrade CDH to version 6.3.4

Upgrade Cloudera Manager to version
7.7.1

CDP7.03-7.16

ClouderaManager 7.0.3-7.1.4, 7.2.4,
731

CDP 7.1.7 / Cloudera Manager 7.4.4

Lower versions of CDP 7.0.3 - 7.1.6

Lower versions of Cloudera Manager
7.03-714,731

CDP7.1.1-7.1.6/ Cloudera Manager
7.11-714,731

Note: You can upgrade to Cloudera Runtime 7.1.7 Service Pack 1 (7.1.7.1000) from all of Cloudera
Runtime 7.1.x, CDH5, and CDH6 versions. An upgrade to Cloudera Manager 7.6.1 isrequired for Service

Pack 1 (7.1.7.1000).

CDP 7.1.9/ Cloudera Manager 7.11.3
CDP 7.1.7.3000 (SP3) / Cloudera
Manager 7.11.3 CHF5

CDP 7.1.8 Latest cumulative hotfix

/ Cloudera Manager 7.7.1 Latest
cumulative hotfix

CDP 7.1.8 Latest cumulative hotfix

/ Cloudera Manager 7.7.3 Latest
cumulative hotfix

Table 2: Upgrade paths for CDP Service Packs

Upgradeto:

CDP 7.1.9.1000 (SP1) / Cloudera Manager
7.11.3 Latest cumulative hotfix

CDP 7.1.7.2000 (SP2) / Cloudera
Manager 7.6.7 Latest cumulative hotfix
CDP 7.1.7.1000 (SP1) / Cloudera
Manager 7.6.1

CDP 7.1.7/ Cloudera Manager 7.4.4
CDP 7.1.6/ Cloudera Manager 7.3.1

CDP 7.1.7.3000 (SP3) / Cloudera Manager
7.11.3 Latest cumulative hotfix



https://docs.cloudera.com/cdp-private-cloud-base/7.1.9/installation/topics/cdpdc-cm-download-information.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/installation/topics/cdpdc-cm-download-information.html
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https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/runtime-release-notes/topics/chf-pvcb-overview-718.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/manager-release-notes/topics/chf-cm-overview-771.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/manager-release-notes/topics/chf-cm-overview-771.html
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Upgrade supported from: Upgradeto:
« CDP7.1.7.1000 (SP1) / Cloudera CDP 7.1.7.2000 (SP2) Latest cumulative
Manager 7.6.1 hotfix / Cloudera Manager 7.6.7
¢ CDP7.1.7 (Log4J2) / Cloudera Manager
7.4.4 (Log4))
¢ CDP7.1.6/ ClouderaManager 7.3.1
CDP 7.1.7/Cloudera Manager 7.4.4 CDP 7.1.7.1000 (SP1) Latest cumulative «  Parcel upgrade only required (running
hotfix / Cloudera Manager 7.6.1 the Upgrade Wizard is not required). See
Applying a Service Pack.

¢ ClouderaManager 7.6.5 isintended for
use with CDP Private Cloud with Data
Services. Cloudera does not recommend
using Cloudera Manager 7.6.5in CDP
Private Cloud Base environments
without Data Services installations.

For CDP Private Cloud Data Services
Table 3: Upgrade paths for CDP Private Cloud Data Services 1.5.4

‘ Sourceversion H Target version

Cloudera M anager CDP Private Cloud Base | CDP Private Cloud Data Cloudera M anager CDP Private Cloud Base
Services

Greenfield deployment of CDP Private Cloud Data Services 1.5.4

NA NA NA 7.11.3 Cumulative hotfix 6 | 7.1.9 Cumulative irotfix 6

NA NA NA 7.11.3 Cumulative hotfix 6 | 7.1.8 Cumulative H1otfix 22 or
higher

NA NA NA 7.11.3 Cumulative hotfix 6 | 7.1.7 SP3

Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.5.3

7.11.3 Cumulative hotfix 4 | 7.1.9 Cumulative hotfix 6 NA 7.11.3 Cumulative hotfix 6 | 7.1.9 Cumulative }luotfix 6
7.7.3 Latest cumulative 7.1.8 Cumulative hotfix 22 | NA 7.11.3 Cumulative hotfix 6 | 7.1.8 Cumulative }Iiotfix 22 or
hotfix or higher higher

7.7.1 Latest cumulative 7.1.8 Cumulative hotfix 22 | NA 7.11.3 Cumulative hotfix 6 | 7.1.8 Cumulative hotfix 22 or
hotfix or higher higher

7.11.3 Cumulative hotfix 5 | 7.1.7 SP3 NA 7.11.3 Cumulative hotfix 6 | 7.1.7 SP3

Using CDP Private Cloud Data Services and wanting to upgrade to the latest version without upgrading Base version

7.11.3 Cumulative hotfix 4 | 7.1.9 Cumulative hotfix 6 153 7.11.3 Cumulative hotfix 6 | 7.1.9 Cumulative }I\otfix 6

7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative hotfix 22 | 1.5.3 7.11.3 Cumulative hotfix 6 | 7.1.8 Cumulative }Imotfix 22 or
or higher higher

7.11.3 Cumulative hotfix 4 | 7.1.7 SP3 153 7.11.3 Cumulative hotfix 6 | 7.1.7 SP3

7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulative hotfix 22 | 1.5.2 7.11.3 Cumulative hotfix 6 | 7.1.8 Cumulative hotfix 22 or
or higher higher

Table 4: Upgrade paths for CDP Private Cloud Data Services 1.5.3

‘ Source version H Target version

Services

Cloudera M anager CDP Private Cloud Base | CDP Private Cloud Data Cloudera M anager CDP Private Cloud Base

Greenfield deployment of CDP Private Cloud Data Services 1.5.3

NA | NA | NA | 7.11.3 Cumulative hotfix 4 | 7.1.9 Cumulative +0tfix 3
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‘ Sour ce version H

Target version

Cloudera M anager CDP Private Cloud Base | CDP Private Cloud Data Cloudera M anager CDP Private Cloud Base

Services

hotfix

NA NA NA 7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative hotfix 19 or
higher

NA NA NA 7.11.3 Cumulative hotfix 4 | 7.1.7 SP2

Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.5.3

7.11.3 Cumulative hotfix 1 | 7.1.9 Cumulative hotfix 3 NA 7.11.3 Cumulative hotfix 4 | 7.1.9 Cumulative I]uotfix 3

7.7.3 Latest cumulative 7.1.8 Cumulative hotfix 19 | NA 7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative ﬂiotfix 19 or

hotfix or higher higher

7.7.1 Latest cumulative 7.1.8 Cumulative hotfix 19 | NA 7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative hotfix 19 or

hotfix or higher higher

7.6.7 Latest cumulative 7.1.7 SP2 NA 7.11.3 Cumulative hotfix 4 | 7.1.7 SP2

Using CDP Private Cloud

Data Services and wanting to upgrade to the latest version

without upgrading Base version

7.11.3 Cumulative hotfix 1 | 7.1.9 Cumulative hotfix 3 152 7.11.3 Cumulative hotfix 4 | 7.1.9 Cumulative trotfix 3

7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulative hotfix 19 | 1.5.2 7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative H1otfix 19 or
or higher higher

7.11.3 Cumulative hotfix 1 | 7.1.7 SP2 152 7.11.3 Cumulative hotfix 4 | 7.1.7 SP2

7.10.1 7.1.8 Cumulative hotfix 19 | 1.5.1 7.11.3 Cumulative hotfix 4 | 7.1.8 Cumulative hotfix 19 or
or higher higher

7.10.1 7.1.7 SP2 151 7.11.3 Cumulative hotfix 4 | 7.1.7 SP2

Table 5: Upgrade paths for CDP Private Cloud Data Services 1.5.2

Cloudera M anager

Sour ce version

CDP Private Cloud Base | CDP Private Cloud Data

Cloudera M anager

Target version

CDP Private Cloud Base

Services
Greenfield deployment of CDP Private Cloud Data Services 1.5.2
NA NA NA 7.11.3 Cumulative hotfix 1 | 7.1.9
NA NA NA 7.11.3 Cumulative hotfix 1 | 7.1.9 Cumulative hotfix 1
NA NA NA 7.11.3 Cumulative hotfix 1 | 7.1.8 CHF11 or higher
NA NA NA 7.11.3 Cumulative hotfix 1 | 7.1.7 SP2
Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.5.2
7113 7.1.9 NA 7.11.3 Cumulative hotfix 1 | 7.1.9
7.11.3 7.1.9 Cumulative hotfix 1 NA 7.11.3 Cumulative hotfix 1 | 7.1.9 Cumulative }I\Otfix 1
7.7.3 Latest cumulative 7.1.8 Cumulative hotfix 11 | NA 7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulative }Iiotfix 1lor
hotfix or higher higher
7.7.1 Latest cumulative 7.1.8 Cumulative hotfix 11 | NA 7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulative hotfix 11 or
hotfix or higher higher
7.6.7 Latest cumulative 7.1.7 SP2 NA 7.11.3 Cumulative hotfix 1 | 7.1.7 SP2
hotfix
Using CDP Private Cloud Data Services and wanting to upgrade to the latest version without upgrading Base version

7.10.1 7.1.7 SP2 151 7.11.3 Cumulative hotfix 1 | 7.1.7 SP2
7.10.1 7.1.8 Cumulative hotfix 11 | 1.5.1 7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulative hotfix 11 or

or higher higher
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CDP Private Cloud Base Supported in-place upgrade paths

Sour ce version Target version

Cloudera M anager CDP Private Cloud Base | CDP Private Cloud Data | Cloudera Manager CDP Private Cloud Base
Services

7.1.8 Cumulative hotfix 11 | 1.5.0 7.11.3 Cumulative hotfix 1 | 7.1.8 Cumulatlvet otfix 11 or
or higher higher

795 7.18 15.0 7.11.3 Cumulative hotfix 1 | 7.1.8

795 7.1.7 SP2 15.0 7.11.3 Cumulative hotfix 1 | 7.1.7 SP2

Important: Upgrading from Cloudera Manager 7.7.3 version to Cloudera Manager 7.10.1 is currently

not supported. Note that, Cloudera Manager 7.7.3 version is supported on Python 3 and Cloudera Manager
7.10.1 supports only Python 2. Private Cloud Data Services 1.5.1 support for users using Cloudera
Manager 7.7.3 isintended to be made available in the future with a new version of Cloudera Manager that
has support for both Python 3 and 2 versions respectively.

Table 6: Upgrade paths for CDP Private Cloud Data Services 1.5.1

Source version Target version

Cloudera M anager CDP Private Cloud Base | CDP Private Cloud Data Cloudera M anager CDP Private Cloud Base
Services

Greenfield deployment of CDP Private Cloud Data Services 1.5.1

NA NA NA 7.10.1 7.1.7 SP2

NA NA NA 7.10.1 7.1.8 CHF4

Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.5.1

7.6.7 7.17SP2 NA 7.10.1 718CHF4l
771 718 NA 7.10.1 718 CHF42
7.6.7 7.17SP2 NA 7101 718
771 718 NA 7.10.1 718

Using CDP Private Cloud Data Services and wanting to upgrade to the latest version without upgrading Base version

7.81 7.1.7SP1 141 7.10.1 7.1.7SP1
7.81 7.18 141 7.10.1 7.18
795 7.1.7 SP2 150 7.10.1 7.1.7 SP2
795 7.1.7SP1 150 7.10.1 7.1.7SP1
795 7.18 150 7.10.1 7.18

Important: Upgrading from Cloudera Manager 7.7.3 version to Cloudera Manager 7.9.5 is currently not

& supported. Note that, Cloudera Manager 7.7.3 version is supported on Python 3 and Cloudera Manager
7.9.5 supports only Python 2. Private Cloud Data Services 1.5.0 support for users using Cloudera Manager
7.7.3 isintended to be made available in the future with a new version of Cloudera Manager that has
support for both Python 3 and 2 versions respectively.

1 Upgrade from 7.1.7 SP2 to 7.1.8 CHF4 is not a mandatory upgrade. In 7.1.8 CHF4, you can install Ozone as a parcel.
2 Upgrade from 7.1.8 to 7.1.8 CHF4 is not a mandatory upgrade. In 7.1.8 CHF4, you can install Ozone as a parcel.
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CDP Private Cloud Base Supported in-place upgrade paths

Table 7: Upgrade paths for CDP Private Cloud Data Services 1.5.0

Source version Target version

CDP Private Cloud Base

CDP Private Cloud Base | CDP Private Cloud Data
Services

Cloudera M anager Cloudera M anager

Greenfield deployment of CDP Private Cloud Data Services 1.5.0

NA NA NA 7.9.5 7.1.7 SP2
NA NA NA 795 7.1.7 SP1
NA NA NA 795 718
Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.5.0
7.6.7 7.1.7 SP2 NA 7.9.5 7.1.7 SP2
7.6.1 7.1.7 SP1 NA 7.9.5 7.1.7 SP1
7.7.1 7.1.8 NA 7.9.5 7.1.8
Using CDP Private Cloud Data Services and wanting to upgrade to the latest version without upgrading Base version
781 7.1.7 SP1 141 795 7.1.7 SP1
7.8.1 7.1.8 141 7.9.5 7.1.8
7.6.5 7.1.7 SP1 14.0-H1 7.9.5 7.1.7 SP1
7.6.5 717 1.4.0-H1 7.9.5 717

Table 8: Upgrade paths for CDP Private Cloud Data Services 1.4.1

Source version Target version

CDP Private Cloud Base

CDP Private Cloud Base | CDP Private Cloud Data
Services

Cloudera M anager Cloudera M anager

Greenfield deployment of CDP Private Cloud Data Services 1.4.1

NA NA NA 781 7.1.7 SP1

NA NA NA 781 7.1.8

Using CDP Private Cloud Base, but new to Private Cloud Data Services 1.4.1

7.7.1 718 NA 781 718

Using CDP Private Cloud Data Services and wanting to upgrade to the latest version without upgrading Base version
7.6.5 7.1.7 SP1 14.0-H1 781 7.1.7 SP1
7.6.5 7.1.7 14.0-H1 781 7.1.7

For Upgrade pathsfor CDH and HDP
Table 9: Upgrade paths for CDH

Upgrade supported from:

Upgradeto:

¢ CDH 6.3.4/ ClouderaManager 6.3.4 .
¢« CDH6.2.1/ ClouderaManager 6.2.1

CDP 7.1.9.1000 (SP1) / Cloudera
Manager 7.11.3 Latest cumulative hotfix

¢ CDH 6.3.4/ ClouderaManager 6.3.4 .
*« CDH6.2.1/ ClouderaManager 6.2.1

CDP 7.1.7.3000 (SP3) / Cloudera
Manager 7.11.3 Latest cumulative hotfix

*+ CDP7.1.9/ClouderaManager 7.11.3
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CDP Private Cloud Base Supported in-place upgrade paths

Upgrade supported from: Upgradeto: Notes

« CDH 6.3.4/ Cloudera Manager 6.3.4 CDP7.1.7.2000 (SP2) / Cloudera Manager
«  CDH6.2.1/ClouderaManager 621 | /67

¢ CDH®6.1.1/ ClouderaManager 6.1.1

¢« CDH5.16.2/ Cloudera Manager 5.16.2
¢ CDH 5.16.2/ Cloudera Manager 6.3.1

«  CDH/ ClouderaManager 6.1- 6.3 CDP7.1.8/ ClouderaManager 7.7.1 Upgrading Cloudera Manager to version
7.7.1 or higher from clusters where CDH

5.x isdeployed is not supported. To upgrade
such clusters:

1. Upgrade Cloudera Manager to version
6.3.4.

2. Upgrade CDH to version 6.3.4

3. Upgrade Cloudera Manager to version

771
+  CDH/ Cloudera Manager 5.13-5.16 CDP 7.1.7 /Cloudera Manager 7.4.4
¢ CDH/ Cloudera Manager 6.1-6.3
«  CDH/ ClouderaManager 5.13 - 5.16 CDH 6.3
¢« CDH/ Cloudera Manager 6.1, 6.2
CDH / ClouderaManager 5.0 - 5.12 CDH / Cloudera Manager 5.13 - 5.16 Upgrades from Cloudera Manager/CDH 5.0 -

5.12 to CDP Private Cloud Base require that
you first upgrade to Cloudera Manager/CDH
5.13 or higher.

Table 10: Upgrade paths for HDP

Upgr ade supported from: Upgradeto: Notes

HDP3.1.5 CDP7.1.7 SP1,CDP 7.1.8, CDP 7.1.7 SP2, | One stage upgrade.
7.1.9,and CDP 7.1.7 SP3.

HDP 2.6.5 CDP7.1.8,CDP 7.1.7 SP2, and CDP 7.1.7 One stage upgrade.
SP3.

HDP3.1.5 CDP 7.1.8/ Cloudera Manager 7.7.1 Two stage upgrade from Ambari required.
HDP2.6.5 CDP 7.1.8/ Cloudera Manager 7.7.1. Two stage upgrade from Ambari required.
Requires an interim upgrade to CDP 7.1.7/

Cloudera Manager 7.4.4.
HDP 2.6.5 CDP7.11-7.1.7 Y ou can upgrade from HDP 2.6.5 and

Ambari 2.6.2.x to CDP Private Cloud Base
7.1.x This upgrade requires several major
steps, including upgrading to an interim
version of Ambari. After the upgrade,

your cluster will be managed by Cloudera
Manager and the components will be
upgraded to Cloudera Runtime 7.1.1 or
higher.

Cloudera Manager support for CDH, Cloudera Runtime and CDP Private
Cloud Data Services

Describes which versions of CDH, Cloudera Runtime and CDP Private Cloud Data Services are supported by
Cloudera Manager.
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CDP Private Cloud Base Supported in-place upgrade paths

Note: Not all combinations of Cloudera Manager, Cloudera Runtime, and CDP Private Cloud Data Services

E are supported. Ensure that the version of Cloudera Manager you are using supports the version of Cloudera
Runtime and CDP Private Cloud Data Services you have selected. For more information, see the Cloudera
Support Matrix.

The versions of Cloudera Runtime, CDP Private Cloud Data Services, and CDH clusters that can be managed by
Cloudera Manager are limited to the following:

For CDP Private Cloud Base
Table 11: Cloudera Manager support for CDP Private Cloud Base
Cloudera Manager Version Supported CDH/Runtime versions Supported CDP Private Cloud Data
Servicesversions
ClouderaManager 7.11.3 Latest cumulative |«  Cloudera Runtime 7.1.9 SP1 None
hotfix «  ClouderaRuntime 7.1.7 SP3
e ClouderaRuntime7.1.9
¢ ClouderaRuntime 7.1.7 SP2
¢ ClouderaRuntime7.1.8
¢ ClouderaRuntime 7.1.7 SP1
e ClouderaRuntime7.1.7
¢ ClouderaRuntime 7.1.6
e ClouderaRuntime7.1.5
¢ ClouderaRuntime7.1.4
e ClouderaRuntime7.1.3
¢ ClouderaRuntime 7.1.2
e ClouderaRuntime7.1.1
¢ ClouderaRuntime 7.0.3
» CDH6.3
« CDH®6.2
« CDH6.1
« CDH6.0
ClouderaManager 7.11.3 e ClouderaRuntime7.1.9 None
Note: You must install Python  ClouderaRuntime 7.1.7 SP2
E 3.8 (or 3.9 for RHEL 9.1) on ¢ ClouderaRuntime7.1.8
all hosts before installing or e ClouderaRuntime 7.1.7 SP1
gpflrzﬂllr__lg toCl ot_J;ifera Matmager « ClouderaRuntime 7.1.7
.11.3. For more information, see .
the Installing Python 3. *  Cloudera Runt! me7.16
¢ ClouderaRuntime7.1.5
e ClouderaRuntime7.1.4
¢ ClouderaRuntime7.1.3
¢ ClouderaRuntime 7.1.2
¢ ClouderaRuntime7.1.1
e ClouderaRuntime 7.0.3
» CDH6.3
e CDH6.2
« CDH6.1
» CDH6.0
ClouderaManager 7.7.3 should only beused | ¢  ClouderaRuntime 7.1.8 None
when you need to use Python 3.8 for the
Cloudera Manager agents. Y ou must install
Python 3.8 on all hosts before installing
or upgrading to Cloudera Manager 7.7.3.
Cloudera Manager 7.7.3-CHF2 supports
only RHEL 8.4, RHEL 8.6, and RHEL 7.9.
See the CDP Private Cloud Base Installation
Guide for more information.
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CDP Private Cloud Base

Supported in-place upgrade paths

Cloudera Manager Version

Supported CDH/Runtime versions

Supported CDP Private Cloud Data
Services versions

ClouderaManager 7.7.1 « ClouderaRuntime 7.1.7 SP2 None
Note: Clouderarecommendsyou |* ClouderaRuntime7.1.8
E to use latest cumulative hotfix e ClouderaRuntime 7.1.7 SP1
of Cloudera Manager 7.7.1 with e« ClouderaRuntime7.1.7
Cloudera Runtime 7.1.7-SP2. « ClouderaRuntime 7.1.6
¢ ClouderaRuntime 7.1.5
e ClouderaRuntime7.1.4
¢ ClouderaRuntime7.1.3
¢ ClouderaRuntime 7.1.2
¢ ClouderaRuntime7.1.1
e ClouderaRuntime 7.0.3
» CDH6.3
e CDH6.2
« CDH6.1
» CDH6.0
76.7 « ClouderaRuntime 7.1.7 SP2 None
Important: Do not upgrade to e ClouderaRuntime 7.1.7 SP1
& ClouderaManager 7.6.7 if youare |+ ClouderaRuntime 7.1.7
running CDP Private Cloud Data e« ClouderaRuntime7.1.6
Servicesin your deployment. e ClouderaRuntime7.1.5
¢ ClouderaRuntime7.1.4
¢ ClouderaRuntime7.1.3
e ClouderaRuntime7.1.2
¢ ClouderaRuntime7.1.1
e ClouderaRuntime7.0.3
« CDH®6.3
« CDH6.2
» CDH6.1
» CDH6.0
¢ CDH5.16.2
76.1 «  ClouderaRuntime 7.1.7 SP1 None

ClouderaManager 7.6.1 if you are
running CDP Private Cloud Data
Servicesin your deployment.

: Important: Do not upgrade to

e ClouderaRuntime 7.1.7
e ClouderaRuntime7.1.6
¢ ClouderaRuntime 7.1.5
e ClouderaRuntime7.1.4
¢ ClouderaRuntime7.1.3
e ClouderaRuntime7.1.2
¢ ClouderaRuntime 7.1.1
¢ ClouderaRuntime7.0.3

» CDH63
» CDH6.2
« CDH6.1
» CDH6.0

» CDH5.13-516
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CDP Private Cloud Base

Supported in-place upgrade paths

Cloudera Manager Version

7.4.4

Supported CDH/Runtime versions

Cloudera Runtime 7.1.7
Cloudera Runtime 7.1.6
Cloudera Runtime 7.1.5
Cloudera Runtime 7.1.4
Cloudera Runtime 7.1.3
Cloudera Runtime 7.1.2
ClouderaRuntime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0
CDH5.13-5.16

Supported CDP Private Cloud Data
Services versions

None

731

Cloudera Runtime 7.1.6
Cloudera Runtime 7.1.5
Cloudera Runtime 7.1.4
ClouderaRuntime 7.1.3
Cloudera Runtime 7.1.2
ClouderaRuntime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0

CDH 5.13-5.16

None

724

Cloudera Runtime 7.1.5
ClouderaRuntime 7.1.4
Cloudera Runtime 7.1.3
Cloudera Runtime 7.1.2
Cloudera Runtime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0

CDH 5.13-5.16

12
Supported with Cloudera Runtime 7.1.5 only

Cloudera Runtime 7.1.4
Cloudera Runtime 7.1.3
Cloudera Runtime 7.1.2
ClouderaRuntime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0

CDH 5.13-5.16

None
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CDP Private Cloud Base

Supported in-place upgrade paths

Cloudera Manager Version

Supported CDH/Runtime versions

Cloudera Runtime 7.1.3
Cloudera Runtime 7.1.2
ClouderaRuntime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0
CDH5.13-5.16

Supported CDP Private Cloud Data
Services versions

11

Cloudera Runtime 7.1.2
ClouderaRuntime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0

CDH 5.13-5.16

1.0

Cloudera Runtime 7.1.1
Cloudera Runtime 7.0.3
CDH 6.3

CDH 6.2

CDH 6.1

CDH 6.0
CDH5.13-5.16

None

7.0.3

Cloudera Runtime 7.0.3

None

For CDP Private Cloud Data Servic

€S

Table 12: Cloudera Manager support for CDP Private Cloud Data Services

Cloudera Manager Version

Supported CDP Private Cloud Data
Services versions

7.11.3 cumulative hotfix 1

Supported with Cloudera Runtime 7.1.7
SP2, 7.1.8 CHF19 or higher, and 7.1.9
CHF3 only when CDP Private Cloud
Data Servicesis deployed.

153

Only supported with Cloudera Runtime
7.1.7 SP2, 7.1.8 CHF19 or higher, and 7.1.9
CHF3.

7.11.3 cumulative hotfix 1

Supported with Cloudera Runtime 7.1.7
SP2, 7.1.8 CHF11 or higher, 7.1.9, and
7.1.9 CHF1 only when CDP Private
Cloud Data Services is deployed.

152

Only supported with Cloudera Runtime 7.1.7
SP2, 7.1.8 CHF11 or higher, 7.1.9, and 7.1.9
CHF1.

7101 «  Supported with Cloudera Runtime 7.1.7 | 1.5.1
Important: Upgrade to Cloudera SP2,7.1.7 SP1, and 7.1.8 CHF4 only Only supported with Cloudera Runtime 7.1.7
& Manager 7.10.1 only if you are when CDP Private Cloud Data Services | gpp 7,17 SP1, and 7.1.8 CHF4.
running CDP Private Cloud Data is deployed.
Servicesin your deployment.
795 o 150

Important: Upgrade to Cloudera
Manager 7.9.5 only if you are
running CDP Private Cloud Data
Servicesin your deployment.

A

Supported with Cloudera Runtime 7.1.7
SP2,7.1.7 SP1, and 7.1.8 only when
CDP Private Cloud Data Servicesis
deployed.

Only supported with Cloudera Runtime 7.1.7
SP2,7.1.7 SPland 7.1.8.
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CDP Private Cloud Base CDP Private Cloud Base Requirements and Supported Versions

Cloudera Manager Version Supported CDH/Runtime versions Supported CDP Private Cloud Data
Services versions

781 «  Supported with ClouderaRuntime 7.1.7 | 1.4.1
Important: Upgrade to Cloudera SP1,and 7.1.8 only when CDP Private | o1y supported with Cloudera Runtime 7.1.7
& Manager 7.8.1 only if you are Cloud Data Servicesis deployed. SP1and 7.1.8.
running CDP Private Cloud Data
Servicesin your deployment.
765 +  Supported with Cloudera Runtime 7.1.6, | 1.3.1, 1.3.2, 1.3.3. 1.3.4 are supported with
Important: Upgrade to Cloudera 7_;!__7' and 7.1.7 SP1 onI)_/ whgn CDP ClouderaRuntime 7.1.6 , 7.1.7.
& Manager 7.6.5 only if you are Private Cloud Data Servicesis deployed. | 1 4 0 s supported with Cloudera Runtime
running CDP Private Cloud Data 7.1.7 SP1 only.
Servicesin your deployment.
E 7.5.5isnot compatiblewith | g hnorted with Cloudera Runtime 7.1.6 and

¢ ClouderaRuntime 7.1.7
¢ ClouderaRuntime 7.1.6

754 . Note: Cloudera Manager 131,132,133
E 7.5.4isnot compatiblewith | g hnorted with Cloudera Runtime 7.1.6 and
the Spark 3 CDS parcel. 7.1.7 only

¢ ClouderaRuntime 7.1.7
e ClouderaRuntime 7.1.6

751 . Note: ClouderaManager 131
E 7.5.1isnot compatiblewith | g nnorted with Cloudera Runtime 7.1.6 and
the Spark 3 CDS parcel. 7.1.7 only

¢ ClouderaRuntime 7.1.7
¢ ClouderaRuntime 7.1.6

CDP Private Cloud Base Requirements and Supported
Versions

Refer to the following topics for information about hardware, operating system, and database requirements, as well as
product compatibility matrices.

: Important:

Before performing an upgrade of Cloudera Manager or the CDP Runtime, creating a backup of al the
metadata databases is important. This includes the Cloudera Manager database, and the various Runtime
component databases such as Hive Metadata Server, Ranger Admin, Ranger KM S, Schema Registry, etc. The
backups are necessary if thereis areason to rollback to the prior version.

Hardware Requirements
This topic specifies the hardware requirements for CDP Private Cloud Base.

Asyou create the architecture of your cluster, you will need to allocate Cloudera Manager and Runtime roles among
the hosts in the cluster to maximize your use of resources. Cloudera provides some guidelines about how to assign
rolesto cluster hosts. See Recommended Cluster Hosts and Role Distribution. When multiple roles are assigned to
hosts, add together the total resource requirements (memory, CPUSs, disk) for each role on a host to determine the
required hardware.
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: Attention: All recommendations for the number of coresrefer to logical cores, not physical cores.

For more information about sizing for a particular component, see the following minimum requirements:

Cloudera Manager
Hardware requirements for Cloudera Manager Server and related components.

Cloudera Manager Server

Table 13: Cloudera Manager Server Storage Requirements

Component Storage Notes

Partition hosting /usr 1GB

Partition hosting /var 100GBto5TB Scales according to number of nodes managed.
See table below.

Partition hosting /opt 100 GB minimum Usage grows as the number of parcels
downloaded increases. Budget 8 GB for each
additional CDH parcel, and 1 GB for each
additional non-CDH parcel.

Cloudera Manager Database Server e« <500hosts 5GB Minimum memory and processor requirements

«  >500hosts 10 GB should alow support for thgfollowi ng number
of paralel database connections:
* <500 hosts: 100 database connections
e >500 hosts: 250 database connections

Reports Manager Database Server Minimum 1 GB Reports Manager growth depends on number
of HDFS users and monitored directories.

Table 14: Host Based Cloudera Manager Server Requirements

Number of Cluster Hosts | Database Host ClouderaManager | Logical ClouderaManager | SMON and HMON /
Configuration and Server Heap Size Processors Server /var var Directory
HMON+SMON host Directory
sharing

Very small (#10) Shared 8GB 4 50 GB 50 GB

Small (#20) Shared 10GB 6 100 GB 100 GB

Medium (#200) Dedicated 16 GB 8 1TB 1TB

Large (#500) Dedicated 32GB 12 25TB 25TB

Extra Large (>500) Dedicated 48 GB 16 >25TB >25TB

Important: For medium and larger clusters, Host Monitor (HMON) and Service Monitor (SMON) should

& run on a host that is separate from Cloudera Manager. For medium and larger clusters, the SQL database
should not be shared between Cloudera Manager and CDH component services. Host Monitor and Service
Monitor do not use SQL database. They use an on-disk Level DB database in the /var partition.

E Note: Toincrease the Cloudera Manager Server heap size you must update the parameter under

[etc/default/cloudera-scm-server export  CMF_JAVA_OPTS="-Xmx4G. Later restart the Cloudera
Manager server for the changes to take effect.

Service Monitor Requirements

The requirements for the Service Monitor are based on the number of monitored entities. To see the number of
monitored entities, perform the following steps:
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1. Open the Cloudera Manager Admin Console and click Clusters Cloudera Management Service .

2. Find the Cloudera Management Service Monitored Entities chart. If the chart does not exist, add it from the Chart
Library.

For more information about Cloudera Manager entities, see Cloudera Manager Entity Types.

Note: JavaHeap Size values (see the tables below) are rough estimates and some tuning might be necessary.

E From Cloudera Manager, Cloudera recommends using G1 garbage collector (G1GC) for Service Monitor.
G1GC eliminateslong JVM pauses, but uses a bit more CPU and RAM. It is the default for new installations.
See Tuning VM Garbage Collection.

: Important: Service Monitor is not supported when installed on the BTRFS filesystem.

Table 15: Clusters with HDFS, YARN, or Impala

Use the recommendationsin this table for clusters where the only services with worker roles are HDFS, YARN, or

Impala.

Number of Monitored Entities | Number of Hosts Required Java Heap Size Recommended Non-Java Heap
Size

0-2,000 0-100 1GB 6 GB

2,000-4,000 100-200 15GB 6 GB

4,000-8,000 200-400 15GB 12GB

8,000-16,000 400-800 25GB 12GB

16,000-20,000 800-1,000 35GB 12GB

Table 16: Clusters with HBase, Solr, Kafka, or Kudu

Use these recommendations when services such as HBase, Solr, Kafka, or Kudu are deployed in the cluster. These
services typically have larger quantities of monitored entities.

Number of Monitored Entities | Number of Hosts Required Java Heap Size Recommended Non-Java Heap
Size

0-30,000 0-100 2GB 12GB
30,000-60,000 100-200 3GB 12GB
60,000-120,000 200-400 35GB 12GB
120,000-240,000 400-800 8GB 20GB

Related Information

Host Monitor and Service Monitor Memory Configuration

Host Monitor

The requirements for the Host Monitor are based on the number of monitored entities.
To see the number of monitored entities, perform the following steps:

1. Open the Cloudera Manager Admin Console and click Clusters Cloudera Management Service .

2. Find the Cloudera Management Service Monitored Entities chart. If the chart does not exist, add it from the Chart
Library.

For more information about Cloudera Manager entities, see Cloudera Manager Entity Types.

: Important: Host Monitor is not supported when installed on the BTRFS filesystem.
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Number of Hosts Number of Monitored Entities | Heap Size Non-Java Heap Size
<6k

0-200 1GB 2GB
200-800 6k-24k 2GB 6GB
800-1000 24k-30k 3GB 6 GB

Ensure that you have at least 25 GB of disk space available for the Host Monitor, Service Monitor, Reports Manager,
and Events Server databases.

Related Information
Cloudera Manager Entity Types
Host Monitor and Service Monitor Memory Configuration

Reports Manager

The Reports Manager fetches the fsimage from the NameNode at regular intervals. It reads the fsimage and creates a
Luceneindex for it. To improve the indexing performance, Cloudera recommends provisioning a host as powerful as
possible and dedicating an SSD disk to the Reports Manager.

Table 17: Reports Manager

Component Java Heap CPU Disk

1 dedicated disk that is at least

«  Recommended: 16 cores (32 20 times the size of the fsimage.

cores, with hyperthreading Cloudera strongly recommends

Reports Manager 3-4timesthesizeof thefsimage. |«  Minimum: 8 cores

Agent Hosts
An unpacked parcel requires approximately three times the space of the packed parcel that is stored on the Cloudera

Manager Server.
Component Storage Notes
Partition hosting /opt 30 GB minimum Usage grows as new parcels are downloaded
to cluster hosts.
Ivar/log 2 GB per role Each role running on the host will need at least
2 GB of disk space.

Event Server

The following table lists the minimum requirements for the Event Server:

Storage

1core 256 MB +  5GB for the Event Database
* 20 GB for the Event Server Index
Directory. The location of this directory
is set by the Event Server Index Directory
Event Server configuration property.

Alert Publisher
The following table lists the minimum requirements for the Alert Publisher:

CPU RAM Storage
1 core 1GB Minimum of 1 disk for log files

Cloudera Runtime
Hardware requirements for Cloudera Runtime components.
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Increase the memory for higher
replica counts or a higher number
of blocks per DataNode. When
increasing the memory, Cloudera
recommends an additional 1 GB
of memory for every 1 million
replicas above 4 million on the
DataNodes. For example, 5
million replicas require 5 GB of
memory.

Set this value using the Java Heap
Size of DataNode in Bytes HDFS
configuration property.
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Atlas
Memory CPU Disk Additional Dependencies
. - . No special requirement because .
Small: 4 GB Minimum: 4 HBase is used for storage. Solr Shards: 4
Large: 32 GB Medium: 8 (property: atlas_solr_shards)
Large: 16 The shards for Atlas collections within Solr is
determined by this number.
HDFS
JournalNode 1 GB (default) 1 core minimum 1 dedicated disk
Set this value using the Java Heap
Size of JournalNode in Bytes
HDFS configuration property.
NameNode + Minimum: 1 GB (for proof- | Minimum of 4 dedicated cores; «  Minimum of 2 dedicated
of-concept deployments) more may be required for larger disks for metadata
«  Addanadditional 1GB for | clusters 1dedicated disk for log files
each additional 1,000,000 (This disk may be shared with
blocks the operating system.)
Snapshots and encryption can * Maximumdisks: 4
increase the required heap
memory.
See Szing NameNode Heap
Memory.
Set this value using the Java
Heap Size of NameNode in Bytes
HDFS configuration property.
DataNode Minimum: 4 GB Minimum: 4 cores. Add more Minimum: 4
. cores for highly active clusters. .
Maximum: 8 GB Maximum: 24

The maximum acceptable size
will vary depending upon how
large average block sizeis. The
DN'’s scalability limits are mostly
afunction of the number of
replicas per DN, not the overall
number of bytes stored. That said,
having ultra-dense DNs will affect
recovery timesin the event of
machine or rack failure. Cloudera
does not support exceeding 100
TB per data node. Y ou could

use 12 x 8 TB spindles or 24 x
4TB spindles. Cloudera does not
support drives larger than 8 TB.

Configure the disksin JBOD
mode. Do not use RAID/LVM/
ZFS.

Warning: Running Runtime on storage platforms other than direct-attached physical disks can provide
suboptimal performance. Cloudera Enterprise and the magjority of the Hadoop platform are optimized to
provide high performance by distributing work across a cluster that can utilize data locality and fast local 1/0.

HBase

22




CDP Private Cloud Base CDP Private Cloud Base Requirements and Supported Versions

Component Java Heap

100-10,000 regions: 4 GB

« 10,000 or more regions with
200 or more Region Servers:

8GB

« 10,000 or more regions with
300 or more Region Servers:
12GB

Set this value using the Java Heap

Size of HBase Master in Bytes
HBase configuration property.

Minimum 4 dedicated cores. You
can add more cores for larger
clusters, when using replication,
or for bulk loads.

1 disk for local logs, which can be
shared with the operating system
and/or other Hadoop logs

Heap Size of HBase Thrift Server
in Bytes HBase configuration
property.

Region Server «  Minimum: 8 GB Minimum: 4 dedicated cores «  4ormorespindlesfor each
»  Medium-scale production: 16 HDFS DataNode
GB e 1disk forlocal logs (this
¢ Heap larger than 16 GB disk can be shared with the
requires special Garbage operating system and/or other
Collection tuning. See Hadoop logs
Configuring the HBase
BlockCache.
Set this value using the Java Heap
Size of HBase RegionServer
in Bytes HBase configuration
property.
Thrift Server 1GB-4GB Minimum 2 dedicated cores. 1 disk for local logs, which can be
Set this value using the Java shared with the operating system

and other Hadoop logs.

E Note: Consider adding more HBase Thrift Servers for production environments and deployments with a

large number of Thrift client to scale horizontally.

Related Information
Configuring HBase BlockCache

Hive
Camponent Jemrer om0
HiveServer 2 Single Connection 4GB Minimum 4 dedicated cores Minimum 1 disk
2-10 connections 4-6 GB Thisdisk isrequired for
the following:
11-20 connections 6-12 GB ) )
e HiveServer2 log files
21-40 connections 12-16 GB «  stdout and stderr
41 to 80 connections 16-24 GB Outpl:lt f||§ .
e Configuration files
Cloudera recommends splitting . _Operati on Io_gs stored
HiveServer2 into multiple instances in th_e operati on_lo
and load balancing them once you gs__dlr _dl rectory,
start allocating more than 16 GB to which is configurable
HiveServer2. The objectiveisto adjust * Any temporary

files that might be
created by local map
tasks under the /tmp
directory

the size to reduce the impact of Java
garbage collection on active processing
by the service.

Set this value using the Java Heap
Size of HiveServer2 in Bytes Hive
configuration property.
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Component Java Heap CPU Disk

Hive Metastore Single Connection 4GB Minimum 4 dedicated cores Minimum 1 disk
2-10 connections 4-10GB Thisdisk is required so
- that the Hive metastore
11-20 connections 10-12GB can store the following
21-40 connections 12-16 GB artifects
- e Logs
41 to 80 connections 16-24 GB - Configuration files

Set this value using the Java Heap Size *  Backend database
of Hive Metastore Server in Bytes that is used to store

Hive configuration property. metedataif the
database server is also
hosted on the same
node

Beeline CLI Minimum: 2 GB N/A N/A
H
Component Memory
Hue Server Minimum: 4 GB Minimum: 1 Coreto run Django | Minimum: 10 GB for the

database, which grows
proportionally according to the
cluster size and workloads.

*  Maximum 10 GB When Hue is configured for high
¢ If the cluster uses the Hue availability, add additional cores
load balancer, add additional
memory When Hue is configured for high
availability, add spaceisrequired
for the /tmp (temporary) directory,
approximately 5GB.

The term "cluster size" refers to the number of nodes in the cluster. "Workload" in Hue means the number of queries
run and the number of concurrent unique users using the application in a given period of time.

A minimum of 10GB is needed for the database. The Hive MetaStore service largely uses the database. The database
grows in size quickly because of the query history that it retains. To optimize performance, you must regluarly
cleanup old documents and queries.

E Note: Hueislimited by cgroup settings. In Cloudera Manager, all memory soft/hard limits are set to - 1.

Related Information
Adding a Load Balancer for Hue

Impala

Sizing requirements for Impala can vary significantly depending on the size and types of workloads using Impala.

Component Native Memory JVM Heap CPU Disk

Impala Daemon Set this value using the Set this value using o Minimum: 1 disk
Impala Daemon Memory | the Java Heap Size of . Mini " «  Recommended: 8 or
Limit configuration Impala Daemon in Bytes inimum: more
property. configuration property for | ¢ Recommended: 16 or
i more
«  Minimum: 32 GB the Coordinator Impala - -
. Recommended: 128 | DZEMOnS: CPU instruction set:
GB «  Minimum: 4 GB AVX2

¢ Recommended: 8 GB
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Component Native Memory JVM Heap CPU Disk

Catalog Server Set this value using the Java Heap Size of Catalog e  Minimum: 4 e Minimum and
Server in Bytes configuration property. «  Recommended: 16 or Recommended: 1 disk
+  Minimum: 4 GB more
*  Recommended: 8 GB CPU instruction set:
AVX2

For the networking topology for multi-rack cluster, Leaf-Spine is recommended for the optimal performance.

Kafka

Kafkarequiresafairly small amount of resources, especially with some configuration tuning. By default, Kafka, can
run on aslittle as 1 core and 1GB memory with storage scaled based on requirements for data retention.

CPU israrely abottleneck because Kafkais 1/0 heavy, but a moderately-sized CPU with enough threadsis still
important to handle concurrent connections and background tasks.

Kafka brokers tend to have a similar hardware profile to HDFS data nodes. How you build them depends on what is
important for your Kafka use cases.

Use the following guidelines:

To affect performance of these features: Adjust these parameters:

Message Retention Disk size

Client Throughput (Producer & Consumer) Network capacity
Producer throughput Disk I/0
Consumer throughput Memory

A common choice for a Kafkanode is as follows:

Component Memory/Java Heap

Broker + RAM:64GB 12- 24 cores 1 HDD For operating system
¢ Recommended Java heap: 4 ¢ 1HDD for Zookeeper
GB datal ogDir
Set this value using the Java * 10- HDDs, using Raid 10, for
Kafka data

Heap Size of Broker Kafka
configuration property.

Cruise Control 1GB 1 core Because Cruise Control stores
Note: A moderately- its d{:\taln Kafkgthe storage
. : requirements will depend on the
sized CPU with enough . .
. retention settings of the related
threads is important

to handle metric Kafkatopics.
fetching from Kafka
and background tasks.
Kafka Connect 0.5 - 4 GB heap size depending on | 4 cores
the Connectorsin use. Note: Depends on the
E Connectorsin use.
MirrorMaker 1 GB heap 1 core per 3-4 streams No disk space needed on
! . MirrorMaker instance. Destination
Set this value using the Java brokers should have sufficient
Heap Size of MirrorMaker Kafka ) ;
; f disk space to store the topics
configuration property. being copied over.
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Component Memory/Java Heap CPU Disk

Schema Registry 1 GB heap 2 cores 1MB

Serialization JAR files may be
uploaded and may be of any size.
The disk usage depends on the
JAR files uploaded. The files may
be stored locally on the same host
where SchemaRegistry is running
or in HDFSif available.

Streams Messaging Manager 8 GB heap 8 cores 5GB

Note: The hardware

E reguirements for SMM
depends on the number
of Kafka partitions.

Streams Replication Manager « 1 GB heap for SRM driver The performance of the SRM No resources required

«  1GB heap for SRM Service driver is mostly impacted by
network throughput and latency.

Networking requirements: Gigabit Ethernet or 10 Gigabit Ethernet. Avoid clusters that span multiple data centers.

Kafka and Zookeeper: It is common to run ZooK eeper on 3 broker nodes that are dedicated for Kafka. However, for
optimal performance Cloudera recommends the usage of dedicated Zookeeper hosts. Thisis especialy true for larger,
production environments.

Key Trustee Server

Component Memory CPU Disk

Key Trustee Server 8GB 1 GHz 64-bit quad core 20 GB, using moderate to high-
Note: KTSrequires performance drives
E aadditional dedicated
resources.

Related Information
Encrypting Data at Rest

Ranger KMS
Component Memory CPU Disk
Ranger KMS 8GB 1 GHz 64-bit quad core 20 GB, using moderate to high-

Note: Cloudera performance drives

E recommends using
machines with CPUs
that support the AES-
NI instruction set
and have asimilar
performance to the
CPUs available to
the NameNodes, so
as not to introduce a
bottleneck to HDFS
client operations.

Kudu
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Component Memory CPU Disk

Tablet Server o

Minimum: 4 GB
Recommended: 10 GB

Kudu currently requires a CPU
that supports the SSSE3 and
SSE4.2 instruction sets.

1 disk for write-ahead log (WAL).
Using an SSD drive may improve
performance.

Additional hardware may be
required, depending on the
workloads running in the cluster.

If you areto run Kudu inside a
VM, enable SSE4.2 pass-through
to pass through SSE4.2 support
into the VM.

Kudu currently requires a CPU 1 disk
that supports the SSSE3 and

SSE4.2 instruction sets.

Master ¢ Minimum: 256 MB
¢ Recommended: 1 GB

If you are to run Kudu inside a
VM, enable SSE4.2 pass-through
to passthrough SSE4.2 support
into the VM.

Related Information
Apache Kudu configuration

Oozie

Component Java Heap

Oozie Minimum: 1 GB (thisis No resources required No resources required
the default set by Cloudera
Manager). Thisis sufficient
for less than 10 simultaneous
workflows, without forking.

« If you notice excessive
garbage collection, or out-
of-memory errors, increase
the heap sizeto 4 GB for
medium-size production
clusters or to 8 GB for large-
size production clusters.

¢ Set thisvalue using the Java
Heap Size of Oozie Server
in Bytes Oozie configuration
property.

Additional tuning:

For workloads with many coordinators that run with complex workflows (a max concurrency reached! warning
appears in the log and the Oozie admin -queuedump command shows a large queue):

« Increase the value of the oozie.service.CallableQueueService.callable.concurrency property to 50.
* Increase the value of the oozie.service.CallableQueueService.threads property to 200.

Do not use a Derby database as a backend database for Oozie.

Ozone hardware recommendations
This guide helps you choose hardware for Ozone based on your data storage needs. Following these recommendations
will ensure that you get optimum performance from your Ozone cluster.

Table 18: Recommendations

The vaues are minimums and can go higher depending on your requirements. However, the above recommendations
will apply to the vast majority of deployments.
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Node Chasis Node RAM OSDisk | MetaDisk = DataDisk | Network Disk
Type RAM for each (NVMe) Controllers
service

Master 2x20c 256 GB 64 GB 2x480 2x4TB 2x ZSGbpS

node GB SSD

(OM and

SCM and
Recon)

Datanode 2U 2x12c 31 GB** 2x157TB | 24x 16TB 2x 12
(Ozone, no Gbps
compute) (low)

Datanode 2x 24c 512 GB 2x3TB Optiona
(Ozone,
mixed
compute)

Compute U - 1x4TB - 1x 25Gbps -
node (No
Storage)

** Avoid using heap sizes of 32GB to 47GB because the VM cannot use Compressed oops for heap sizes > 31GB.
This reduces the effective memory available to the process. If you want to configure heaps > 31GB, then use a heap
size of at least 48GB or higher.

Notes
The above configuration will support up to 10B keys because of the 4 TB NV Me on the master nodes.

The absolute minimum recommended configuration is 3 master nodes and 9 datanodes. This will support Erasure
Coding with the RS(6,3) configuration with full High Availability. Additional datanodes can be added in increments
of 1 to increase storage.

Network

The network between the datanodes and the compute nodes cannot be oversubscribed by more than 2:1. Networking
is sized to support the full (real-world) bandwidth of the drives across the network. More drives require faster
networks, both at the server level and the switch level.

NVMe

NVMe should be configured in RAID1 pairs to provide business continuity for Ozone metadata in case of hardware
failure.

The master nodes and datanodes use NV Me to store Ozone metadata. The compute nodes use NVMe for shuffle
(Spark, MapReduce, and Tez) and caching (LLAP). The mixed compute datanodes use NVMe for both Ozone
metadata and shuffle (Spark, MapReduce, and Tez) plus caching (LLAP).

Cloudera recommends mounting Ozone partitions across the NVMe drive pair as RAID1 (800GB) with the remaining
space used for shuffle or cache as independent JBOD partitions. RAID can be configured either in hardware or in
software.

Example sizing calculator

Suggested Value Logical Capacity 2PB Logical Capacity 8PB L ogical Capacity 16PB Additional information
of Parameter

Number of Data 9 31 64 These are cal culated based
Nodesif using on actud file storage
Erasure Coding rs(6,3) required (See Row 1)
Logica datasize 2304 8192 16384 -
proposed (TB, EC 6,3)
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Suggested Value L ogical Capacity 2PB L ogical Capacity 8PB L ogical Capacity 16PB Additional information
of Parameter
Raw disk capacity (TB) 3456 12288 24576 -
Number of Data Nodes 16 64 128 These are cal culated based
if using triple replication on actual file storage
required (See Row 1)
Logica datasize - 2048 8192 16384 -
conservative using 3x (TB)
Raw disk capacity (TB) 6144 24576 49152 -
Related Information
Ozone Architecture
Phoenix
Component H Java Heap ‘ CPU ‘ Disk ‘
Phoenix Query Server 1GB-4GB Minimum 2 dedicated cores. 1 disk for local logs, which can be
Set this value using the Phoenix ?nzradhv;t:gggplerat;ng system
Query Server Max Heapsize plogs.
configuration property. Increase
this property value if you run any
of these queries, aggregates, joins,
or subqueries and if the query
processing requires more memory.
Ranger
Memory ‘ CPU H Disk H Additional Dependencies

Ranger Admin: 1 GB 1 core minimum
minimum, then adjust
heap asrequired (8

GB-16 GB)

No special requirement.

Ranger Usersync: 1 GB | 1 core minimum No special requirement.

minimum

Ranger Tagsync: 1 GB | 1 core minimum No special requirement.

minimum
Solr
Component H Java Heap ‘ CPU ‘ Disk ‘
Solr «  Small workloads, or e Minimum: 4 No reguirement if Solr uses HDFS
evaluations: 16 GB «  Recommended: 16 for for storage.
«  Smaller production production workloads If Solr uses local file system:

environments: 32 GB

¢ Larger production
environments: 96 GB is
sufficient for most clusters.

Set this value using the Java Heap
Size of Solr Server in Bytes Solr
configuration property.

*  Faster disks, such as SSD
can provide a significant
performance improvement.

¢ Occasionally anode may
need disk space equal to 2-2.5
times the size of shards on the
node for storage and overhead
(for segment merging and
shard recovery).

¢ For heavy ingest and query
loads Solr typically performs
best on dedicated nodes,
partially due to available OS
cache for Salr files.
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Note the following considerations for determining the optimal amount of heap memory:

» Size of searchable material: The more searchable material you have, the more memory you need. All things being
equal, 10 TB of searchable data requires more memory than 1 TB of searchable data.

» Content indexed in the searchable material: Indexing all fieldsin a collection of logs, email messages, or
Wikipedia entries requires more memory than indexing only the Date Created field.

« Thelevel of performance required: If the system must be stable and respond quickly, more memory may help. If
slow responses are acceptable, you may be able to use less memory.

Related Information
Deployment Planning for Cloudera Search

Spark
Spark History Server Minimum: 512 MB Minimum 1 disk for log files.
Set this value using the Java Heap Important: Cloudera
Size of History Server in Bytes & recommends that you
Spark configuration property. adjust the number of
CPUs and memory
for the Spark History
Server based on your
specific cluster usage
patterns.
Livy

Component Java Heap

Minimum: 512 MB

Set this value using the maximum
size for the Java process heap
memory Livy configuration

property.

Minimum 1 disk

YARN

Component Java Heap Other Recommendations

Job History Server

Minimum: 1 GB

¢ Increase memory by 1.6 GB
for each 100,000 tasks kept in
memory. For example:

5 jobs @ 100, 000 mappers
+ 20,000 reducers = 600,000
total tasks requiring 9.6 GB
of heap.

See the Other
Recommendations column for
additional tuning suggestions.

Set this value using the Java Heap
Size of JobHistory Server in Bytes
YARN configuration property.

Minimum: 1 core

¢ Set the mapreduce.jobhis
tory.loadedtasks.cache.size
property to atotal loaded task
count. Using the examplein
the Java Heap column to the
left, of 650,000 total tasks,
you can set it to 700,000
to allow for some safety
margin. This should also
prevent the JobHistoryServer
from hanging during garbage
collection, since the job count
limit does not have atask
limit.
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Component Java Heap CPU Other Recommendations

NodeM anager

Minimum: 1 GB.

Configure additional heap
memory for the following
conditions:

¢ Large number of containers

¢ Largeshxmlufflesizesin
Spark or MapReduce

Set this value using the Java Heap
Size of NodeManager in Bytes
YARN configuration property.

¢ Minimum: 8-16 cores
¢ Recommended: 32-64 cores

Disks:

¢ Minimum: 8 disks

¢ Recommended: 12 or more
disks

Networking:

¢ Minimum: Dual 1Gbpsor
faster

¢ Recommended: Single/Dual
10 Gbps or faster

ResourceM anager

Minimum: 6 GB

Configure additional heap
memory for the following
conditions:

¢« Morejobs

e Larger cluster size

¢ Number of retained finished
applications (configured with
the yarn.resourcemanager
.max-compl eted-applications
property.

¢ Scheduler configuration

Set this value using the Java Heap

Size of ResourceManager in Bytes
YARN configuration property.

Minimum: 1 core

Other Settings

¢ Set the ApplicationMaster
Memory YARN
configuration property to 512
MB

¢ Set the Container Memory
Minimum YARN
configuration property to 1
GB.

N/A

N/A

Related Information

Tuning Apache Hadoop YARN

ZooKeeper

Component Java Heap

ZooK eeper Server

Minimum: 1 GB

¢ Increase heap size when
watching 10,000 - 100,000
ephemeral znodes and are
using 1,000 or more clients.

Set this value using the Java Heap
Size of ZooK eeper Server in
Bytes ZooK eeper configuration

property.

Minimum: 4 cores

ZooK eeper was not designed to
be alow-latency service and does
not benefit from the use of SSD
drives. The ZooK eeper access
patterns — append-only writes and
sequential reads — were designed
with spinning disks in mind.
Therefore Cloudera recommends
using HDD drives.

Related Information
Add aZooKeeper service
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This topic describes the operating system regquirements for CDP Private Cloud Base. Azul OpenJDK, OpenJDK 8,
OpendDK 11, and OpendDK 17 are TCK certified for CDP.

Please see the Cloudera Support Matrix for detailed information about supported operating systems.

SLES 15 SP4 is supported when using the Trial Installer (cloudera-manager-installer.bin) to install Cloudera
Manager.

i Important: Extrastep required when using Cloudera Manager Trial installer on SLES 15 SP4.

When using cloudera-manager-installer.bin to install atrial version of Cloudera Manager, the installation will
fall.

Before running cloudera-manager-installer.bin, run the following command:

SUSEConnect --1i st-extensions
SUSEConnect -p sl e-nodul e-1 egacy/ 15. 4/ x86_64
zypper install |ibncursesb

Runtime provides parcels for select versions of RHEL -compatible operating systems.

i Important:

In order to be covered by Cloudera Support:

¢ All Runtime hostsin alogical cluster must run on the same major OS release.
¢ Cloudera supports a temporarily mixed OS configuration during an OS upgrade project.
e Cloudera Manager must run on the same OS release as one of the clusters it manages.

Cloudera recommends running the same minor release on all cluster nodes. However, the risk caused by
running different minor OS releasesis considered lower than the risk of running different major OS releases.

Points to note:

¢ Clouderadoes not support Runtime cluster deploymentsin Docker containers.

e Cloudera Enterprise is supported on platforms with Security-Enhanced Linux (SELinux) enabled and in
enforcing mode. Clouderais not responsible for policy support or policy enforcement. If you experience
issues with SELinux, contact your OS provider.

i Important:
« NavEncrypt and KTS are not supported in 7.1.8 and 7.1.9 when using SLES 15 SP4

¢ ClouderaManager 7.11.3 supports only SLES 15 SP4 but not SLES 12. So it is hot possible to have
temporarily mixed OS configurations during the upgrade.

Operating System Version

IBM PowerPC on RHEL The following components are not supported:
e Impaa
e Kudu
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Operating System Version

e Ozone
* Navigator Encrypt

Note: Ranger KMS isthe recommended
Key Management Server for PowerPC
deployments.

This matrix explains the operating system supported on IBM PowerPC. There are two core configurations with CDP
Private Cloud Base and different PowerPC version deployments:

1. I1BM PowerPC only and CDP Private Cloud Base

2. 1BM PowerPC CPU, IBM Spectrum Scale Storage, and CDP Private Cloud Base. Thisis a subset of what is
supported generally on IBM PowerPC.

IBM Power PC Support Documentation

PowerPC 8 and 9 generally without Spectrum Scale https://www.ibm.com/docs/en/linux-on-systems?
Storage topi c=Ipo-supported-linux-di stributions-virtualization-
options-power8-power9-linux-power-systems

PowerPC 10 generally without Spectrum Scale Storage | https://www.ibm.com/docs/en/linux-on-systems?
topi c=Ipo-supported-linux-distributions-virtualization-
options-power10-linux-power-servers

IBM Spectrum Scale Storage with CDP Private Cloud | https.//www.ibm.com/docs/en/spectrum-scal e-bda?
Base on x86 and PowerPC combinations topi c=requirements-support-matrix
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* Python - Python dependencies for the different CDP components is mentioned below:
Cloudera M anager

(For 7.1.9 SP1) You must install Python 3.8 (or 3.9 for RHEL 9.1) on al hosts before upgrading to
Cloudera Manager 7.11.3.

(For 7.1.9 SP1) You must install Python 3.10 for SLES 15 SP4 and SLES 15 SP5 on all hosts before
upgrading to Cloudera Manager 7.11.3 CHF7. For more information, see Installing Python 3.

i Important:

Cloudera Manager now requires Python 3.10 on al versions of SLES 15, including
SLES 15 SPA4. It is not possible to support two different versions of Python for the
same major version of operating system. If the cluster was previously running Python
3.8, then you must upgrade to Python 3.10.

Dueto a change in support from Python 3.8 to Python 3.10 for SLES 15 SP4 and
SLES 15 SP5, only aregular upgrade of Cloudera Manager to 7.11.3 CHF7 and CDP
Runtime cluster to 7.1.9 SP1 is possible and must occur sequentially without starting
the cluster between the Cloudera Manager and CDP Runtime cluster upgrades.

Ubuntu 18 Operating System is not supported from Cloudera Manager 7.11.3 to
Cloudera Manager 7.11.3 CHF7 versions. Y ou must upgrade the Operating System
from Ubuntu 18 to Ubuntu 20 before you upgrade to Cloudera Manager 7.11.3 CHF7.
For performing major OS upgrade, see Upgrading the Operating System to a new

Major Version.
Hue
(For 7.1.9) The minimum required version of Python 3.8 is 3.8.12. The minimum version of Python
3.9 (RHEL 9)is3.9.14.
(For 7.1.9 SP1) The recommended minimum required version of Python 3.10 on SLES 15 SP4,
SLES 15 SP5, and Ubuntu 22 is 3.10.14.
Spark

Important: Spark 2 will be deprecated in Cloudera Runtime 7.1.9. Therefore, 7.1.9
& isthe last runtime release where Spark 2 is supported. For more information, see
Deprecation Noticesin Cloudera Runtime.

Spark 2.4 supports Python 2.7 and 3.4-3.7.

Spark 3.0 supports Python 2.7 and 3.4 and higher, although support for Python 2 and 3.4to 3.5is
deprecated.

Spark 3.1 supports Python 3.6 and higher.

If theright level of Python is not picked up by default, set the PY SPARK_PYTHON and PY SP
ARK_DRIVER_PYTHON environment variables to point to the correct Python executable before
running the pyspar k command.

» Perl - Cloudera Manager requires perl.

« python-psycopg?2 - Cloudera Manager 7 has a dependency on the package python-psycopg2. PostgreSQL -backed
Hue in Runtime 7 requires a higher version of psycopg?2 than is required by the Cloudera Manager dependency.
For more information, see Installing the psycopg2 Python Package.

« iproute package - CDP Private Cloud Base has a dependency on the iproute package. Any host that runs the
Cloudera Manager Agent requires the package. The required version varies depending on the operating system:

RHEL iproute
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Ubuntu iproute2
SLES iproute2

« rpchind package - CDP Private Cloud Base has a dependency on ther pci nf o command which is usually
found in the rpchind package. Any host that runs the Cloudera Manager Agent requires this package. The required
version varies depending on the operating system.

The Hadoop Distributed File System (HDFS) is designed to run on top of an underlying filesystem in an operating
system. Cloudera recommends that you use either of the following filesystems tested on the supported operating
systems:

e ext3: Thisisthe most tested underlying filesystem for HDFS.
» extd: This scalable extension of ext3 is supported in more recent Linux releases.

Important: Cloudera does not support in-place upgrades from ext3 to ext4. Cloudera recommends that
you format disks as ext4 before using them as data directories.

e XFS: Thisisthe default filesystem in RHEL 7.
* S3: Amazon Simple Storage Service

Kudu Filesystem Requirements - Kudu is supported on ext4 and XFS. Kudu requires a kernel version and filesystem
that supports hole punching. Hole punching is the use of the fallocate(2) system call with the FALLOC_FL_PUNCH_
HOLE option set.

Linux filesystems keep metadata that record when each file was accessed. This means that even reads result in awrite
to the disk. To speed up file reads, Cloudera recommends that you disable this option, called atime, using the noatime
mount option in /etc/fstab:

/dev/sdbl /datal ext4 defaults, noatine O
Apply the change without rebooting:

nmount -o renount /datal

The filesystem mount options have a sync option that allows you to write synchronously.

Using the sync filesystem mount option reduces performance for services that write datato disks, such as HDFS,
YARN, Kafkaand Kudu. In CDP, most writes are already replicated. Therefore, synchronous writes to disk are
unnecessary, expensive, and do not measurably improve stability.

NFS and NAS options are not supported for use as DataNode Data Directory mounts, even when using Hierarchical
Storage features.

Cloudera supports mounting /tmp with the noexec option. Mounting /tmp as a filesystem with the noexec option is
sometimes done as an enhanced security measure to prevent the execution of files stored there.

Y ou can control resource allocation for Cloudera Manager and CDP Runtime services (nproc, nofile, etc) from /etc/
security/limits.conf, and through i ni t scripts on traditional SysV Init systems. However, on systems using systemd
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the limits either needs to be set in the service’ s unit file, or in /etc/systemd/system.conf, or in files present under /etc/
systemd/system.conf.d/*. Thisis due to a known limitation with systemd as it does not use PAM login sessions (pam_
limits.so) for daemon services, thereby ignoring the limits defined in /etc/security/limits.conf. Both Cloudera Manager
Agent and Supervisord (responsible for starting CDP Runtime services) are daemonised during system initialisation.

Y ou can perform either of the following steps to modify the resource limit:

1. For system-wide change, uncomment the process properties from /etc/systemd/system.conf, or create an override
.conf under /etc/systemd/system.conf.d/. This requires a*nix system reboot for the changes to take effect. For
more information, see Limits.conf.

2. To apply custom limits on CDP Runtime services, add the required process propertiesto the[ Ser vi ce] section
in /ust/lib/systemd/system/cloudera-scm-supervisord.service.

For instance, to customise the number of child processes a process can fork. Y ou can set the property as follows:
Li m t NPROC=<val ue>

Then reload the configuration by running the following command for the limits to be applied in the subseguent
service restarts:

# systenctt!| daenon-rel oad

Here are the list of available process properties.

Although not a strict requirement, it's highly recommended that you usenscd to cache both DNS name resolution and
static name resolution for Kudu.

Cloudera recommends you to set up the following configurations:

» Disabling Transparent Hugepages (THP)
e vm.swappiness Linux Kernel Parameter

For setting these configurations, see Disabling Transparent Hugepages (THP) and Setting the vm.swappiness Linux
Kernel Parameter.

This topic describes the database requirements for CDP Private Cloud Base.

Please see the Cloudera Support Matrix for detailed information about supported databases based on the CDP and
Cloudera Manager versions.

Important: When you restart processes, the configuration for each of the servicesis redeployed using

& information saved in the Cloudera Manager database. If thisinformation is not available, your cluster cannot
start or function correctly. Y ou must schedule and maintain regular backups of the Cloudera Manager
database to recover the cluster in the event of the loss of this database. For more information, see Backing Up
Databases.

Cloudera Manager and Runtime come packaged with an embedded PostgreSQL database for use in non-production
environments. The embedded PostgreSQL database is not supported in production environments. For production
environments, you must configure your cluster to use dedicated external databases.

After installing a database, upgrade to the latest patch and apply appropriate updates. Available updates may be
specific to the operating system on which it isinstalled.

Notes.
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* CDP does not support Perconafor MySQL as a backend database for the Hive Metastore (HMS).
» Usethe appropriate UTF8 encoding for Metastore, Oozie, Hive, and Hue.

Oozie aso supports UTF8M B4 character encoding out of box without any configuration change when the Oozie
custom database is created with the encoding of UTF8MBA4.

MySQL and MariaDB must use the MySQL utf8 encoding, not utf8mb4.
* Ranger only supports the InnoDB engine for MySQL and MariaDB databases.

e For MySQL 5.7, you must install the MySQL -shared-compat or MySQL -shared package. Thisisrequired for the
Cloudera Manager Agent installation.

* MySQL GTID-based replication is not supported.

« Both the Community and Enterprise versions of MySQL are supported, aswell as MySQL configured by the
AWS RDS service.

» Before upgrading from CDH 5 to CDH 6, check the value of the COMPATIBLE initialization parameter in the
Oracle Database using the following SQL query:

SELECT nane, val ue FROM v$par aneter WHERE nanme = 'conpati bl e’

The default valueis 12.2.0. If the parameter has a different value, you can set it to the default as shown in the
Oracle Database Upgrade Guide.

Note: Before resetting the COMPATIBLE initialization parameter to its default value, make sure you
E consider the effects of this change can have on your system.

Various Cloudera components rely on backing RDBMS services as critical infrastructure. Y ou may require Cloudera
components to support deployment in environments where RDBM S services are made highly-available. High
availability (HA) solutions for RDBMSS are implementation-specific, and can create constraints or behavioral changes
in Cloudera components.

This section clarifies the support state and identifies known issues and limitations for HA deployments.

When upgrading Cloudera Manager, there may be a minimum version requirement for the database server.

Ensure that the Cloudera Manager database server is upgraded to at least this minimum requirement prior to starting
the new version of Cloudera Manager for the first time.

1. Stop Cloudera Manager Server service.

2. Upgrade the Cloudera Manager RPMs.

3. Upgrade the Cloudera Manager database server version.
4. Start the Cloudera Manager.

When upgrading CDP to anew version, the new version of CDP may have a minimum version requirement for the
database server which holds services metadata.

If the database server needs to be upgraded, follow this process:

1. Stop CDP services which depend on the database server, or aternatively, stop the entire cluster.
2. Upgrade the database server version.

3. Upgrade CDP using Cloudera Manager.

4. Start the stopped services, or the entire cluster.

When a database server upgrade isrequired, it is not possible to perform arolling upgrade of the cluster.
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Understanding the difference between HA and load balancing isimportant for Cloudera components, which are
designed to assume services are provided by asingle RDBM S instance. Load balancing distributes operations

across multiple RDBMS servicesin parallel, while HA focuses on service continuity. Load balanced deployments
are often used as part of HA strategies to overcome demands of monitoring and failover management in an HA
environment. While less easier to implement, |oad-balanced deployments require applications tailored to the behavior
and limitations of the particular technology.

Support Statement: Cloudera components are not designed for and do not support load balanced deployments of any
kind. Any HA strategy involving multiple active RDBMS services must ensure al connections are routed to asingle
RDBMS service at any given time, regardless of vendor or HA implementation/technol ogy.

General High Availability Support

Cloudera supports various RDBM S options, each of which have multiple possible strategies to implement HA.
Cloudera cannot reasonably test and certify on each strategy for each RDBMS. Cloudera expects HA solutions

for RDBMS to be transparent to Cloudera software, and therefore are not supported and debugged by Cloudera.

It isthe responsibility of the customer to provision, configure, and manage the RDBMS HA deployment, so that
Cloudera software behaves as it would when interfacing with asingle, non-HA service. Clouderawill support

and help customers troubl eshoot issues when a cluster has HA enabled. While diagnosing database-related
problems in Cloudera components, customers may be required to temporarily disable or bypass HA mechanisms for
troubleshooting purposes. If an HA-related issue is found, it is the responsibility of the customer to engage with the
database vendor so that a solution to that issue can be found.

Support Statement: Cloudera Support may require customers to temporarily bypass HA layers and connect directly to
supported RDBM S back-ends to troubleshoot issues. Issues observed only when connected through HA layers are the
responsibility of the customer DBA staff to resolve.

Java Requirements

CDP Private Cloud Base comprises of Cloudera Manager and Runtime services. Understand the specific JDK
reguirements for your deployments.

Supported JDKs
Please see the Cloudera Support Matrix for detailed information about supported JDKs.

For Cloudera Runtime services, JDK-17 is provided as an additional platform support for Cloudera Runtime 7.1.9.
Supported JDK versions

Table 20: Azul Open JDK versions that are tested and recommended

Azul Open JDK Version Notes

17.0.7

11.50.19

8.56.0.21 Minimum required version

Table 21: Oracle JDK versions that are tested and recommended

Oracle JDK Version Notes

17.0.6

11.0.10+8

1.8u181 Minimum required version
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17.0.7

11.0.4+11

1.8u231 For FIPS minimum required / latest version tested
1.8u232 Minimum required / Latest version tested

B Note: Note the following about OpenJDK support:

* Updates above the minimum that are not listed are supported but not tested.

¢ Clouderatests only the OpenJDK builds that are provided by each operating system, and only the versions
listed in the support matrix.

Note: Cloudera Manager supports TLS 1.2 for Java 8 and Java 11. For Java 17 and higher versions, Cloudera
B Manager supports TLS1.2and TLS 1.3. For TLS 1.0 and TLS 1.1, Cloudera Manager supports Java 8,
though Clouderarecommendsnottouse TLS1.0and TLS 1.1.

f Warning:
e Spark3in CDE uses OpenJDK 11.0.17 which causes a Kerberos issue when deprecated 3DES and RC4
permitted encryption types are used.

Workaround: Remove the deprecated 3DES and RC4 encryption typesin the krb5.conf and kdc.conf files.

e JDK 8u271, JDK 8u281, and JDK 8u291 may cause socket leak issues due to JDK-8245417 and
JDK-8256818. Pay attention to the build version of your JDK because some later builds are fixed as
described in JDK-8256818.

Workaround: Consider using a more recent version of the JDK like 8u282, or builds of the JDK where the
issueisfixed.

* Upgrading to Oracle JDK 1.8.351 or higher, OpenJDK 11.0.17 or higher, or OpenJDK 1.8.392 causes
aKerberos issue when deprecated 3DES and RC4 permitted encryption types are used. Y ou can
workaround this issue by removing the deprecated 3DES and RC4 encryption types in the krb5.conf and
kdc.conf files.

e Spark3in CDE uses OpenJDK 11.0.17 which causes a Kerberos issue when deprecated 3DES and RC4
permitted encryption types are used.

Workaround: Remove the deprecated 3DES and RC4 encryption typesin the krb5.conf and kdc.conf files.
e JDK 8u40, 8u45, and 8u60 are not supported due to JDK issues impacting CDH functionality:

¢ JDK 8u40 and 8u45 are affected by JDK-8077155, which affects HTTP authentication for certain web
Uls.

¢ JDK 8u60 isincompatible with the AWS SDK, and causes problem with DistCP. For more
information, see the KB article.

e Oozie Workflow Graph Display in Hue does not work properly with JDK versions lower than 8u40.

f Important:

For JDK 8u241 and higher versions running on Kerberized clusters, you must disable referrals by setting sun.
security.krb5.disableReferrals=true.

For example, with OpenJDK 1.8.0u242:

1. Open /usr/lib/jvm/java-1.8.0-openjdk-1.8.0.242.b08-0.el7_7.x86_64/jreflib/security/java.security with a
text editor.

2. Add sun.security.krb5.disableReferrals=true (it can be at the bottom of the file).
3. Add this property on each node that has the impacted JDK version.
4. Restart the applications using the JDK so the change takes effect.

For more information, see the KB article.
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Support Notes

K
K

Note: Cloudera strongly recommends installing Oracle JDK at /ust/javal<jdk-version> and OpenJDK at /
usr/lib/jvm, which alows Cloudera Manager to auto-detect and use the correct JDK version. If you install
the JDK anywhere else, there are additional steps required to configure Cloudera Manager with your chosen
location. See Configuring a custom Java Home L ocation.

Note: A Javaoptimization called compressed oops (ordinary object pointers) enables a 64-bit VM to
address heap sizes up to about 32 GB using 4-byte pointers. For larger heap sizes, 8-byte pointers are
required. This means that a heap size dightly lessthan 32 GB can hold more objects than a heap size dlightly
more than 32 GB.

If you do not need more than 32 GB heap, set your heap size to 31GB or lessto avoid thisissue. If you need
32 GB or more, set your heap size to 48 GB or higher to account for the larger pointers. In general, for heap
sizes above 32 GB, multiply the amount of heap you need by 1.5.

Only 64 bit JDKs are supported.

Unless specifically excluded, Cloudera supports later updates to a major JDK release from the rel ease that support
was introduced. Cloudera excludes or removes support for select Java updates when security is jeopardized.

Running Runtime nodes within the same cluster on different JDK releases is not supported. All cluster hosts must use
the same JDK update level.

Networking and Security Requirements
This topic describes the networking and security requirements for CDP Private Cloud Base.

Cloudera Runtime and Cloudera Manager Supported Transport Layer Security Versions

Note: Cloudera Manager supports TLS 1.2 for Java 8 and Java 11. For Java 17 and higher versions, Cloudera
Manager supports TLS 1.2 and TLS 1.3. For TLS 1.0 and TLS 1.1, Cloudera Manager supports Java 8,
though Clouderarecommendsnottouse TLS1.0and TLS 1.1.

The following components are supported by the indicated versions of Transport Layer Security (TLS):

Table 23: Components Supported by TLS

Cloudera Manager Cloudera Manager 7182 TLS12
Server

Cloudera Manager Cloudera Manager 7183 TLS1.2
Server

Flume 9099 TLS12

Flume Avro Source/Sink TLS1.2

Flume Flume HTTP Source/Sink TLS12

HBase Master HBase Master Web Ul Port 60010 TLS12

HDFS NameNode Secure NameNode Web Ul Port 50470 TLS12

HDFS Secondary NameNode | Secure Secondary NameNode Web 50495 TLS1.2

Ul Port

HDFS HttpFS REST Port 14000 TLS1.1,TLS12

Hive HiveServer2 HiveServer2 Port 10000 TLS1.2

Hue Hue Server Hue HTTP Port 8888 TLS12
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Impala

Impala Daemon

Impala Daemon Beeswax Port

21000

TLS1.0, TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala Daemon

Impala Daemon HiveServer2 Port

21050

TLS10,TLS1.1,TLS1.2

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala Daemon

Impala Daemon Backend Port

22000

TLS10,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala StateStore

StateStore Service Port

24000

TLS1.0, TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala Daemon

Impala Daemon HTTP Server Port

25000

TLS10,TLS1.1,TLS1.2

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala StateStore

StateStore HTTP Server Port

25010

TLS10,TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala Catalog Server

Catalog Server HTTP Server Port

25020

TLS1.0, TLS11,TLS12

We recommend that clients
use the highest supported
version, TLS1.2.

Impala

Impala Catalog Server

Catalog Server Service Port

26000

TLS10,TLS1.1,TLS1.2

We recommend that clients
use the highest supported
version, TLS1.2.

Qozie

Qozie Server

Oozie HTTPS Port

11443

TLS11,TLS12

Solr

Solr Server

Solr HTTP Port

8983

TLS11,TLS12

Solr

Solr Server

Solr HTTPS Port

8985

TLS11,TLS12

Spark

History Server

18080

TLS1.2

YARN

ResourceM anager

ResourceManager Web Application
HTTP Port

8090

TLS12

YARN

JobHistory Server

MRv1 JobHistory Web Application
HTTP Port

19890

TLS12

Cloudera Runtime and Cloudera Manager Networking and Security Requirements

The hosts in a Cloudera Manager deployment must satisfy the following networking and security requirements:
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» Networking Protocols Support
CDH requires IPv4. IPv6 is not supported and must be disabled.
E Note: Contact your OS vendor for help disabling 1Pv6.

See also Configure Network Names.
e Multihoming Support

Multihoming Cloudera Runtime or Cloudera Manager is not supported outside specifically certified Cloudera
partner appliances. Cloudera finds that current Hadoop architectures combined with modern network
infrastructures and security practices remove the need for multihoming. Multihoming, however, is beneficial
internally in appliance form factors to take advantage of high-bandwidth InfiniBand interconnects.

Although some subareas of the product may work with unsupported custom multihoming configurations, there are
known issues with multihoming. In addition, unknown issues may arise because multihoming is not covered by
our test matrix outside the Cloudera-certified partner appliances.

* Entropy

Data at rest encryption requires sufficient entropy to ensure randomness.

See entropy requirementsin Data at Rest Encryption Requirements.

e Cluster hosts must have aworking network name resolution system and correctly formatted /etc/hosts file. All
cluster hosts must have properly configured forward and reverse host resolution through DNS. The /etc/hosts files
must:

« Contain consistent information about hostnames and | P addresses across all hosts
« Not contain uppercase hostnames
* Not contain duplicate | P addresses

Cluster hosts must not use aliases, either in /etc/hosts or in configuring DNS. A properly formatted /etc/hosts file
should be similar to the following example:

127.0.0.1 | ocal host .| ocal domai n | ocal host

192.168. 1.1 cluster-01. exanpl e. com cl uster-01
192.168. 1. 2 cl uster-02. exanpl e. com cl uster-02
192.168. 1. 3 cl ust er-03. exanpl e. com cl uster-03

¢ Inmost cases, the Cloudera Manager Server must have SSH access to the cluster hosts when you run the
installation or upgrade wizard. Y ou must log in using aroot account or an account that has password-less sudo
permission. For authentication during the installation and upgrade procedures, you must either enter the password
or upload a public and private key pair for the root or sudo user account. If you want to use a public and private
key pair, the public key must be installed on the cluster hosts before you use Cloudera Manager.

Cloudera Manager uses SSH only during the initial install or upgrade. Once the cluster is set up, you can disable
root SSH access or change the root password. Cloudera Manager does not save SSH credentials, and all credential
information is discarded when the installation is complete.

» The Cloudera Manager Agent runs as root so that it can make sure that the required directories are created and that
processes and files are owned by the appropriate user (for example, the hdfs and mapred users).

»  Security-Enhanced Linux (SELinux) must not block Cloudera Manager or Runtime operations.

Note: Cloudera Enterpriseis supported on platforms with Security-Enhanced Linux (SELinux) enabled

Ij and in enforcing mode. Clouderais not responsible for SELinux policy development, support, or
enforcement. If you experience issues running Cloudera software with SELinux enabled, contact your OS
provider for assistance.

If you are using SELinux in enforcing mode, Cloudera Support can request that you disable SELinux or
change the mode to permissive to rule out SELinux as a factor when investigating reported issues.
« Firewalls (such asiptables and firewalld) must be disabled or configured to allow access to ports used by Cloudera
Manager, Runtime, and related services.
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For RHEL and CentOS, the /etc/sysconfig/network file on each host must contain the correct hostname.

Cloudera Manager and Runtime use several user accounts and groups to complete their tasks. The set of user
accounts and groups varies according to the components you choose to install. Do not del ete these accounts or
groups and do not modify their permissions and rights. Ensure that no existing systems prevent these accounts and
groups from functioning. For example, if you have scripts that delete user accounts not in an allowlist, add these
accounts to the list of permitted accounts. Cloudera Manager, Runtime, and managed services create and use the

following accounts and grou

Table 24: Users and Gro

Component (Version)

Apache Atlas

ps:

ups

Unix User ID
atlas

Groups

atlas, hadoop

Functionality

Apache Atlas by default has
atlas as user and group. Itis
configurable

Apache Flink

flink

flink

The Flink Dashboard runs as this
user.

Apache HBase

hbase

hbase

The Master and the
RegionServer processes run as
this user.

Apache HBase Indexer

hbase

hbase

The indexer servers are run as
this user.

Apache HDFS

hdfs

hdfs, hadoop

The NameNode and DataNodes
run as this user, and the HDFS
root directory as well asthe
directories used for edit logs
should be owned by it.

Apache Hive

Hiveon Tez

hive

hive

The HiveServer2 process and

the Hive Metastore processes

run asthis user.A user must be
defined for Hive access to its
Metastore DB (for example,
MySQL or Postgres) but it can

be any identifier and does not
correspond to a Unix uid. Thisis
javax.jdo.option.ConnectionUserN
in hive-site.xml.

Apache Impala

impala

impala, hive

Impala services run as this user.

Apache Kafka

kafka

kafka

Kafka brokers, mirrorMaker, and
Connect workers run as this user.

Apache Knox

knox

knox

Apache Knox Gateway Server
runs as this user

Apache Kudu

kudu

kudu

Kudu services run as this user.

Apache Livy

livy

livy

The Livy Server process runs as
this user

Apache NiFi

nifi

nifi

Runs as the nifi user

Apache NiFi Registry

nifiregistry

nifiregistry

Runs as the nifiregistry user

Apache Oozie

oozie

oozie

The Oozie service runs as this
user.

Apache Ozone

hdfs

hdfs, hadoop

Ozone Manager, Storage
Container Manager (SCM),
Recon and Ozone Datanodes run
asthisuser.

Apache Parquet

No special users.

Apache Phoenix

phoenix

phoenix

The Phoenix Query Server runs
as this user
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Component (Version) Unix User ID Groups Functionality

Apache Ranger ranger ranger, hadoop Ranger Admin, Usersync

and Tagsync services by
default have ranger as user and
ranger, hadoop as groups. It is
configurable.

Apache Ranger KMS kms kms Ranger KM S runs with kms user
and group. It is configurable.

Apache Ranger Raz rangerraz ranger Ranger Raz runs with rangerraz
user and is part of the ranger
group.

Apache Ranger RMS rangerrms ranger Ranger RM S runs with
rangerrms user and is part of the
ranger group.

Apache Solr solr solr The Solr processes run as this
user.

Apache Spark spark spark The Spark History Server
process runs as this user.

Apache Sgoop sgoop sgoop This user isonly for the Sqoopl
Metastore, a configuration option
that is not recommended.

Apache YARN yarn yarn, hadoop Without Kerberos, al YARN
services and applications

run asthisuser. The
LinuxContainerExecutor
binary is owned by this user for

Kerberos.

Apache Zeppelin zeppelin zeppelin The Zeppelin Server process runs
asthis user

Apache ZooK eeper zookeeper zookeeper The ZooK eeper processes run as

thisuser. It is not configurable.

Cloudera Manager (all versions) | cloudera-scm cloudera-scm Clusters managed by Cloudera
Manager run Cloudera Manager
Server, monitoring roles, and
other Cloudera Server processes
as cloudera-scm. Reguires keytab
file named cmf .keytab because
name is hard-coded in Cloudera

Manager.

Cruise Control cruisecontrol hadoop The Cruise Control process runs
asthis user.

HttpFS httpfs httpfs The HttpFS service runs

asthis user. See “HttpFS
authentication” for instructions
on how to generate the merged
httpfs-http.keytab file.

Hue hue hue Hue services run as this user.

Hue Load Balancer apache apache The Hue Load balancer has a
dependency on the apache2
package that uses the apache user

name. Cloudera Manager does
not run processes using this user
ID.

Key Trustee Server keytrustee keytrustee The Key Trustee Server service
runs asthis user.

Schema Registry schemaregistry hadoop The Schema Registry process
runs as this user.
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Streams Messaging Manager streamsmsgmgr streamsmsgmgr The Streams Messaging Manager
processes runs as this user.

Streams Replication Manager streamsrepmgr streamsrepmgr The Streams Replication
Manager processes runs as this
user.

This topic describes the data at rest encryption requirements for CDP Private Cloud Base.
Encryption comprises several components, each with its own requirements.
Data at rest encryption protection can be applied at a number of levels within Hadoop:

e OSfilesystem-level
* Network-level
* HDFS-level (protects both data at rest and in transit)

This section contains the various hardware and software requirements for all encryption products used for Data at
Rest Encryption.

For more information on supported operating systems, see..

For more information on the components, concepts, and architecture for encrypting data at rest, see Encrypting Data
at Rest.

Cryptographic operations require entropy to ensure randomness.

Y ou can check the available entropy on aLinux system by running the following command:
cat /proc/sys/kernel/randon entropy_avai l

The output displays the entropy currently available. Check the entropy several times to determine the state of the
entropy pool on the system. If the entropy is consistently low (500 or less), you must increase it by installing rng-tools
and starting the rngd service.

For RHEL 7, run the following commands:

sudo yuminstall rng-tools

cp /usr/lib/systend/systenirngd. service /etc/systend/ system

sed -i -e 's/ExecStart=\/sbin\/rngd -f/ExecStart=\/sbin\/rngd -f -r \/dev\/u
randoni' /etc/systend/ system rngd. service

systenct!| daenon-rel oad

systentt!l start rngd

systentt!| enable rngd

Make sure that the hosts running Key Trustee Server and Ranger KM S have sufficient entropy to perform
cryptographic operations.

Installing and managing Key Trustee Server using Cloudera Manager requires Cloudera Manager 5.4.0 and higher.

Key Trustee Server installation requires the default umask of 0022.
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For new Key Trustee Server installations (5.4.0 and higher) and migrated upgrades (see Migrate Apache Web Server
to CherryPy for more information), Key Trustee Server requires the following TCP ports to be opened for inbound
traffic:

e 11371
Clients connect to this port over HTTPS.
» 11381 (PostgreSQL)
The passive Key Trustee Server connects to this port for database replication.
For upgrades that are not migrated to the CherryPy web server, the pre-upgrade port settings are preserved:
« 80

Clients connect to this port over HTTP to obtain the Key Trustee Server public key.
« 443 (HTTPS)

Clients connect to this port over HTTPS.
e 5432 (PostgreSQL)

The passive Key Trustee Server connects to this port for database replication.

To ensure secure network traffic, Cloudera recommends obtaining Transport Layer Security (TLS) certificates
specific to the hostname of your Key Trustee Server. To obtain the certificate, generate a Certificate Signing Request
(CSR) for the fully qualified domain name (FQDN) of the Key Trustee Server host. The CSR must be signed by
atrusted Certificate Authority (CA). After the certificate has been verified and signed by the CA, the Key Trustee
Server TLS configuration requires:

* The CA-signed certificate
e The private key used to generate the original CSR
e Theintermediate certificate/chain file (provided by the CA)

Cloudera recommends not using self-signed certificates. If you use self-signed certificates, you must use the --sk
ip-ssl-check parameter when registering Navigator Encrypt with the Key Trustee Server. This skips TLS hostname
validation, which safeguards against certain network-level attacks. For more information regarding insecure mode,
see Registration Options.

This topic describes the third-party filesystems supported by CDP Private Cloud Base.
CDP Private Cloud Base supports the following third-party filesystems:

Requirements for Dell EMC Power scale (OneFS).

7.11.3 CHF7 7.19 SP1 PowerScale version 9.7
ECSversion 3.8

7.11.3 CHF5 7.1.9 CHF6 PowerScale version 9.5

7.11.3 CHF4 7.1.9 CHF4 PowerScale version 9.5

7.11.3CHF2 7.1.9 CHF2 PowerScale version 9.5
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Cloudera M anager version Cloudera Runtime version Notes

7.11.3 CHF1 7.1.9 CHF1 PowerScae version 9.5
ECSversion 3.8
7.11.3 CHF7 7.1.7 SP3 CHF2 PowerScae version 9.7
7.11.3 CHF6 7.1.7 SP3 CHF1 PowerScae version 9.7
7.11.3 CHF5 7.1.7SP3 PowerScale version 9.5
ECSversion 3.8
7.6.7 CHF11 7.1.7 SP2 CHF17 PowerScale version 9.5
7.6.7 7.1.7 SP2 PowerScale version 9.3
ECSversion 3.7
7.7.1 CHF18 7.1.8 CHF20 PowerScale version 9.5
7.7.1 CHF17 7.1.8 CHF18 PowerScae version 9.5
7.7.1 CHF16 7.1.8 CHF17 PowerScale version 9.5
7.7.1 7.1.8 PowerScale version 9.3
ECSversion 3.7
7.6.1 7.1.7SP1 Isilon version: PowerScale 9.2, 9.3
ECSversion: 3.6.2.0
7.4.4 717 OneFS8.2.2
731 7.16 OneFS8.2.2
See Hadoop Distributions and Products Supported by OneFS

Support notes for Dell EMC PowerScale:

« Upgrade from CDP Private Cloud Base 7.1.8 (CM-7.7.3 CHF2) to CDP Private Cloud Base CDP 7.1.9 CHF1 is
supported.

» Upgrade from CDP Private Cloud Base 7.1.7 SP2 (CM-7.6.7) to CDP Private Cloud Base CDP 7.1.9 CHF1 is
supported.

* Upgrade from CDP Private Cloud Base 7.1.7 to CDP Private Cloud Base 7.1.8 is supported.

» Upgrades from CDP Private Cloud Base 7.1.6 and 7.1.7 to CDP Private Cloud Base 7.1.7 SP1 are supported.

« Upgrades from CDH 5 and HDP 2 to CDP Private Cloud Base 7.1.7 are supported. For upgrade procedures, see
the following documents from Dell EMC:

« PowerScale: CDH5 to CDP Private Cloud Base upgrade process
» PowerScale: HDP2 to CDP Private Cloud Base upgrade process
* Upgrades from CDH 6 and HDP 3 to CDP Private Cloud Base 7.1.7 are supported. For upgrade procedures, see
the following documents from Dell EMC :
* PowerScale: CDHG6 to CDP Private Cloud Base upgrade process
» PowerScale: HDP3 to CDP Private Cloud Base upgrade process

e Toconfigure TLS for CDP components, use Cloudera Manager to configure Auto-TLS. See Configuring TLS
Encryption for Cloudera Manager Using Auto-TLS

Third-party filesystem support: IBM Spectrum Scale
Reguirements for IBM Spectrum Scale
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Cloudera Manager version Cloudera Runtime version Notes

7.11.3 CHF2 7.1.9 CHF2 Supported with IBM Spectrum Scale version
518
7.11.3 CHF1 7.19 CHF1 Supported with IBM Spectrum Scale version
518
7.7.1 CHF18 7.1.8 CHF 20 Supported with IBM Spectrum Scale version
518
7.7.1 CHF17 7.1.8 CHF18 Supported with IBM Spectrum Scale version
518
7.7.1 CHF16 7.1.8 CHF17 Supported with IBM Spectrum Scale version
518
771 7.18 Supported with IBM Spectrum Scale version
514
7.11.3 CHF4 7.1.7 SP3 Supported with IBM Spectrum Scale version
518
7.6.7 CHF11 7.1.7 SP2 CHF17 Supported with IBM Spectrum Scale version
518
7.6.1 7.1.7 SP1 Supported with RHEL 7.9, 8.2, and 8.4

In-place upgrades to CDP Private Cloud
Base 7.1.7 SP1 are only supported from CDP
Private Cloud Base 7.1.7

IBM Spectrum Scale versions % 5.1.2.2 and

higher

744 717 Supported with RHEL 7.9 and 8.2
IBM Spectrum Scale versions™: 5.1.2.2 and
higher

731 7.1.6 Supported with RHEL 7.7 and 7.9

IBM Spectrum Scale versions®: 5.1.1.0 -
5111

Limitation: In-place upgrades from Cloudera
Manager 7.2.3 and Cloudera Runtime 7.1.4
to Cloudera Manager 7.3.1 and Cloudera
Runtime 7.1.6 are not supported with IBM
Spectrum Scale.

7.2.3 714 Supported with RHEL 7.7

IBM Spectrum Scale versions®: 5.1.0.1 -
5.1.0.3

Data Migration Versus Upgrade

Recommendations on whether to upgrade to CDP Private Cloud Base or migrate workloads to CDP Public Cloud.

» Datamigration refers to moving existing CDH or HDP workloads to CDP Public Cloud or to a new installation of
CDP Private Cloud Base.

» Upgraderefersto afull in-place upgrade of CDH or HDP to CDP Private Cloud Base.

3 SeelBM Spectrum Scale Big Data and Analytics Support Matrix for the latest support information.
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CDP Private Cloud Base Data Migration Versus Upgrade

The path to CDP that works best for you depends on the size of your clusters, the types of workloads you are running,
and whether you want to move workloads to the Cloud, stay exclusively on-prem, or use a combination of on-prem
and cloud.

E Note: These recommendations apply to both CDH and HDP clusters.

If you are running Hive or Impala workloads without HBase on an on-prem cluster with less than 50 hosts, and less
than 5 services running on the cluster:

* Migrate workloads to Cloudera Data Warehouse on CDP Public Cloud.

If you are running HBase workloads without Hive or Impala on an on-prem cluster with less than 50 hosts, and less
than 5 services running on the cluster:

e Migrate workloads to CDP Data Hub on CDP Public Cloud and use the Operational Database cluster template.

If you are running Spark workloads without Kafka, NiFi, or Storm on an on-prem cluster with less than 50 hosts, and
less than 5 services running on the cluster:

* Migrate workloads to CDP Data Hub on CDP Public Cloud and use the Data Engineering cluster template.

If you are running workloads on an on-prem cluster with more than 800 hosts:

e Split the cluster up into multiple 100-300 node clusters and upgrade to CDP Private Cloud Base.

If you are running workloads on multiple on-prem clusters with a combined total of more than 100 hosts, and less
than 50 servicesin total:

« Consolidate the clustersinto one 100-300 node cluster and upgrade to CDP Private Cloud Base.
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