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HDP to CDP Upgrade Overview

The process of upgrading to CDP Private Cloud Base involves understanding the supported in-place upgrade paths
and verifying the software and hardware considerations and requirements prior to performing the upgrade steps.

Pre-upgrade Tasks

Upgrade Tasks

Post-upgrade
Tasks

HDP to CDP Cluster Sample data Expediting the L
upgrade environment ingestion Hive upgrade
overview readiness [Optional] process 11

In-place upgrade overview

To plan your upgrade from Ambari managed HDP 2.6.5 to CDP Private Cloud Base, you must be aware of the two
stages of in-place upgrade along with the pre-upgrade, upgrade, and post-upgrade tasks.

About this task
This upgrade path consists of two stages:

1. Upgrade HDP 2.6.5 to Cloudera Runtime 7.1.x using Ambari.
2. Transition the management platform from Ambari to Cloudera Manager.

N

Note: One stage upgrade from HDP 2.6.5 to CDP Private Cloud Base is now supported using the appropriate
CMA version. Cloudera recommends you to upgrade your HDP 2.6.5 cluster to a CDP Private Cloud Base
cluster using the One-stage upgrade. For information on the supported upgrade paths and the supported CMA
tool, see In-place upgrade overview documentation.

Note:

N

The importance of security in a production environment cannot be understated. TL S and Kerberos form the
baseline for secure operations of your CDP Runtime environment. Cloudera supports security services such as
Ranger and Atlas only when they are run on clusters where Kerberos is enabled to authenticate users.

To upgrade to Cloudera Runtime 7.1.x, you must first upgrade from Ambari 2.6.2.x (source) to Ambari 7.1.x.X
(target) and then upgrade from HDP 2.6.5 to Cloudera Runtime 7.1.x.

Upgrading and transitioning to CDP Private Cloud Base overview:
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Upgrading HDP 2.6.5 to CDP

HDP to CDP Upgrade Overview. Review the Upgrade document
topic for the supported upgrade paths.

Cluster environment readiness. Gather information on your
deployment and verify cluster environment readiness.

Pre-upgrade
Tasks

Sample data ingestion [Optional]. Prepare sample data for
ingestion.

Expediting the Hive Upgrade process. Validate Apache Hive
constructis before you upgrade.

Ambari and HDP upgrade checklist. Plan how and when to begin
your upgrade.

Upgrading Ambari. Check readiness and upgrade from Ambari
2.6.2.x to Ambari 7.1.x.

Upgrade
Tasks

Upgrading HDP to Cloudera Runtime 7.1.x. Upgrade from HDP
2.6.5to HDP 7.1.x and complete post-upgrade tasks.

Transitioning to Cloudera Manager. Transition from HDP to
Cloudera Manager.

Configuring external authentication for Cloudera Manager.
Configure external authentication with Cloudera Manager if you
have L DAP configured on your cluster.

Additional services. Install additional services like Hue on your
cluster using Cloudera Manager.

Post-upgrade
Tasks

Applications upgrade. Test and update applications and services
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CDP Private Cloud Base HDP to CDP Upgrade Overview

Note: If you are upgrading to Cloudera Manager 7.5.1 or higher in order to install CDP Private Cloud
E Experiences version 1.3.1, you must use Cloudera Runtime version 7.1.6 or 7.1.7. For more information, see
CDP Private Cloud Experiences.

E Note: If you want to upgrade CDP Private Cloud Data Services, you must upgrade using the following path:

1. Upgrade to Cloudera Manager 7.6.7.
2. Upgrade the Base cluster to 7.1.7 SP2.
3. Upgrade CDP Private Cloud Data Servicesto 1.5.0.

Cloudera Manager

Ambari Blueprint
Template

HDP 2.6.5 HDP 7.1.x .
Ambari Managed Cluster Ambari P o] CDPBPFIVH;G_ICbud
Upgrade to CDP PvC Base Managed ase /.1.x

Cluster CM Managed Cluster

7.1.x (latest)

1
1 1
1 1
1 1
1 1
1 1
1 1
: —o0 —o —o —o0 :
1 —e —e —e —e 1
! —o0 —o0 —o0 —o0 !
1 1
1 1

Cluster Hosts
HDP 7.1.x Cloudera Runtime 7.1.x
/usr/hdp/current /opt/cloudera/parcels

.....
.....
E Metastores ~ eeoces Apache HBase
.....
.....
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CDP Private Cloud Base

HDP to CDP Upgrade Overview

A

Important:

While the upgrade process will temporarily install HDP intermediate bits, the HDP intermediate bitsis
an interim artifact that enables you to complete the upgrade to CDP Private Cloud Base and is not a new
release of HDP intended for production use. When the upgrade processis complete, your cluster will be
using the Cloudera Runtime 7.1.x parcel.
If you stay on HDP 7.1.x you will not be able to upgrade directly to CDP-7.1.y (wherey > x). Y ou must
alwaysfirst upgrade from HDP 7.1.x to CDP 7.1.x and then upgrade to CDP-7.1.y.

The following table shows the supported versions of the AM2CM tool, Cloudera Manager, and Runtime

for each upgrade path:

Upgrade path AM2CM version Cloudera Manager Runtime
HDP2.6.5to CDP7.1.7 | AM2CM 2.8.1.0, ClouderaManager 7.6.7 | CDH-7.1.7 SP2
SP2 AM2CM 2.4.3.0,

AM2CM 2.4.2.0,

AM2CM 2.4.1.1 and

24.1.0
HDP2.6.5to CDP7.1.8 | AM2CM 2.8.1.0, ClouderaManager 7.7.1 | CDH-7.1.8

AM2CM 2.4.3.0,

AM2CM 2.4.2.0,

AM2CM 2.4.1.1 and

2.4.0.0
HDP2.6.5to CDP7.1.7 | AM2CM 2.8.1.0, ClouderaManager 7.6.1 | CDH-7.1.7 SP1
SP1 AM2CM 2.4.3.0,

AM2CM 2.4.2.0,

AM2CM 2.4.1.1 and

24.1.0
HDP2.6.5to CDP7.1.7 | AM2CM 2.8.1.0, ClouderaManager 7.4.4 | CDH-7.1.7, CDH-7.1.6,
or7.160r7.14 2.1.0.0,2.0.4.0, 2.0.3.0, and CDH-7.1.4.6 hotfix

and 2.0.2.0 versions
HDP26.5to CDP7.1.7 | 2.0.0.0 ClouderaManager 7.4.4 | CDH-7.1.7
HDP2.65t0oCDP7.1.6 (1.1.1.0 Cloudera Manager 7.3.1 [ CDH-7.1.6
HDP26.5to CDP7.1.4 |1.1.0.0 CM-7.2.4_patch4455 CDH-7.1.4.6 hotfix

versions

The following table shows the supported versions of HDP and Ambari on the source cluster, Cloudera
Manager and CDP on the target cluster, and the AM2CM tool:

HDP Version

Operating
System

Ambari
Version

AM2CM
Version

Cloudera
Manager
Version

CDP Version

HDP 2.6.5

RHEL 7, Sles
12, and Ubuntu
18

Ambari 2.6.2.X

AM2CM
2.8.1.0,
AM2CM
2.4.3.0,
AM2CM
24.2.0,
AM2CM
24.11and
AM2CM
2410

Cloudera
Manager 7.6.7

CDP PvC Base
7.1.7 SP2
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HDP

to CDP Upgrade Overview

HDP 2.6.5

RHEL 7, Sles
12, and Ubuntu
18

Ambari 2.6.2.X

AM2CM
2.8.1.0,AM2CM
2.4.3.0,
AM2CM
24.2.0,
AM2CM
24.11and
AM2CM

2400

Cloudera
Manager 7.7.1

CDP PvC Base
7.18

HDP 2.6.5

RHEL 7, Sles
12, and Ubuntu
18

Ambari 2.6.2.X

AM2CM
2.8.1.0,AM2CM
2.4.3.0,
AM2CM
2.4.2.0,
AM2CM
2411and
AM2CM

24.1.0

Cloudera
Manager 7.6.1

CDP PvC Base
7.1.7SP1

HDP 2.6.5

RHEL 7, Sles
12, and Ubuntu
18

Ambari 2.6.2.x

AM2CM
2.8.1.0, AM2CM
2.1.0.0,
AM2CM
2.04.0,
AM2CM
2.0.3.0, and
AM2CM

2020

Cloudera
Manager 7.4.4

CDP PvC Base
7.1.7

HDP2.6.5

RHEL 7, Sles
12, and Ubuntu
18

Ambari 2.6.2.x

AM2CM
2.8.1.0,AM2CM
2.0.00

Cloudera
Manager 7.4.4

CDP PvC Base
7.1.7

HDP 2.6.5

RHEL 7

Ambari 2.6.2.x

AM2CM
2.8.1.0,AM2CM
1110

Cloudera
Manager 7.3.1

CDP PvC Base
7.16

HDP 2.6.5

RHEL 7

Ambari 2.6.2.x

AM2CM
2.8.1.0,AM2CM
1.1.00

Cloudera
Manager

7.2.4_patch-445%

CDP PvC Base
714
b

HDP 2.6.5

RHEL 7

Ambari 2.6.2.X

AM2CM
1.0.0.0
(Technica
preview)

Cloudera
Manager 7.1.3

CDP PvC Base
7.13

HDP 2.6.5

RHEL 7

Ambari 2.6.2.X

AM2CM
1.0.0.0
(Technical
preview)

Cloudera
Manager 7.1.2

CDP PvC Base
712

HDP 2.6.5

RHEL 7

Ambari 2.6.2.x

AM2CM
1.0.0.0
(Technica
preview)

Cloudera
Manager 7.1.1

CDP PvC Base
711

Thefinal step of the upgrade processisto transition from the Ambari to Cloudera Manager 7.x.x using the AM2CM
tool. It includes the following steps:
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CDP Private Cloud Base HDP to CDP Upgrade Overview

HDP cluster blueprint is exported from Ambari and converted to a Cloudera Manager deployment template using
the AM2CM tool.

Deploy the template to Cloudera Manager 7.x.x and activate the Cloudera Runtime 7.1.x parcels.
Start using the CDP Private Cloud Base cluster with Cloudera Manager 7.x.X.
Uninstall Ambari and the HDP stack

E Note:
Whether you are upgrading to incorporate new features into your environment, or to stay within the lifecycle

of products that are serviced and supported, you will eventually want to file an Upgrade Planning Case. When
upgrading to CDP Private Cloud Base, Cloudera recommends working with Cloudera Professional Services
to simplify your journey and get faster time to value. Cloudera PS offers SmartUpgrade to help you efficiently
upgrade or migrate to CDP Private Cloud Base with minimal disruptions to your SLAs. Alternatively, you
and your team may have the desire and expertise to perform the upgrade yourself. The choiceis yours and
Clouderais hereto help.

The Upgrade Planning Cases Guide will help you file an Upgrade Planning case to:

* Receive suggestions on which version of the CDP Private Cloud runtime to deploy
« Obtain other recommendations to have a better upgrade experience
e Communicate with Cloudera when your expected upgrade will take place

« Obtain alimited scope "Extended Support" for out of support products while planning to Upgrade to
CDP-DC. Thislimited support will be available until June 30, 2021.

i Important: Hive LLAP and Druid services are not part of CDP Private Cloud Base.

If you are running Hive LLAP and Druid workloads, contact Cloudera account team or Cloudera Support for
further assistance.

B Note: Rolling Upgrades are not supported when upgrading to CDP Private Cloud Base.

B Note: If you want to upgrade from HDP 3.1.5 to CDP Private Cloud Base 7.1.6 or higher, see HDP 3.1.5to

CDP 7.1.6 or higher documentation.

Troubleshooting: A selection of Cloudera Knowledge Base articles are available that describe common issues
encountered by Cloudera customers during upgrades and migrations. See CDP Upgrade/Migrate Troubleshooting
Articles. (Clouderalogin required.)

In preparation for the upgrade, review the cluster environment requirements. Y ou must also be familiar with the new
features, behavior changes, and impact of the upgrade on existing configurations before the upgrade.

Y our Cloudera Account team can help you assess the impact of the following with respect to your upgrade. Cloudera
will work with you to ensure your cluster is ready and meets all the criteria.

Cluster environment readiness - latest supported versions

« Ensure supported Operating System, HDP stack, database and java JDK versions are up-to-date and supported.
» Seethe upgrade documentation to ensure that your environments are ready for the upgrade.

On removed components, sevices, and functionalities, see Hive unsupported interfaces and features, HDP Core
component version changes, and Changes to Ambari and HDP services.

Changes in behaviour:

* You need to do a humber of migration-related tasks due to semantic changes, and a couple of syntax changes
in Hive 3, for example db.table references and DROP CASCADE, might require changes to your applications.

« Spark and Hive tables interoperate using the Hive Warehouse Connector and Spark Direct Reader to access
ACID managed tables. Y ou can access external tables from Spark directly using SparkSQL.
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 Downtime:

* In-place upgrades will require downtime and automation of the tasks will limit the extent of the downtime
* Migrate to new cluster options may limit downtime.
e HDP Search

e Theversion of Solr has moved directly from Solr v. 5.x to v 8.4.1. Solr does not support migrations or
upgrades greater than one version and therefore consideration needs to be given on how to solve the upgrade to
HDP Search Solr indexes to the latest version.
* Notethat CDP storesitsindexesin HDFS unlike HDP Search which typically storesthem in files on the local
file system.
» Ports - Reset the old ports to standard Cloudera Manager ports. It simplifies the Cloudera Manager managed CDP
Private Cloud Base environment for better future support and standards.
» Network multihoming is not supported in CDP. If the HDP cluster is configured for multihomed networks, then
you must reconfigure to disable that. For more information, see Networking and Security Requirements.
e Third-party application readiness - Ensure that the third-party software products you are integrating with are
certified to work with the HDP intermediate bits and CDP Private Cloud Base.
« Bespoke configuration - Consider the impact of upgrading on any bespoke applications and customizations either
to or integrating with the HDP platform. For example, devops integration tooling, monitoring, and so on.
e Ambari mpacks are not all compatible with HDP 7.1.x and CDP 7.1.x (CSDs are the Cloudera Manager
equivalent of mpacks)

* Not all Management Packs are compatible with the HDP intermediate bits. Cloudera Support can help you assess
the feasibility of your upgrade if you have Management Packs other than HDF installed.

An in-place upgrade can take a variable amount of time to complete. Learn about how to plan for and shorten the
amount of time required for your upgrade.

The amount of time required for an in-place upgrade depends on many factors, including:

e The number of hostsin your clusters.
« The mix of services you have deployed in your clusters.
e Theamount of data stored in your clusters.

Generally, an upgrade can be completed in 24-48 hours. Upgrades from HDP to CDP may take somewhat longer due
to the Ambari to Cloudera Manager conversion process (AM2CM).

The following table provides some additional information to help you plan for your upgrade.

Cloudera Runtime Parcel The Cloudera Runtime parcel must be distributed to all hosts before upgrading the hosts.
Downloading the parcel directly from archive.cloudera.com over the internet may add
additional time. Y ou can download the parcels and serve them from alocal web server to
decrease thistime.

In addition, after downloading the parcelsto alocal repository, you can distribute them in
advance of launching the upgrade wizard to save additional time.

Cloudera Manager Y ou must upgrade Cloudera Manager before upgrading your clusters. Cloudera Manager can
continue to mange older versions of Cloudera Runtime and CDH until the upgrade.

Cluster cold start The cluster will need to be restarted at least once during an in-place upgrade. The amount of
time required for arestart depends on how many files and blocks are stored in the cluster and
the number of hostsin the cluster.

Hive The Hive strict managed migration process can take a significant amount of time. See for
more information about mitigating that impact. See Understanding the Hive upgrade (CDH)
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CDP Private Cloud Base Cluster environment readiness

Component/Process Notes

HBase checks While Running HBase checks does not take significant time, remediating any issues can take
significant time. To save time during the upgrade, you can plan to do this before running the
Upgrade Wizard.

Solr export/backup This process depends on how much data has to be imported after the upgrade.

Cluster environment readiness

Y ou must ensure all the nodes have the supported operating system, Java version, and base Ambari version. Verify
the disk space and mount point requirements before you begin the upgrade to the recommended interim HDP bits and

CDP Private Cloud Base.
pre-upgrade Tasks Upgrade Tasks  Post-upgrade
Tasks
1

= oo
HDP to CDP Cluster Sample data Expediting the n

upgrade environment ingestion Hive upgrade
overview readiness [Optional] process

Operating System on all Operating System & Upgrading the cluster's underlying OS
nodes

Requirements and CDP Private Cloud Base Requirements and Supported Versions
Supported Versions

Javaversion on all nodes JavaVersions

Ambari baseversiononal |. For RHEL and CentOS, Ambari version is 2.6.2.x.

nodes e For Ubuntu, Ambari version is 2.6.2.45.
Repositories Software download matrix
Review disk space Disk space and mountpoint considerations

Disk space and mountpoint considerations
Review the minimum disk space requirements before you upgrade from HDP 2.6.5 to CDP 7.1.x.

Partition Storage Detail

{usr/hdp 10GB Minimum space required for each
installed HDP version.

/opt/cloudera 100 GB for CM Minimum space required for each
100 GB for al hosts installed and retained CDP version.
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Partition

Storage

Detail

Jusr/hdp

35GB

If you are upgrading from HDP 2.6.5
to CDP 7.1.x, thereis an interim

step to upgrade to HDP intermediate
bits. Y ou would need aminimum

30 GB available space to make the
transition.

Ivar/log

200 GB - 500 GB

Minimum space required for storing
the logs.

Note: Ensurethisis not part
E of the root OS partition.

Ivar/*

2GB

Minimum space required for
Cloudera Manager agent and for the
Cloudera components.

/tmp

20GB

At least 20 GB of free space required
for storing the temp data by CLDR
services.

/<data-dir>

Varies

Datanode, Kafka Logs, Namenode
Image and Edits, Journal Node,
ZooK eeper.

These should all be on separate
mounts to avoid disk issues with the
0s partition.

Performance Impact: For the
Namenode, Journal Node, and
ZooK eeper data directories, these
should be on dedicated disks (and
mounts) for the most optimal
performance of these critical
services. Disk contention with other
write operations will have an impact
on these services.

Performance Impact: Data-
directories for Datanode and Kafka-
Logs should be simple JBOD drives.
RAID support has a support impact
and these services are storage
redundant at the service level. RAID
isNOT recommended for these
service data directories.

/<yarn-local>

Varies by workload
“yarn.nodemanager.local-

dirs™” Between 5-25% of host storage
depending on workload types.

Applicationsthat are heavy in
MR technologies will benefit
tremendously by using the
“SSD” storage.

For more information on the hardware requirements for Runtime components, see Cloudera Runtime.

For more information on the CM server storage requirements, see Cloudera Manager Server.
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For more information on the CDP Private Cloud Base requirements, see CDP Private Cloud Base Requirements and
Supported Versions.

Download the package repository for the product you want to install.

1. Download the package repository for the product you want to install:

To download the files for a Cloudera Manager release, download the repository tarball for your operating system.
Then unpack the tarball, move the files to the web server directory, and modify file permissions. For example:

a. Run the following command to create alocal repository directory to hold the Cloudera package repository:

$ sudo nkdir -p /var/ww ht i /cl oudera-repos/cnv

b. Run the following command to download the repository tarball for your operating system:

$ wget https://[usernane]:[password] @rchive.cloudera.com p/cnv/7.7.1/re
po-as-tarball/cnv.7.1-redhat7.tar. gz

¢. Run the following command to unpack the tarball into the local repository directory:

$ tar xvfz cnv.7.1-redhat7.tar.gz -C /var/ww htm /cl oudera-repos/cnv --
stri p-conponent s=1

d. Run thefollowing command to modify the file permission that allows you to download the files under the
local repository directory:

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ cnvv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.
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1. Download the package repository for the product you want to install:

To download the files for a Cloudera Manager release, download the repository tarball for your operating system.
Then unpack the tarball, move the files to the web server directory, and modify file permissions. For example:

a. Runthefollowing command to create alocal repository directory to hold the Cloudera package repository:

$ sudo nkdir -p /var/ww/ htm /cl oudera-repos/cni

b. Run the following command to download the repository tarball for your operating system:

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/cnv/7.6.7/re
po-as-tarball/cnv.6.7-redhat7.tar. gz

¢. Runthefollowing command to unpack the tarball into the local repository directory:

$ tar xvfz cn¥.6.7-redhat7.tar.gz -C /var/ww/ htrl /cl oudera-repos/cnv --
strip-conponent s=1

d. Run thefollowing command to modify the file permission that allows you to download the files under the
local repository directory:

sudo chnod - R ugo+r X /var/ww ht m / cl ouder a-r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

1. Download the package repository for the product you want to install:

To download the files for a Cloudera Manager release, download the repository tarball for your operating system.
Then unpack the tarball, move the files to the web server directory, and modify file permissions. For example:

a. Run the following command to create alocal repository directory to hold the Cloudera package repository:

$ sudo nkdir -p /var/ww htnl/cl oudera-repos/cnv

b. Run the following command to download the repository tarball for your operating system:

$ wget https://[usernane]: [ password] @r chive. cl oudera.com p/cnv/7.6.1/re
po-as-tarball/cnv. 6. 1-redhat7.tar. gz

¢. Run the following command to unpack the tarball into the local repository directory:

$ tar xvfz cnv.6.1-redhat7.tar.gz -C /var/ww htm /cl oudera-repos/cnv --
stri p- conponent s=1

d. Run the following command to modify the file permission that allows you to download the files under the
local repository directory:

sudo chnmod - R ugo+r X /var/ww/ ht ml / cl ouder a- r epos/ cnvv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.
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1. Download the package repository for the product you want to install:

To download the files for a Cloudera Manager release, download the repository tarball for your operating system.
Then unpack the tarball, move the files to the web server directory, and modify file permissions. For example:

a. Runthefollowing command to create alocal repository directory to hold the Cloudera package repository:

$ sudo nkdir -p /var/ww/ htm /cl oudera-repos/cni

b. Run the following command to download the repository tarball for your operating system:

$ wget https://[usernane]: [ password] @r chive. cl oudera. com p/cnv7/ 7. 4. 4-24
429768/ r epo- as-
tarball/cni. 4. 4-redhat 7. tar. gz

¢. Run the following command to unpack the tarball into the local repository directory:

$ tar xvfz cn¥.4.4-redhat7.tar.gz -C /var/ww htnl /cl oudera-repos/cnv --
strip-conponent s=1

d. Run thefollowing command to modify the file permission that allows you to download the files under the
local repository directory:
sudo chnmod - R ugo+r X /var/ww/ ht m / cl ouder a-r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

1. Download the package repository for the product you want to install;

To download the files for a Cloudera Manager release, download the repository tarball for your operating system.
Then unpack the tarball, move the files to the web server directory, and modify file permissions. For example:

a. Runthefollowing command to create alocal repository directory to hold the Cloudera package repository:

$ sudo nkdir -p /var/ww/ htnm /cl oudera-repos/cni

b. Run the following command to download the repository tarball for your operating system:

$ wget https://[usernane]: [ password] @r chive. cl oudera.com p/cnv/7.3.1/re
po- as-
tarball/cni. 3. 1-redhat 7. tar. gz

¢. Run thefollowing command to unpack the tarball into the local repository directory:

$ tar xvfz cnv.3.1-redhat7.tar.gz -C /var/ww html /cl oudera-repos/cnv --
stri p- conponent s=1

d. Run the following command to modify the file permission that allows you to download the files under the
local repository directory:
sudo chnod - R ugo+r X /var/ww ht m / cl ouder a-r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the filesyou
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.
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Note: This patch version of Cloudera Manager is applicable only if you are upgrading from HDP 2.6.5 to
CDP7.1.4.

1. ClouderaManager 7.2.4 patch-4455
Download the patch from

http://[***username***]:[***password***] @i ts. cl ouder a. conf ab44c
O4a/ pat ch- 4455/

tar xvfz cm 7. 2. 4_patch4455-redhat7.tar.gz -C /var/ww htm /cl ou
dera-repos/cnv --strip-conponent s=1

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ cnv

2. Visit the Repository URL http://<web_server>/cloudera-repos/ in your browser and verify the filesyou
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.

Important: Includethe alkeys.asc file at the top level of the package repository. The alkeys.asc fileis
& included in the repo-as-tarball file. Ensure to include allkeys.asc file, if you are manually copying the package
files between hosts.

The allkeys.asc file is used to validate the signatures of the package files during host installation. If
alkeys.asc fileis not available in the repository, then you cannot add a host in the Cloudera Manager.

Download the parcels that you want to install and publish the parcel directory.

1. Download manifest.json and the parcel files for the product you want to install:
Runtime 7.1.7 SP2 - 7.1.7.2000

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww/ htm /cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @rchive. cl oudera. com p/
cdh7/7.1.7.2000/ parcels/ -P [var/ww htnl/cl oudera-repos

sudo chnod - R ugo+r X /var/ww/ ht m /cl ouder a-r
epos/ p/ cdh7

Runtime 7.1.7 SP1 - Use thisif you are upgrading from CDP 7.1.7 to CDP 7.1.7 SP1

To download the files for the latest Runtime 7 release, run the following commands on the Web
server host:

sudo nkdir -p /var/ww htnl/cl oudera-repos

sudo wget --recursive --no-parent --no-host-dir
ectories https://[usernane]: [ password] @r chive. cl oudera. com p/
cdh7/7.1.7.1000/ parcel s/ -P /var/ww htnl/cl oudera-repos
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sudo chnod - R ugo+r X /var/www/ ht ml / cl ouder a-r
epos/ p/ cdh?

Runtime 7.1.7.78 - Use thisif you are upgrading from HDP 2.6.5to CDP 7.1.7

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/www htnl /cl oudera-repos

sudo wget --recursive --no-parent --no-host-directories https://
[ user nane] : [ passwor d] @r chi ve. cl oudera. coml p/ cdh7/7.1.7.78/
parcel s/ -P /[var/ww htnl/cl oudera-repos

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ p/ cdh7

Runtime 7.1.6.0 - Use thisif you are upgrading from HDP 2.6.5to CDP 7.1.6

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww/ htm /cl oudera-repos

sudo wget --recursive --no-parent --no-host-directories https://
[ user nane] : [ passwor d] @r chi ve. cl ouder a. coni p/ cdh7/7. 1. 6.0/
parcels/ -P /var/ww htnl /cl oudera-repos

sudo chnod - R ugo+r X /var/ww/ ht m / cl ouder a-r epos/ p/ cdh7

Runtime 7.1.4.6 - Use thisif you are upgrading from HDP 2.6.5t0 7.1.4.6

Apache Impala, Apache Kudu, Apache Spark 2, and Cloudera Search are included in the Runtime
parcel. To download the files for the latest Runtime 7 release, run the following commands on the
Web server host:

sudo nkdir -p /var/ww/ htnl/cl oudera-repos

sudo wget --recursive --no-parent --no-host-directories https://
[ user nane] : [ passwor d] @r chi ve. cl ouder a. coni p/ cdh7/7. 1. 4. 6/

parcel s/ -P /var/ww/ htnl/cl oudera-repos

sudo chnmod - R ugo+r X /var/ww/ ht m / cl ouder a- r epos/ p/ cdh?

Sqgoop Connectors

To download the parcels for a Sqoop Connector release, run the following commands on the Web
server host. This example uses the latest available Sqoop Connectors:

sudo nkdir -p /var/ww htnml /cl oudera-repos

sudo wget --recursive --no-parent --no-host-directories http://ar
chi ve. cl ouder a. conl sqoop- connect ors/ parcel s/l atest/ -P /var/ww/

ht M / cl ouder a- repos

sudo chnod - R ugo+r X /var/ww ht m / cl ouder a- r epos/ sqoop- connect o
rs

If you want to create arepository for a different Sqoop Connector release, replace latest with
the Sqoop Connector version that you want. Y ou can see alist of versionsin the parcels parent
directory.

2. Visit the Repository URL http://<Web_server>/cloudera-repos/ in your browser and verify the files you
downloaded are present. If you do not see anything, your Web server may have been configured to not show
indexes.
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Hadoop Users (user:group) and Kerberos Principals

During the Cloudera Manager installation process, several Linux user accounts and groups are created by default.
These are listed in the table below. Integrating the cluster to use Kerberos for authentication requires creating
Kerberos principals and keytabs for these user accounts.

Table 2: Users and Groups

Component (Version) Unix User ID Groups Functionality

Apache Atlas atlas, hadoop Apache Atlas by default has
atlas as user and group. It is
configurable

Apache Flink flink flink The Flink Dashboard runs as this
user.

Apache HBase hbase hbase The Master and the RegionServer
processes run as this user.

Apache HBase Indexer hbase hbase Theindexer servers are run asthis
user.

Apache HDFS hdfs hdfs, hadoop The NameNode and DataNodes
run as this user, and the HDFS
root directory aswell asthe
directories used for edit logs
should be owned by it.

Apache Hive hive hive The HiveServer2 process and
the Hive Metastore processes
run asthis user.A user must be
defined for Hive accessto its
Metastore DB (for example,
MySQL or Postgres) but it can
be any identifier and does not
correspond to aUnix uid. Thisis
javax.jdo.option.ConnectionUserName
in hive-site.xml.

Hiveon Tez

Apache Impala impala impala, hive Impala services run as this user.

Apache Kafka kafka kafka Kafka brokers, mirrorMaker, and
Connect workers run as this user.

Apache Knox knox knox Apache Knox Gateway Server
runs asthis user

Apache Kudu kudu kudu Kudu services run as this user.

Apache Livy livy livy The Livy Server process runs as
this user

Apache NiFi nifi nifi Runs as the nifi user

Apache NiFi Registry nifiregistry nifiregistry Runs as the nifiregistry user

Apache Oozie oozie oozie The Oozie service runs as this
user.

Apache Ozone hdfs hdfs, hadoop Ozone Manager, Storage
Container Manager (SCM), Recon
and Ozone Datanodes run as this
user.

Apache Parquet ~ ~ No special users.

Apache Phoenix phoenix phoenix The Phoenix Query Server runs as
this user
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Component (Version) Unix User ID Groups Functionality

Apache Ranger ranger ranger, hadoop Ranger Admin, Usersync and
Tagsync services by default have
ranger as user and ranger, hadoop
as groups. It is configurable.

Apache Ranger KMS kms kms Ranger KM S runs with kms user
and group. It is configurable.

Apache Ranger Raz rangerraz ranger Ranger Raz runs with rangerraz
user and is part of the ranger
group.

Apache Ranger RMS rangerrms ranger Ranger RM S runs with rangerrms
user and is part of the ranger
group.

Apache Solr solr solr The Solr processes run as this
user.

Apache Spark spark spark The Spark History Server process

runs as this user.

Apache Sgoop sgoop sgoop This user isonly for the Sqoopl
Metastore, a configuration option
that is not recommended.

Apache YARN yarn yarn, hadoop Without Kerberos, all YARN
services and applications

run asthisuser. The
LinuxContainerExecutor binary is
owned by this user for Kerberos.

Apache Zeppelin zeppelin zeppelin The Zeppelin Server process runs
asthis user
Apache ZooK eeper zookeeper zookeeper The ZooK eeper processes run as

thisuser. It is not configurable.

Cloudera Manager (all versions) cloudera-scm cloudera-scm Clusters managed by Cloudera
Manager run Cloudera Manager
Server, monitoring roles, and
other Cloudera Server processes
as cloudera-scm. Requires keytab
file named cmf .keytab because
name is hard-coded in Cloudera

Manager.

Cruise Control cruisecontrol hadoop The Cruise Control process runs
asthisuser.

HttpFS httpfs httpfs The HttpFS service runs as this

user. See “HttpFS authentication”
for instructions on how to
generate the merged httpfs-
http.keytab file.

Hue hue hue Hue services run as this user.

Hue Load Balancer apache apache The Hue Load balancer hasa
dependency on the apache2
package that uses the apache user
name. Cloudera Manager does not
run processes using this user 1D.

Key Trustee Server keytrustee keytrustee The Key Trustee Server service
runs as this user.

Schema Registry schemaregistry hadoop The Schema Registry process runs
asthis user.

Streams Messaging Manager streamsmsgmgr streamsmsgmgr The Streams Messaging Manager

processes runs as this user.
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Streams Replication Manager streamsrepmgr streamsrepmgr The Streams Replication Manager
processes runs as this user.

Linux user accounts, such as hdfs, are mapped to the username portion of the Kerberos principal names, as follows:
user nane/ host . exanpl e. com@&XAMPLE. COM

For example, the Kerberos principal for Apache Hive would be:
hi ve/ host . exanpl e. com@XAMPLE. COM

Keytabs that contain multiple principals are merged automatically from individual keytabs by Cloudera Manager. If
you override a service configuration to not use the CM-provided keytab, then you must ensure that all the principals
required for the given role instance on a specific host are merged together in the keytab file you deploy manually on
that host.

For example, for Filename (*.keytab), the Atlas keytab filename would be atlas.keytab, HBase would be hbase ke
ytab, and Cloudera Manager would be cmf.keytab and scm.keytab.

Keytab File Owner:Group matters when Cloudera Manager starts arole. For example, Cloudera Manager starts the
role "DataNode™". Cloudera Manager launches the DataNode process as a user (here, "hdfs"). Because that process
needs to access the HDFS keytab, Cloudera Manager puts the HDFS keytab in the DataNode's process directory, and
the keytab is given the owner:group that is listed in the table. Thus, the DataNode process properly owns the keytab
file

The tables below lists the usernames to use for Kerberos principal names, for clusters managed by Cloudera Manager.

Role: atlasATLAS SERVER
Kerberos Principals

atlas
Filename (*.keytab)
atlas

Keytab File Owner:Group
atlas:atlas

File Permission (octal)

600

Role: flink

Kerberos Principals
flink

Filename (*.keytab)
flink

Keytab File Owner:Group
flink:flink

File Permission (octal)
600
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Role: hbaseeHBASETHRIFTSERVER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)

hbase, HTTP
Keytab File Owner:Group

hbase:hbase

File Permission (octal)

600
Role: hbase-REGIONSERVER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)

hbase, HTTP
Keytab File Owner:Group

hbase:hbase

File Permission (octal)
600
Role: hbaseeHBASEREST SERVER
Kerberos Principals
hbase, HTTP
Filename (*.keytab)
hbase, HTTP
Keytab File Owner:Group
hbase:hbase
File Permission (octal)
600

Role: hbase-M ASTER
Kerberos Principals
hbase, HTTP
Filename (*.keytab)
hbase, HTTP
Keytab File Owner:Group
hbase:hbase

File Permission (octal)
600

Role: ks indexer-HBASE_INDEXER
Kerberos Principals

hbase, HTTP
Filename (*.keytab)
hbase
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Keytab File Owner:Group
hbase:hbase

File Permission (octal)
600

Role: hdfssNAMENODE
Kerberos Principals

hdfs, HTTP
Filename (*.keytab)
hdfs
Keytab File Owner:Group
hdfs:hdfs

File Permission (octal)
600

Role: hdfssDATANODE

Kerberos Principals
hdfs, HTTP

Filename (*.keytab)
hdfs

Keytab File Owner:Group
hdfs:hdfs

File Permission (octal)
600

Role: hdfssSECONDARYNAMENODE
Kerberos Principals
hdfs, HTTP
Filename (*.keytab)
hdfs
Keytab File Owner:Group
hdfs:hdfs

File Permission (octal)
600

Role: hive-HIVESERVER2
Kerberos Principals

hive
Filename (*.keytab)
hive
Keytab File Owner:Group
hive:hive
File Permission (octal)
600
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Role: hiveeHIVEMETASTORE
Kerberos Principals

hive

Filename (*.keytab)
hive

Keytab File Owner:Group
cloudera-scm:cloudera-scm

File Permission (octal)
600

Role: impala-STATESTORE
Kerberos Principals

impala, HTTP
Filename (*.keytab)
impala
Keytab File Owner:Group
impalasimpala
File Permission (octal)
600

Role: impala-CATALOGSERVER
Kerberos Principals

impala, HTTP
Filename (*.keytab)
impala
Keytab File Owner:Group
impalaiimpala
File Permission (octal)
600

Role: impala-lMPALAD

Kerberos Principals
impala, HTTP

Filename (*.keytab)
impala

Keytab File Owner:Group
impalaimpala

File Permission (octal)
600

Role: kafka-KAFKA_BROKER
Kerberos Principals

kafka
Filename (*.keytab)
kafka
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Keytab File Owner:Group
kafkackafka

File Permission (octal)
600
Role: kafka-KAFKA_MIRROR_MAKER
Kerberos Principals
kafka_mirror_maker
Filename (*.keytab)
kafka
Keytab File Owner:Group
kafka:kafka

File Permission (octal)
600
Role: kafka-K AFKA_CONNECT
Kerberos Principals
kafka
Filename (*.keytab)
kafka
Keytab File Owner:Group
kafkakafka

File Permission (octal)
600

Role: knox-KNOX_GATEWAY
Kerberos Principals

knox, HTTP
Filename (*.keytab)
hbase
Keytab File Owner:Group
knox:knox

File Permission (octal)
600

Role: kudu-KUDU_MASTER
Kerberos Principals

kudu
Filename (*.keytab)
kudu
Keytab File Owner:Group
kudu:kudu
File Permission (octal)
600
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Role: kudu-KUDU_TSERVER
Kerberos Principals

kudu
Filename (*.keytab)
kudu
Keytab File Owner:Group
kudu:kudu
File Permission (octal)
600

Role: livy-LIVY_SERVER
Kerberos Principals

livy
Filename (*.keytab)
livy
Keytab File Owner:Group
livy:livy
File Permission (octal)
600

Role: nifi
Kerberos Principals

nifi, HTTP
Filename (*.keytab)
nifi
Keytab File Owner:Group
nifi:nifi
File Permission (octal)
600

Role: nifiregistry
Kerberos Principals
nifiregistry, HTTP
Filename (*.keytab)
nifiregistry
Keytab File Owner:Group
nifiregistry:nifiregistry
File Permission (octal)
600

Role: oozie-OOZIE_SERVER
Kerberos Principals
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oozie, HTTP
Filename (*.keytab)
oozie
Keytab File Owner:Group
oozie:oozie

File Permission (octal)
600

Role: ozone-OZONE_MANAGER
Kerberos Principals

om, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-STORAGE_CONTAINER_MANAGER
Kerberos Principals

scm, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-OZONE_DATANODE
Kerberos Principals

dn, HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: ozone-OZONE_RECON
Kerberos Principals

recon, HTTP
Filename (*.keytab)
ozone

Keytab File Owner:Group
hdfs:hdfs

File Permission (octal)
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600

Role: ozone-S3 GATEWAY
Kerberos Principals

HTTP
Filename (*.keytab)
ozone
Keytab File Owner:Group
hdfs:hdfs
File Permission (octal)
600

Role: phoenix-PHOENIX_QUERY_SERVER
Kerberos Principals

phoenix, HTTP
Filename (*.keytab)
phoenix
Keytab File Owner:Group
phoenix:phoenix
File Permission (octal)
600

Role: ranger-RANGER_ADMIN
Kerberos Principals

rangeradmin, rangerlookup, HTTP
Filename (*.keytab)

ranger
Keytab File Owner:Group

ranger:ranger
File Permission (octal)

600

Role: ranger-RANGER_USERSYNC
Kerberos Principals

rangerusersync
Filename (*.keytab)
ranger
Keytab File Owner:Group
ranger:ranger
File Permission (octal)
600

Role: ranger-RANGER_TAGSYNC
Kerberos Principals

rangertagsync
Filename (*.keytab)
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ranger

Keytab File Owner:Group
ranger:ranger

File Permission (octal)
600

Role: ranger-RANGER_TAGSYNC
Kerberos Principals

rangerkms, HTTP
Filename (*.keytab)
ranger_kms
Keytab File Owner:Group
kms:kms
File Permission (octal)
600

Role: ranger-RANGER_RAZ
Kerberos Principals

rangerraz, HTTP
Filename (*.keytab)

rangerraz
Keytab File Owner:Group

ranger:rangerraz
File Permission (octal)

600

Role: ranger-RANGER_RMS
Kerberos Principals

rangerrms
Filename (*.keytab)
rangerrms
Keytab File Owner:Group
ranger:rangerrms
File Permission (octal)
600

Role: solr-SOLR_SERVER
Kerberos Principals

solr, HTTP
Filename (*.keytab)

solr
Keytab File Owner:Group
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solr:solr

File Permission (octal)
600

Role: spark_on_yarn-SPARK_YARN_HISTORY_SERVER
Kerberos Principals

spark

Filename (*.keytab)
spark

Keytab File Owner:Group
spark:spark

File Permission (octal)
600

Role: yarn-NODEMANAGER
Kerberos Principals

yarn, HTTP
Filename (*.keytab)
yarn
Keytab File Owner:Group
yarn:hadoop
File Permission (octal)
644

Role: yarn-RESOURCEMANAGER
Kerberos Principals

yarn, HTTP
Filename (*.keytab)
yarn
Keytab File Owner:Group
yarn:hadoop
File Permission (octal)
600

Role: yarn-JOBHISTORY
Kerberos Principals

mapred
Filename (*.keytab)
mapred
Keytab File Owner:Group
yarn:hadoop

File Permission (octal)
600
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Role: zeppelin-ZEPPELIN_SERVER
Kerberos Principals

zeppelin, HTTP
Filename (*.keytab)
zeppelin
Keytab File Owner:Group
zeppelin:zeppelin
File Permission (octal)
600

Role: zookeeper -server
Kerberos Principals

zookeeper
Filename (*.keytab)
zookeeper
Keytab File Owner:Group
zookeeper:zookeeper
File Permission (octal)
600

Role: cloudera-mgmt-REPORTSM ANAGER
Kerberos Principals

hdfs

Filename (*.keytab)
headlamp

Keytab File Owner:Group
cloudera-scm:cloudera-scm

File Permission (octal)
600

Role: cloudera-mgmt-SERVICEMONITOR
Kerberos Principals

hue
Filename (*.keytab)
cmon
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Role: cloudera-mgmt-ACTIVITYMONITOR
Kerberos Principals

hue
Filename (*.keytab)




CDP Private Cloud Base Cluster environment readiness

cmon
Keytab File Owner:Group
cloudera-scm:cloudera-scm

File Permission (octal)
600

Kerberos Principals
cloudera-scm, HTTP
Filename (*.keytab)
cmf, scm
Keytab File Owner:Group
cloudera-scm:cloudera-scm
File Permission (octal)
600

Role: cruise_control-CRUISE_CONTROL_SERVER
Kerberos Principals

cruisecontrol, kafka, HTTP
Filename (*.keytab)
cruise_control
Keytab File Owner:Group
cruisecontrol:hadoop
File Permission (octal)
600

Role: hdfsHTTPFS
Kerberos Principals

httpfs, HTTP
Filename (*.keytab)
httpfs
Keytab File Owner:Group
httpfs:httpfs
File Permission (octal)
600

Role: hue-KT_RENEWER
Kerberos Principals

hue
Filename (*.keytab)
hue
Keytab File Owner:Group
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hue:hue

File Permission (octal)
600

Role: schemaregistry-SCHEMA_REGISTRY_SERVER
Kerberos Principals

schemaregistry, HTTP
Filename (*.keytab)

schemaregistry
Keytab File Owner:Group

schemaregistry:hadoop
File Permission (octal)

600

Role: streams messaging manager-STREAMS MESSAGING_MANAGER_SERVER
Kerberos Principals

streamsmsgmgr, HTTP
Filename (*.keytab)

streams_messaging_manager
Keytab File Owner:Group

streamsmsgmgr: streamsmsgmgr
File Permission (octal)

600

Role: streams replication_manager-STREAMS REPLICATION_MANAGER_DRIVER
Kerberos Principals

streamsrepmgr
Filename (*.keytab)
streams_replication_manager
Keytab File Owner:Group
streamsrepmgr:streamsrepmgr
File Permission (octal)
600

Role: streams_replication_manager-STREAMS REPLICATION_MANAGER_SERVICE
Kerberos Principals

streamsrepmgr
Filename (*.keytab)
streams_replication_manager
Keytab File Owner:Group
streamsrepmgr: streamsrepmgr
File Permission (octal)
600
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This section is optional. During the HDP 2.6.5 to HDP intermediate bits upgrade, Ambari can generate the principals
and keytabs. However, before upgrading, you can manually generate the principals and keytabs. First, create the
principal using mandatory naming conventions and then create the keytab file with the principal's information. Lastly,
copy the keytab file to the keytab directory on the appropriate service host.

To create a service principal, use the kadmin utility. The kadmin utility is a command-line driven utility where you
can run Kerberos commands to manipulate the central database. To start kadmin, run the following commands:

1. ' kadmi n $USER/ adni n@REALM
2. kadm n: addprinc -randkey $princi pal _nane/ $servi ce- host - FQODN@hadoop. r eal m

Ij Note:
a. You must have a principal with administrative permissions to run the above commands.
b. Therandkey is used to generate the password.
c. The$pri nci pal _nane part of the name must match the valuesin the table below.

In the example mentioned in step 2, each service principal’s name is appended with afully qualified domain name of
the host on which the principal is running. Thisisto provide a unique principal name for services that run on multiple
hosts, like DataNodes and TaskTrackers. The addition of the hosthame serves to distinguish, for example, a request
from DataNode A from arequest from DataNode B. This isimportant for two reasons:

« |f the Kerberos credentials for one DataNode are compromised, it does not automatically compromise all other
DataNodes.

e If multiple DataNodes have the same principal and are simultaneously connecting to the NameNode, and if the
Kerberos authenticator sent has the same timestamp, then the authentication is rejected as areplay request.

E Note: The NameNode, Secondary NameNode, and Oozie require two principal s each.

If you are configuring High Availability (HA) for a Quorum-based NameNode, you must also generate a

principle (jn/$FQDN) and keytab (jn.service.keytab) for each JournalNode. JournalNode al so requires the keytab

for itsHTTP service. If the JournalNode is deployed on the same host as a NameNode, the same keytab file
(spnego.service.keytab) can be used for both. In addition, HA requires two NameNodes. Both the active and standby
NameNodes require their own principal and keytab files. The service principles of the two NameNodes can share the
same name, specified with the dfs.namenode.kerberos.principal property in hdfs-sitexml, but the NameNodes still
have different fully qualified domain names.

HDFS NameNode nn/$FQDN nn.service.keytab
SecondaryNameNode nn/$FQDN nn.service.keytab
DataNode dn/$FQDN dn.service keytab
Journal Server* jn/$FQDN jn.service.keytab
NameNode HTTP HTTP/$FQDN spengo.service.keytab
SecondaryNameNode HTTP HTTP/$FQDN spnego.service keytab
MapReduce MR2 History Server jhs/$FQDN nm.service.keytab
MR2 History Server HTTP HTTP/$FQDN spnego.service.keytab
YARN Node Manager nm/$FQDN nm.service.keytab
Resource Manager rm/$FQDN rm.service.keytab
YARN Timeline Server yarn-ats/$FQDN yarn-ats.service.keytab
HTTP HTTP/$FQDN spnego.service keytab
Oozie Oozie Server 00zie/$SFQDN oozie..service.keytab
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Service Component/Role Principal Name Mandatory Keytab Filename

Oozie HTTP HTTP/$FQDN spnego.service.keytab
Hive HiverServer2, HMS hive/$SFQDN hive.service.keytab
Hive HTTP HTTP/$FQDN spnego.service. keytab
HBase HBase Master Server hbase/$FQDN hbase.service.keytab
HBase RegionServer hbase/$FQDN hbase.service.keytab
Kafka K afka Broker kafka/$FQDN kafka service.keytab
Zeppelin Zeppelin Server zeppelin/$FQDN zeppelin.service.keytab
Zookeeper zookeeper/$FQDN zk.service.keytab
Knox knox/$FQDN knox.service keytab
Ranger Admin Server rangeradmin/$FQDN rangeradmin.service.keytab
L ookup Server rangerl ookup/$FQDN rangerl ookup.service.keytab
KMS rangerkms/$FQDN rangerkms.service.keytab
UserSync rangerusersync/$FQDN rangerusersync.service.keytab
TagSync rangertagsync/$FQDN rangertagsync.service.keytab
AMS amshbase/$FQDN ams-hbase.master.keytab
amsmon/$FQDN ams.collector.keytab
amszk/$FQDN ams-zk.service keytab
Spark2 spark/$FQDN spark.service.keytab
Druid druid/$FQDN druid.service.keytab
Infra-Solr infra-solr/$FQDN ambari-infra-solr.service keytab
Atlas atlas/$FQDN atlas.service.keytab
Livy livy/$FQDN livy.service.keytab

* Only required if you are setting up NameNode HA. For example, to create the principal for a DataNode service, run
the command kadmi n: addpri nc -randkey dn/ $dat anode- host @hadoop. real m

3. Extract the related keytab file and placeit in the keytab directory of the respective components. The default
directory is/etc/krb5.keytab.

e kadnmin: xst -k $keytab_file_nanme $principal _name/fully.qualified. donain. name

Y ou must use the mandatory names for the $keytab_file_name variable shown in the table above. For example, to
create the keytab files for the NameNode, run the command kadmi n: xst -k nn. servi ce. keytab nn/
$nanenode- host kadmi n: xst -k spnego. service. keytab HTTP/ $nanenode- host

After creating the keytab files, copy the keytab files to the keytab directory of the respective service hosts.

4. On each servicein your cluster, verify that the correct keytab files and principal s are associated with the correct
service using the klist command. For example, on the NameNode, run the command kl i st -k -t /etc/
security/nn.service. keytab

Sample data ingestion

Cloudera recommends you use a subset of your workload or any sample data for any jobs or queries and do a
benchmarking. Y ou can record the time taken for the critical jobs and compare the performance of pre and post
upgrade setup.
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Upgrade Tasks  Post-upgrade

Pre-upgrade Tasks
Tasks

¥

HDP to CDP Cluster Sample data Expediting the n
upgrade environment ingestion Hive upgrade

overview readiness [Optional] process

Cloudera recommends you use a subset of your workload or any sample data for any jobs or queriesand do a
benchmarking if required. Y ou can record the time taken for the critical jobs and compare the performance of pre and
post upgrade setup.

Expediting the Hive upgrade

Preparing the Hive metastore for the upgrade can take along time. Checking and correcting your Hive metastore
partitions and SERDE definitionsis critical for a successful upgrade. If you have many tables and partitions, it might
be difficult to manually identify these problems. The free Hive Upgrade Check tool helpsidentify these problems.

Upgrade Tasks  Post-upgrade

Pre-upgrade Tasks
Tasks

HDP to CDP Cluster Sample data Expediting the 10
upgrade environment ingestion Hive upgrade
overview readiness [Optional] process 1

The Hive Upgrade Check tool is Community software that scans your Hive metastore to identify potential upgrade
problems. Y ou can aso use the tool to perform the following tasks:

» Convert legacy managed tables (non-acid) to external tables.
» Report potential problems, such as tables that do not have matching HDFS directories, to resolve before the
upgrade.

The cluster upgrade to CDP runs the Hive Strict Managed Migration (HSMM) process that performs the same tasks.
During the cluster upgrade, you can skip the HSMM process, migrating none of your tables and database definitions.

Overview of the expedited Hive upgrade

Y ou perform tasks before and after the Hive migration to hasten the upgrade. The sequence of stepsinvolved in
expediting the Hive upgrade includes identifying problems in tables and databases before upgrading, modifying the
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HSMM process to prevent migration of your tables and databases, and completing the cluster upgrade. After the
upgrade to CDP, you migrate the tables and databases.

1. Preparetablesfor migration, identifying potential migration problems using the Hive Upgrade Check tool.
2. Decide to expedite the upgrade by not migrating your databases and tables during the upgrade.

3. Modify the HSMM process to prevent migration of your tables and databases during the upgrade.

4. Start the upgrade wizard to upgrade your cluster.

If you did not migrate all tables, do so after the upgrade to CDP as follows:

1. Prepare your databases and tables for migration using the Hive Upgrade Check tool.
2. Migrate tables and databases to CDP.

Y ou cannot use unmigrated tablesin CDP.

Y ou need to identify missing table or partition locations, or both, to prevent upgrade failure. If the table and partition
locations do not exist in the file system, you must either create a replacement partition directory (recommended) or
drop the table and partition.

Y ou perform this step if you did not modify the HSMM process to expedite the Hive upgrade.

Ensure the table and partition locations exist on the file system. If these locations don’t exist either create a
replacement partition directory (recommended) or drop the table and partition.

A managed table location must map to one managed table only. If multiple managed tables point to the same location,
upgrade problems occur.

Ensure correct Serde definitions and a reference to a SERDE exists to ensure a successful upgrade.

Y ou perform this step if you do not modify the HSMM process for expediting the Hive upgrade.

1. Check Serde definitions for correctness and check for SERDE availability.
2. Correct any problems found as follows:

* Remove the table having the problematic SERDE.
« Ensurethe SERDE is available during the upgrade, so the table can be evaluated.

Non-Acid, managed tablesin ORC or in a Hive Native (but non-ORC) format that are owned by the POSIX user hive
will not be SparkSQL -compatible after the upgrade unless you perform manual conversions.

If your table is a managed, non-ACID table, you can convert it to an external table using this procedure
(recommended). After the upgrade, you can easily convert the external table to an ACID table, and then use the Hive
Warehouse Connector to access the ACID table from Spark.

Take one of the following actions.
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» Convert thetables to external Hive tables before the upgrade.

ALTERTABLE... SET TBLPROPERTIES('EXTERNAL'="TRUE','external .table.purge’="true’)
« Changethe POSIX ownership to an owner other than hive.

Y ou will need to convert managed, ACID v1 tablesto external tables after the upgrade.

Y ou need an understanding of the Hive Strict Managed Migration (HSMM) and the Hive Upgrade Check tool for a
successful upgrade.

It is difficult to estimate how long the Hive Strict Managed Migration will take. The following factors are just afew
that might affect how long it takes:

e Number of managed tables
« Core processing power
» Backend metastore database speed

The process runs across all Hive metastore databases and tables by default, identifying managed tables that need to
undergo compaction or conversion to Hive 3 ACID V2 tables.

Consider expediting the upgrade process if one of the following conditions exist:

* You havefew, or no, ACID tables but do have many legacy managed tables in your environment.
« Reducing downtimeis critical, and justifies the extra effort to expedite the upgrade process.

The underlying Hive upgrade process Hive Strict Managed Migration (HSMM) is an Apache Hive conversion utility
that makes adjustments to Hive tables under the enhanced and strict Hive 3 environment to meet the needs of the most
demanding workloads and governance requirements for Data L ake implementations. There are some changes to the
standard behaviors in Hive table definitions and locations. The HSMM reviews every database and table to determine
if changes are needed to meet these requirements.

With systems that have been around for awhile, or have adopted some ingest patterns, there may be artifactsin the
metastore that cannot be reconciled, including the following artifacts:

« Tables and partitions without reciprocating storage locations
» Tablesusing SERDES that have been abandoned.
* ACIDv1 tables

These tables must be fully compacted before the upgrade. If tables are not compacted, datalossis highly likely.
When these irreconcilable conditions occur, it requires manual intervention to fix problems before it can proceed.

The Hive upgrade process iterates through the databases and tables, attempting to materialize each of them using the
Hive Metastore and public Thrift APIs. That creates a heavy load on the underlying metastore database and entire
system.

By default, the Hive Strict Managed Migration process (HSMM) runs across al tables and databases. But, you want
to prevent HSMM from migrating tables and databases. To change the default, you must directly modify the Ambari-
DC Hive Upgrade Process.
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Before you begin
Y ou upgraded to Ambari-DC, but have not yet performed the HDP upgrade of the platform stack from Hive 1 to Hive
3.

About this task
Perform this procedure if you want to expedite the upgrade process.

Procedure

1. Open the following script on the Ambari Server host for editing: /var/lib/ambari-server/resources/stacks'HDP/3.0/
services/HIV E/package/scripts/post_upgrade.py

2. Make the changes as shown in the following example:
FROM

cnd = format ("{hive_script} --config /etc/hive/conf --service strictmn
agedm gration --hiveconf hive.strict. managed.tables=true -mautonatic
- -nmodi f yManagedTabl es - - ol dWar ehouseRoot / apps/ hi ve/ war ehouse™)

TO

cnmd = format ("{hive_script} --config /etc/hive/conf --service strictmn

agedni grati on --hiveconf hive.strict.mnaged.tables=true -mautomatic

--nmodi f yManagedTabl es - - ol dWar ehouseRoot / apps/ hi ve/ war ehouse - -t abl eRegex
zzzzz")

3. Restart the Ambari Server and agents after this change but before starting the upgrade process.

Important: After upgrading to CDP, you must run the Hive Upgrade Check tool and do any suggested
clean up on the Hive metastore, and then migrate the corrected tables to CDP.

Related Information
Running the Hive Upgrade Check tool

Ambari and HDP Upgrade Checklist

Before upgrading Ambari and HDP, you must review the checklist for activities that you must perform to ensure the
cluster is ready for the upgrade.

Pre-upgrade Upgrade Tasks Post-upgrade
Tasks Tasks
i (I G
g
Ambari and : Upgrading Transitioning

HDP Upgrading HDP to
upgrade Ambari Cloudera to Cloudera
checklist mbarl Runtime 7.1 x Manager
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When preparing to upgrade Ambari and the HDP Cluster, Cloudera recommends that you review this checklist to
confirm that your cluster operation is healthy. Attempting to upgrade a cluster that is operating in an unhealthy state
can produce unexpected results.

When preparing to upgrade Ambari and the HDP Cluster, Cloudera recommends that you review this checklist to
confirm that your cluster operation is healthy. Attempting to upgrade a cluster that is operating in an unhealthy state
can produce unexpected results.

Important: Always ensure that you are using the most recent version of Ambari to perform your upgrade.

* Ensuredl servicesin the cluster are running.

« Run each Service Check (found under the Service Actions menu) and confirm they execute successfully.
e Clear dl derts, or understand why they are being generated. Remediate as necessary.

» Confirm that the start and stop options for all services are executing successfully.

* Record thetimeit takes to start and stop each service. The timeto start and stop servicesis a big contributor to
overall upgrade time so having thisinformation handy is useful.

« Download the software packages prior to the upgrade. Place them in alocal repository and consider using a
storage proxy because multi-gigabyte downloads are required on all nodes in the cluster.

¢ Ensure point-in-time backups are taken of all databases that support the cluster. Thisincludes (among others)
Ambari, Hive, Ranger, Druid, Superset, and Oozie.

IE Note: To find all the download links in a centralised location, see Software download matrix

Ensure you download the cluster blueprints before you begin the upgrade. The blueprint of your old cluster is used as
the template of the new cluster after you transition to Cloudera Manager.

To download the cluster blueprints without hosts, do the following:

curl ${securecurl} -H "X-Requested-By: anbari" -X GET -u ${anbari user}: ${anb
ari pwd} ${anbari protocol }://${anbariserver}: ${anbari port}/api/vl/ clusters/${
cl ust er nane} ?f or mat =bl ueprint > "${backupdir}"/${cl ustername}_blueprint_with
out _hosts_"$(date +"Wo%Pd¥WARE")". | son

where,

securecurl = -k for https

securecurl = -k for https

ambariuser = Ambari User Name

ambaripwd = Ambari Password

ambariprotocol = http or https

ambariserver = Ambari Server Name
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ambariport = Ambari Port
clustername = The Name of the cluster

backupdir = The folder to download the blueprint

Y ou must ensure that your HDP cluster satisfies specific prerequisites before initiating the upgrade from Ambari
2.6.2.x to Ambari 7.1.x.X.

¢ You must review the Behavioral Changes.

e You must have root, administrative, or root-equivalent authorization on the Ambari Server host and all Ambari
Agent hostsin the cluster.

* You must make a safe copy of the Ambari Server configuration file found at /etc/ambari-server/conf/ambari.prope
rties.

« |If your cluster is SSO-enabled, do not stop Knox before upgrading Ambari.

¢ You must disable the Queue Priority Support feature of Y ARN.

If you have alarge cluster with alarge data volume, you should configure the Ambari NameNode restart timeout
parameter on the Ambari Server host, to ensure that the Ambari requests for starting the NameNode do not timeout
during an upgrade.

In alarge cluster, NameNode startup processes can take along time. NameNode startup time depends not only on
host properties, but also on data volume and network parameters. To ensure that the Ambari requests for starting the
NameNode do not timeout during an upgrade, you should configure the Ambari NameNode restart timeout parameter,
upgrade.parameter.nn-restart.timeout in /etc/ambari-server/conf/ambari.properties on the Ambari Server host. You
may need to add the restart timeout parameter and value to the Ambari server host following a default installation. For
alarge cluster, you should add 10% to the usual time (in seconds) required to restart your NameNode. Although no
standard way to determine an appropriate value exists, you may use the following guidance:

For example, record the time (seconds) required to restart the active NameNode for your current Ambari server
version. If restarting takes 10 minutes, (600 seconds), then add upgrade.parameter.nn-restart.timeout=660 to the /etc/
ambari-server/conf/ambari.properties file on the Ambari Server host.

After adding or resetting the Ambari NameNode restart parameter, restart your Ambari server before starting the HDP
upgrade.

ambari-server restart
For Ambari Upgrades

e You must review the Behavioral Changes.

* Review supported Ambari Server database versions using the Cloudera Support Matrix. Review the resources
required for the database upgrade. Y ou will upgrade your Ambari Server database during the Ambari upgrade
procedure.

* Ambari 7.1.x.x only supports the following operations when running against a HDP 2.6.5.x cluster:
e + Run Service Checks

e Start, Stop, Restart a Service

» Change Configuration

» Enable and Disable Maintenance Mode

» Disable Auto Start

* Remove Services

¢ Remove Components

* Remove and Decommission Hosts
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To restore full management functionality, use Ambari 7.1.x.x to upgrade to HDP intermediate bits as soon as
possible.

For HDP Cluster Upgrades

» Ensure sufficient disk space on /usr/hdp/<version> (roughly 10GB for each additional HDP release).

» Additional components are added to the cluster as part of the HDP intermediate bits upgrade including Y ARN
ATSv2, YARN Registry DNS, and additional Hive clients required for the Spark history server. If your cluster
has kerberos enabled, you must configure Ambari to manage the kerberos administrator credentials prior to the
upgrade, so that the appropriate kerberos principals can be created during the upgrade process.

* You must take a backup of the running topology processes if your HDP cluster includes the Storm component.
Y ou must stop the Storm services during the upgrade. CDP Private Cloud Base cluster does not support Storm.

Cloudera Support Matrix

To successfully install the HDP intermediate bits using Ambari as a part of the CDP upgrade process, you must
review and configure your KDC admininstrator credentials, administrator host FQDN, and kadmin principal.

i Important: For aKerberized cluster, you must review and configure your KDC:
e KDC Admin Credentials:

The Ambari Server adds new components as a part of the HDP 2.6.5.x to HDP intermediate bits upgrade
and needs to be configured to enable password encryption and saving the KDC admin credentials so

that necessary principals can be created. For steps on how to do this, see Encrypt Database and LDAP
Passwords in Ambari, Managing Admin Credentials, and Authentication and Kerberos | ssues.

e KDC Admin Host FQDN:

Ensure that the KDC Admin host is set to afully qualified domain name (FQDN) and not an IP address.
Y ou can check this setting by going to Services > Kerberos > Configs > KDC Hosts

e KDC kadmin principal:

The MIT KDC integration in Ambari 7.1.X.x has been improved to connect more securely with the
Kerberos Administration server (kadmind). This increased security expects a Kerberos admin service
principal to be present with a specifically formatted principal name. The format expected is kadmin/
fully.qualified.kdc.hostname@REALM. This expectation is a behavior change from previous versions of
Ambari, where having such a Kerberos admin service principal was not required. This principal is present
by default in most MIT KDC installations, but some customers have reported that this principal does not
exist in their KDC. Dueto this, it is recommended that before upgrading a kerberized cluster to Ambari
7.1.x.x, you ensure this principal existsin your KDC database.

Prior to installing HDP intermediate bits using Ambari as a part of the CDP upgrade process, your cluster must meet
the certain prerequisites to ensure that the cluster isin a healthy operating mode and can successfully manage the
upgrade process.

For any Cluster

Disk Space: Be sure to have adequate space on /usr/hdp for the target HDP version. Each complete install of an HDP
version occupies about 5 GB of disk space.

Ambari Agent Heartbeats: All Ambari Agents must be communicating and heartbeating to Ambari Server. Any hosts
that are not heartbeating must be in Maintenance mode.

Hive Upgrade: The upgrade process does not back up the Hive Metastore, nor does it compact ACID tables. Before
upgrading Hive, you must:
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* Manually back up your Hive metastore database after using the pre-upgrade tool, described later, and before
upgrading.

» If you have ACID tablesin your Hive metastore database, enable ACID operations using Ambari Web or set Hive
configuration properties to enable ACID.

information, see HDP Core component version changes. If you are not using a component in the CDP
cluster, then you must remove them. The unused component extends the time and complexity of the HDP
to CDP upgrade.

E Note: You must remove the components that are unsupported in CDP Private Cloud Base. For more

Host Maintenance Mode
The following two scenarios are checked:

« Any hostsin Maintenance mode must not be hosting any Service Master Components.

e Hosts running Worker Components display awarning if they are in Maintenance mode. Y ou can proceed with the
upgrade. But these hosts will not be upgraded. Before finalising the upgrade, you must delete these hosts from the
cluster.

Service Maintenance Mode: No services can be in Maintenance mode, except for Ambari Metrics System,
SmartSense, and Log Search.

Services Started: All services must be started, except for Ambari Metrics System, SmartSense, and Log Search.

Service Checks: All service checks must pass. Be sure to run Service Actions > Run Service Check on al services
(and remediate if necessary) prior to attempting an HDP upgrade.

All Prior Upgrades are Finalized: Any prior upgrade started with Ambari must be finalized.

Y ou must review the information mentioned in this section before you proceed with the upgrade.

* Not al Management Packs are compatible with the HDP intermediate bits. Cloudera Support can help you assess
the feasibility of your upgrade if you have Management Packs other than HDF installed.

» Clouderadoes not support HDF in-place upgrades if HDF is used in combination with the HDP 2 cluster. Thisis
because it is not supported to have HDP 2.x + HDF 3.5.2 managed by the same Ambari.

e If you're running HDF on top of HDF 2.6.5, you cannot upgrade HDF. Y ou have two options:

¢ You can upgrade both HDP and HDF in order to have Ambari 2.7.5 managing both HDP 3.1.5 and HDF 3.5.2.
Y ou can then proceed with the in-place upgrade to CDP.

* You can detach the HDF services from Ambari, uninstall the HDF mpack from Ambari, and proceed with the
upgrade for Ambari/HDP. After upgrading to CDP, you can install the corresponding services and migrate the
workloads from the HDF cluster to the new services running on CDP.

Note: NiFi and NiFi Registry are part of the CFM parcel needsto be installed in CDP. Kafka and
B Schema Registry are part of the CDP runtime. Storm and SAM are deprecated and replaced by
Flink and SSB. For more information, see CFM Migration on migrating NiFi flows between two
environments.
« |f you have any doubts or concerns or questions about the migration process, you must contact the Cloudera
Support for further assistance to help you determine the best migration plan for your business needs.
e Thelatest and supported version of AM2CM is AM2CM 2.0.2. This version is capable of handling the HDF
3.5.2.0# CPD 7.1.7.0 upgrade path.

Review the list of additional components that are added to your cluster, along with the deprecated services and views
that are removed during the process of upgrading to Ambari 7.1.x and HDP intermediate bits.
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These services are removed automatically as part of the upgrade process. Y ou can also remove these services
manually prior to the upgrade by following the steps below:

1. Logintothe Ambari Ul.
2. Click the service you wish to remove.
3. From the Service Actions menu, click Delete Service.

Ambari 2.6.2.x to Ambari 7.1.x.x.
The Ambari 2.6.2.x to Ambari 7.1.X.x upgrade removes the following views:

+ HiveView 1.5, Hive View 2

e HueTo Ambari View Migration
e Slider

e Storm

e Tez

. P|g

HDP 2.6.5.x toHDP intermediate bits

The HDP 2.6.5.x to HDP 7.1.x.x upgrade adds the following components if Y ARN is deployed in the cluster being
upgraded:

*  YARN Registry DNS
* YARN Timeline Service V2.0 Reader

The HDP 2.6.5.x to HDP intermediate bits upgrade removes the following services:

e Druid

e Superset

e Accumulo
e Flume

¢ Mahout

e Facon

e Spark 1.6

e Slider

* WebHCat

* Spark Thrift Server

A Caution:
e Druid is not supported on Ambari 7.1.1. Druid is supported from Ambari 7.1.2 version onwards. Y ou can
upgrade when Druid is available on CDP Private Cloud Base.
¢ When you upgrade Ambari to alater version, Accumulo service is not supported as Accumulo is not
compatible with other components and cannot access the data. Hence, you must delete Accumulo service
when upgrading Ambari.

Note: You must remove Accumulo on the Ambari managed HDP cluster asthe AM2CM tool does not
transition the Accumulo component from HDP to CDP. However, you can add Accumulo as a service on the
Cloudera manager managed CDP Private Cloud Base cluster.

&

& Important:
e Upgrading from HDP 2.6.5.x to HDP intermediate bits does not support HDP Search to Cloudera Search
upgrade.
e LLAPisnot supported in CDP Private Cloud Base. Y ou can move the LLAP workloads to CDW Public
cloud or Private Cloud.
* TheHiveView and the Tez View (collectively known as Ambari Views) are deprecated in CDP Private
Cloud Base.
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HDP Core component version changes

Y ou must be aware of the version number changes for the core components included in HDP 2.6.5.x.

Component HDP 2.6.5.x Ambari 7.1.x.X CDP Private Cloud Base (CM)

Hadoop 273 311 311
Hive 121 3.1.3000 3.1.3000
2.1.0(LLAP) CLI Removed
Hive LLAP available removed removed
Hive MR 121 removed removed
Hive TEZ 0.7.0 0.9.1 0.9.1
Oozie 4.2.0 5.1.0 510
Sqoop 14.6 147 147
Flume 152 removed removed
Pig 0.16.0 removed removed
HBase 112 223 223
Phoenix 4.7.0 5.0.0 5.0.0
Knox 0.12.0 1.3.0 1.3.0
Ranger 0.7.0 2.0.0 2.0.0
Ranger KMS 0.7.0 2.0.0 2.0.0
Druid 0.10.1 Not available Not available
Storm 110 removed removed
Spark 1.6.3 245 245
230

ZooK eeper 34.6 355 355
Zeppelin 0.7.3 0.8.2 0.8.2
Falcon 0.10.0 removed removed
Atlas 0.8.0 2.0.0 2.0.0
Kafka 1.00 24.0 2.4.0

Some of the components are removed between HDP and Ambari PvC Base. Y ou must work with the application
teams to transition workloads to another part of the stack before you upgrade. When the transition is compl ete,
remove those components from the HDP stack before you upgrade to Ambari PvC Base.

Upgrading the cluster’s underlying OS

Ensure that al your hosts in the cluster are on the operating systems supported with the HDP intermediate bits and
Ambari 7.1.x.x before starting the upgrade from HDP 2.6.5.x to HDP intermediate bits.

Only RHEL, CentOS, and Ubuntu operating systems are supported with the HDP intermediate bits and Ambari
7.1.x.x. Ensure that al your hostsin the cluster are on the supported operating system before starting the upgrade
from HDP 2.6.5.x to HDP intermediate bits. For more information on the supported versions of Operating systems,
see Operating system requirements.
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Note: SLES 12 SP5 is now supported for use with the HDP intermediate bits and CDP Private Cloud Base
7.1.4 and higher.

For many, thisis a process that takes time and orchestration between multiple teams within your organization. Two
high-level guidelines for moving from one major operating system version to another is as follows:

In-Place and Restore:

Perform an In-place OS refresh and use Ambari Restore Host feature
Move and Decom:

Move Masters and Decom/Recom Workers

Each option has advantages and disadvantages and high-level decision criteria.

Perform an In-place OS refresh and use Ambari Restore Host feature.

This option should be used in medium to large clusters (25 or more nodes), with operational teams that have
environment automation experience, and have followed best practices when setting up component High Availability
and HDP directory structures (such as ensuring that the HDP component data and metadata are not stored on the root
volume).

This option involves going through each host in the cluster and ensuring important metadata and data are stored

on avolume that is not being used by the operating system, and leverages component high availability to maintain
maximum cluster availability. When visiting each host, the host is shut down, the operating system volumeis
refreshed with the new version of the chosen operating system, the host is configured with the same | P address and
hostname, all volumes are re-mounted, and the Ambari agent isinstalled and configured. After the host has rejoined
the cluster, the Ambari Recover Host functionality is used to reinstall, reconfigure, and start services. To ensure that
no dataislost during the reinstall of the operating system, verify that your OS volumes do not contain any HDP data
or metadata. Additionally, during the OS reinstall, make sure that you do not erase or reformat any non-operating-
system volumes, such as HDFS data drives, as this may result in dataloss.

Move Masters and Decom/Recom Workers. Each option has advantages and disadvantages and high-level decision
criteria.

This option should be used in smaller clusters (under 25 nodes), where operational teams may not have accessto
operating system and configuration management automation tooling or have not yet followed best practices when
setting up the HDP directory structures (such as ensuring HDP component data and metadata are not stored on the
root volume).

This option involves decommissioning worker nodes and replacing them with worker nodes that have the new
operating system version on them. For master nodes, the move-master operation is used to move all masters off of a
host, and on to a new host with the new operating system version on them. Decommissioning worker nodes can take
agreat deal of time, depending on the density of the nodes, and move-master operations require many cluster services
to be restarted, so thisis atime-consuming process that requires multiple periods downtime, but it does not require
any operating system level operations to be performed.

Y ou must understand the considerations and the process to upgrade from the current version of Ambari to Ambari
7.1.X.X.
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Upgrading Ambari

Pre-upgrade

Tasks

Ambari and
HDP upgrade
checklist

Upgrade Tasks

Upgrading
Ambari

Upgrading
HDP to
Cloudera
Runtime 7.1.x

Transitioning
to Cloudera
Manager

Before you upgrade Ambari

Y ou must be aware of the exact steps and understand the interdependencies and order of the steps so that you can
adjust and account for any special configurations for your cluster before starting the Ambari upgrade process.

Post-upgrade
Tasks

1

11

Upgrading Ambari is much like any other upgrade in HDP. The main difference here is that the underlying platform
is running Cloudera Runtime bits for all services. Thisisimportant because it provides an upgrade path to using the
latest bits of the underlying stack. These include upgrades to HDFS, Hive, Spark, Ranger, Oozie, HBase, and so on.

Ambari and the HDP intermediate bits clusters being managed by Ambari can be upgraded independently. This
section describes the process to upgrade Ambari. Y ou are encouraged to read completely through this entire document
before starting the upgrade process, so that you understand the interdependencies and order of the steps. It is
recommended you validate these stepsin atest environment to adjust and account for any special configurations for
your cluster.

* Preparing to Upgrade Ambari

« Upgrade Ambari

e Thehigh-level process for upgrading Ambari is asfollows:

Perform the
preparation steps,
which include
making backups
of critical cluster

K
A

Prepare

metadata

Stop Ambari

Stop the Ambari
Server and on all
hosts in the
cluster stop the
Ambari Agent

Upgrade Ambari

Serves & Agents

Upgrade the
Ambari Server and
all hosts in the
cluster upgrade
the Ambari Agent

Upgrade the
Ambari Server
Schema

Upgrade the
Ambari Server's
Database
Schema

Start Ambari

Server & Ambari

Agents

Start the Ambari
Server and on all
hosts in the
cluster start the
Ambari Agent

Re-configure

LDAP & JDBC

Re-configure
Ambari Server's
LDAP integration
and point Ambari
to the right JDBC

drivers

Note: Ambari 7.1.x.x is not intended to be along-term solution, only a brief interim step to CDP Private

Cloud Base.

Important: If you stay on HDP 7.1.x you will not be able to upgrade directly to HDP 7.1.y (wherey > X).
Y ou must always first upgrade from HDP 7.1.x to CDP 7.1.x and then upgrade to CDP-7.1.y.
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Y ou need to set up alocal repository, update the version repository base URLS, and edit the repository configuration
file

Asafirst step, you must set up alocal repository for Ambari and HDP. For more information, see set up alocal
repository.

A case-study of setting up local repositories: Case study for setting up alocal repo

When the local repository is created, update the version repository base urlsin Ambari. For more information, see
update the version repository base urls.

Finally, edit the repository configuration file to use this new local repository. For more information, see edit the
repository configuration file

Note: You can use the case studies to set up alocal repository for all of the 7.1.x versions. For example, the
IE case studiesin this section help you to set up alocal repository for the 7.1.7 version.

Some services depend on components that are installed from the Ambari repository. It is not updated automatically.
Also, Package Manager displays an error about the unavailable repository URL when you update the package

lists. Cloudera recommends you to manually update the URL s located at /etc/yum.repos.d/ambari.repo on all hosts
(including server host).

When the cluster settings for the HDP repository URL is updated, repository files on hosts are not immediately
regenerated. The files are re-generated when you add a new component or service. But an inaccessible repository
URL causes the Package Manager to display an error about the unavailable repository URL when you update the
package lists. Cloudera recommends you to manually update the URLs in the HDP repository files (for example, /etc/
yum.repos.d/ambari-hdp-1.repo) on all agent hosts.

Note: Ambari 7.1.x.x and HDP 7.1.x.x are version numbers. For example, Ambari 7.1.8.0 and HDP 7.1.8.0
E or Ambari 7.1.7.0 and HDP 7.1.7.0 or Ambari 7.1.6.0 and HDP 7.1.6.0 and so on.

If the cluster is using the GPL components, you must replace the HDP-GPL repository URL with alocal repository.

1. Setupaloca HDP-GPL repository

wget -nv https://archive. cl oudera. com p/ HDPDC/ 7. x/ 7. 1. 7. 2000/ cent os7/ hdp
.repo -O /etc/yumrepos. d/ hdp. gpl.reponkdir -p /var/ww/ htm /hdp-gpl/cen
tos7cd /var/ww ht m / hdp-gpl /centos7/reposync -r HDP-GPL-7.1.X.xcreatere
po /var/ww/ ht m / hdp-gpl / cent os7/ HDP- GPL- 7. 1. x. x/

Edit /etc/ambari-server/conf/ambari.properties.
Replace gpl.license.accepted=fal se with gpl.license.accepted=true.

Restart Ambari server.

Y ou must edit the HDP-GPL repository similar to the HDP repository. However, the URL and Local repository
contents, and the Ul fields are different for both the repositories. For more information on updating the version
repository, see Update version repository base urls. If you do not plan use the GPL components, disable the
gpl.license.accepted property.

o~ wDN
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6. Restart Ambari server

Y ou must have completed the Getting Started Setting up aLocal Repository procedure.

To finish setting up your local repository, complete the following:

1. Install the repository configuration files for Ambari and the Stack on the host.
2. Confirm repository availability:

¢ For RHEL, CentOS, Oracle or Amazon Linux: yum r epol i st
e For SLES: zypper repos
e For Debian and Ubuntu: dpkg- | i st
3. Synchronize the repository contents to your mirror server:
a) Browsetothe web server directory:

» For RHEL, CentOS, Oracle or Amazon Linux: cd / var/ ww/ ht m
e ForSLES: cd /srv/ww/ htdocs/rpms
» For Debain and Ubuntu: cd / var/ www/ ht nl

b) For Ambari, create the ambari directory and reposync: nkdi r - p anbari/ <0S>,cd anbari/ <0S>,
andreposync -r Updates- Anmbari - 7. 1. x. X. In this syntax, the value of <OS> is amazonlinux2,
centos7, sles12, ubuntul6, ubuntul8, or debian9.

Important: Dueto aknown issuein version 1.1.31-2 of the Debian 9 reposync, we advise using
& reposync version 11.3.1-3 or above when working on a Debian 9 host.

¢) For Hortonworks Data Platform (HDP) stack repositories, create the hdp directory and reposync: nkdi r -
p hdp/ <CS>,cd hdp/ <OS>,andr eposync -r HDP-<I| at est. versi on> andreposync -r
HDP- UTI LS- <ver si on>.

d) For HDF Stack Repositories, create an hdf directory and reposync. nkdi r - p hdf/ <0S>,cd hdf/ <Cs>,
andreposync -r HDF-<I| atest.version>.

4. Generate the repository metadata:

e For Ambari: cr eat erepo <web. server. di rectory>/ anbari/ <0S>/ Updat es-
Anbari-7.1.x.x

» For HDP Stack Repositories: cr eat er epo <web. server. di r ect or y>/ hdp/ <OS>/ HDP-
<l at est. versi on> createrepo <web. server.directory>/hdp/ <OS>/ HDP- UTI LS-
<versi on>

« For HDF Stack Repositories: cr eat er epo <web. server. di rect or y>/ hdf / <0S>/ HDF-
<l at est . versi on>
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5. Confirm that you can browse to the newly created repository:

» Ambari Base URL http://<web.server>/ambari/<OS>/Updates-Ambari-7.1.X.x

* HDF Base URL http://<web.server>/hdf/<OS>/HDF-<latest.version>

» HDP Base URL http://<web.server>/hdp/<OS>/HDP-<latest.version>

* HDP-UTILS Base URL http://<web.server>/hdp/<OS>/HDP-UTIL S-<version>

Where:

e <web. server >-TheFQDN of the web server host
e <ver si on> —The Hortonworks stack version number
¢ <(0S> —centos?, desl2, ubuntul6, ubuntu 18, or debian9

Important: Be sureto record these Base URLS. Y ou need them when you are installing Ambari and the
Cluster.

6. Optional. If you have multiple repositories configured in your environment, deploy the following plug-in on all
the nodesin your cluster.

a) Install the plug-in. For RHEL/CentOS/Oracle 7: yum i nstal | yum pl ugi n-priorities
b) Edit the /etc/yum/pluginconf.d/priorities.conf file to add the following: [main] enabled=1 gpgcheck=0

Review this case study to understand - how to prepare alocal repository for Ambari 7.1.x.x and HDP 7.1.x.x on
Centosr:

yuminstall yumutils createrepo -y

yuminstall httpd -y

/lfirewall configuration

sudo systenctl start httpd

sudo systencttl status httpd

nkdir -p /var/ww htm/

wget -nv https://archive. cl oudera. com p/anbaridc/7.x/7.1.7.2000/centos7/anb
aridc.repo -O /etc/yumrepos. d/ anbari.repo

wget -nv archive. cl oudera. com p/ HOPDC/ 7. x/ 7. 1. 7. 2000/ cent os7/ hdp.repo -O /
etc/ yum repos. d/ hdp. r epo

yum r epol i st

cd /var/ww/ ht n

nkdir -p anbari/centos7

cd anbari/centos7/

reposync -r anbari-7.1.x.Xx

cd ../..

nmkdir -p hdp/centos7

cd hdp/centos7/

reposync -r HDP-7.1.Xx.X

reposync -r HDP-UTILS-1.1.0.22

createrepo /var/ww htm /anbari/centos7/anbari-7.1.x.x
createrepo /var/ww htm /hdp/ cent os7/HDP-7. 1. x. X
createrepo /var/ww ht m / hdp/ cent os7/ HDP- UTI LS-1. 1. 0. 22/

Resul t:

The repositories will be available at the |ocal web server:
http://<web. server>/anbari/centos7/anbari-7. 1. x.x/
http://<web. server>/ hdp/cent os7/ HDP-7. 1. x. x/

http://<web. server>/ hdp/ cent os7/ HDP- UTI LS- 1. 1. 0. 22/

Use Admin/Versions/Repositories to provide URLs for your source repositories.
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1. Browseto Ambari Admin > Versions > Manage Versions > OK.
2. In Admin/Versions, click the version name you want to modify.
3. In Repositories, modify the base URLs for the repositories. To use the private software repositories, see the list of

available HDP repositories for each OS. Or, if you are using alocal repository, enter the Base URL s for the local
repository you have created.

4. Click Save.
5. Click Confirm Change. Y ou must confirm the change since you are about to change repository Base URL s that

are aready in use. Please confirm that you intend to make this change and that the new Base URL s point to the
same exact stack version and build.

Y ou must prepare the Ambari Repository Configuration File to use the Local Repository.

1. Download the ambari.repo file from the private repository: https.//username:password@archive.cloudera.com/p/
ambaridc/7.x/7.1.7.2000/<OS>/ambaridc.repo/

2. Edit the ambari.repo file and replace the Ambari Base URL baseurl obtained when setting up your local
repository.

#VERS| ON_NUMBER=7. 1. 7. 2000- 3

[ambari-7.1.7.2000- 3]

#json.url = http://public-repo-1.hortonworks. com HDP/ hdp_urlinfo.json
name=anbari Version - anbari-7.1.7.2000

baseur | =htt ps://archive. cl oudera. com p/ anbaridc/7.x/7.1.7.2000/cent os7/
gpgcheck=1

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbaridc/7.x/7.1.7.2000/ cent os7/ RPM GP
G KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

Note: You can disable the GPG check by setting gpgcheck =0. Alternatively, you can keep the check enabled
but replace gpgkey with the URL to GPG-KEY in your local repository.

3. Base URL for aLoca Repository.

e Built with Repository Tarball (No Internet Access) http://<web.server>/Ambari-7.1.x.x/<0OS>

« Built with Repository File (Temporary Internet Access) http://<web.server>/ambari/<OS>/Updates-Ambari-7
A.x.xwhere <web.server> = FQDN of the web server host, and <OS> is amazonlinux2, centos?, slesl2,
ubuntul6, ubuntul8, or debian9.

4. Place the ambari.repo file on the host you plan to use for the Ambari server:
* For RHEL/CentOS/Oracle/Amazon Linux: /etc/yum.repos.d/ambari.repo

» For SLES: /etc/zypp/repos.d/ambari.repo
» For Debain/Ubuntu: /etc/apt/sources.list.d/ambari.list

5. Edit the /etc/yum/pluginconf.d/priorities.conf file to add the following values: [main] enabled=1 gpgcheck=0

Y ou must back up the current Ambari database. It creates a copy of the current Ambari database and meta
information.
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1. Onthe Ambari Server host, stop the original Ambari Server.

anmbari - server stop

2. Create adirectory to hold the database backups.

cd /tnmp
nmkdi r dbdunps/
cd dbdunps/
3. Create the database backups.
POSTGRES

pg_dunp [ AVBARI _DB USERNAME] -U [ AMBARI _DB USERNAME] -f pre_upgrade. sql
Passwor d: [ AVMBARI _DB_PASSWORD]

MY SQL

nysql dunp [ AVBARI _DB _NAME] -u [ AMBARI _DB_USERNAME] > pre_upgrade. sql

Variable Description Default
[AMBARI_DB_NAME] The database name. ambari
[AMBARI_DB_USERNAME] The database username. ambari
[AMBARI_DB_PASSWORD] The database password. bigdata

4. Create abackup of the Ambari Server properties.

[ etc/anbari-server/conf/anbari.properties
[ etc/anbari -agent/conf/anbari - agent. i ni

Behaviora changes denote a marked change in behavior from the previously released version to this version of
Ambari. Between Ambari 2.6.x and Ambari 7.1.x there were changes implemented in 2.7.x versions.

Description Behavioral Changes

Atlas and Ranger Default Installation During the service selection process of anew install, you see multiple
limited functionality warnings if Atlas, Ranger, and their dependent
services are not selected for installation.

Ambari Ul uses websocket to communicate with the Ambari Server The Ambari Ul now uses websocket to communicate with the Ambari
Server. If you are using Ambari through a proxy like Nginx, Knox,
or Apache HTTPD, ensure that that proxy is configured to proxy
websocket traffic. If thisis not done, the Ambari web Ul does not
update quickly and performance is sluggish.

Ambari Server and Log Search Ul Changes The look and feel of the Ambari Server Ul in Ambari 7.1.x.x and the
Log Search Ul have changed significantly.

Ambari Server Setup SSO CL | The ambari-server setup-sso command now includes a prompt to setup
SSO for Ambari, Atlas, and Ranger.
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KDC Admin host must use FQDN

Keytab Regeneration

KDC Admin Credentials Needed during Stack upgrade

Blueprint Deletion

Version APl Change

Ambari Views Removed

ClouderaBug ID Apache component

BUG-105818 Ambari

Asof Ambari 7.1.x, the KDC admin host value is expected to be the
fully qualified domain name (FQDN) of the host where the KDC
administration server islocated. If Kerberosis enabled, then verify and
update the KDC Admin host to use FQDN. This must be done before
the upgrade can proceed.

After upgrading to Ambari 7.1.x, clicking Regenerate Keytabs and
selecting only to regenerate missing keytabs regenerates all keytabs.
This behavior only happens the first time this operation is performed,
all subsequent use of Regenerate Keytabs with only missing keytabs
selected behaves as usual .

When upgrading from HDP 2.6.5.x to HDP intermediate bits,
additional Y ARN components are added to the cluster. If your cluster
has Kerberos enabled, the Ambari Server must be configured to store
the KDC admin credentials so that the principals for these components
can be created during the upgrade.

Y ou can not allow a DELETE operation on an existing Blueprint when
acluster deployment has completed with that Blueprint. In any other
case, the DELETE is allowed.

The default response to the /api/vl/clusters has changed. Before
Ambari 2.7, each cluster's “version” was reported in the response

of thiscall by default. In Ambari 7.1.x, this“version” field isno
longer included in the default response, but can be included in the
response if the following query parameters are used: “/api/v1/clusters?
fields=Clusters/version”

Ambari 7.1.x does not support Hive, Tez, and Pig Views.

Apache JIRA Summary Details

AMBARI-9016 HTTP Header Content- Scenario: Ambari REST
Typetext/plainwhenthe | API is expecting "Content-
content isin JSSON format | Type" HTTP header set to

"text/plain” even though
content isin JSON format.
If the client specified the
same header with the
value of "application/
json", Ambari threw an
HTTP 500 error. Previous
Behavior: Ambari
behaviour was misleading,
forcing the user to use
"text/plain” Content-

Type header in HTTP
clients. New Behavior:
Ambari expectsan
"application/json" Content-
Type header. Expected
Customer Action: Revise
any custom code that uses
the Ambari REST API and
take actions if needed.

Prior to upgrading from Ambari 2.6.2.x to Ambari 7.1.X.x, you must make a copy of the Ambari Server configuration
file so that you can reapply any configuration changes you have done earlier to the new file.

During the Ambari upgrade, the existing /var/lib/ambari-server/ambari-env.sh file is overwritten and a backup copy
of ambari-env.sh (with extension .rpmsave) is created. If you have manually modified ambari-env.sh (for example, to
change Ambari Server heap), you must reapply your changesin the new file.

To purge your Ambari cluster, see Purging Ambari Server Database History.
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Ensure to review the Ambai Uls and quick links prior to the upgrade. This check is helpful to compare the user
interface state post upgrade.

Y ou must:

* Review each page from Ambari and take a screenshot for future reference.

* Review each quick link in Ambari and take a screenshot for future reference. For example, Solr Ul, Ranger Ul,
and RM UlI, etc.

* Check all services are functional on Ambari side.

After reviewing the information related to Ambari Ul and the Quick Links, and backing up the Ambari Server
configuration file, perform the recommended steps for upgrading Ambari.

After reviewing the information related to Ambari Ul and the Quick Links, and backing up the Ambari Server
configuration file, perform the recommended steps for upgrading Ambari.

1. Turn off Auto Restart from Ambari web Ul by browsing to Admin > Service Auto Start. Set Auto-Start Services
to Disabled. Click Save.

2. If you are running SmartSense in your cluster, stop the service. From Ambari Web, browse to Services >
SmartSense and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the
Service Actions menu.
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3.

If you are running Ambari Metricsin your cluster, put it in Maintenance Mode. Don't stop the service yet. From
Ambari Web, browse to Services > Ambari Metrics and select Turn on Maintenance Mode from the Service
Actions menu.

a) Download the pre-upgrade script

1. SSH into the host running the Metrics Collector. Note, that in case Ambari Metrics System (AMS) is
running in High Availability mode, there are multiple hosts running the Metrics Collector. These steps
must be done on each Metrics Collector host.

2. Becomethe AMS service user. For example, run the following su command on Linux: $ sudo su -
ans

3. Changeto the /tmp directory.
4. Execute the following command to download the pre-upgrade script for CentOS 7:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.2000/ centos7/tars/anbari/anbari-metrics-pre-
upgrade-7.1.7.2000.3.tar.gz

Execute the following command to download the pre-upgrade script for Ubuntu 18:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.2000/ ubunt ul8/tars/anbari/anbari-metrics-pre-
upgrade-7.1.7.2000.3.tar.gz

Execute the following command to download the pre-upgrade script for SLES 12:

$ wget https://[***USERNAMVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.2000/ sl es12/tars/anbari/anbari-metrics-pre-
upgrade-7.1.7.2000.3.tar.gz

To find al the download linksin a centralised location, see Software download matrix
b) Extract and run the pre-upgrade script

1. Extractthepre-upgradetarbal: $ tar xvzf anbari-netrics-pre-upgrade-
<version>.tar. gz

2. Change to the ambari-metrics-pre-upgrade-<version> directory. $ cd anbari-netri cs-pre-
upgr ade- <ver si on>
3. Make the pre-upgrade script executable: $ chmod +x ams-pre-upgrade-2.6-to-7.x-<version>.sh
4. Run the pre-upgrade script on all Metrics Collector hosts: $ Jams-pre-upgrade-2.6-to-7.x-<version>

¢) Stop the service.From Ambari Web, browse to Services > Ambari Metrics and select Stop from the Service
Actions menu.

If you are running Log Search in your cluster, stop the service. From Ambari Web, browseto Services > Log
Search and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the Service
Actions menu.

Stop the Ambari Server. On the host running Ambari Server: ambari-server stop
Stop al Ambari Agents. On each host in your cluster running an Ambari Agent: ambari-agent stop.

Back up your existing Ambari Server database. For example, to back up the default, embedded postgres db for
Ambari:

nkdi r /root/backups/
pg_dunp -U anbari anbari > /root/backups/anbari - bef ore-upgrade. sql

The default password is: bigdata.

Note: You must take a back up of the Ambari database if you have hosted the Ambari database on any
IE other supported databases like MySQL or MariaDB.

Upgrade your Ambari Server database to a current supported version, only if your Ambari Server database version
is not supported on the target Ambari version. To verify current supported versions, see the Cloudera Support
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Matrix. For example, if you are running postgres v9.4, you must upgrade postgresto v9.6 or v10.2. If you are
running MariaDB 10.2, upgrading the Ambari Server database is not required.

See the documentation for your database type and version for specific database upgrade instructions.

9. Retrieve the new Ambari repo and replace the old repository file with the new repository file on all hostsin your
cluster.

Important: Check your current directory before you download the new repository file to make sure that

& there are no previous versions of the ambaridc.repo file. If you do not, and a previous version exists, the
new download is saved with a numeric extension, such as ambari.repo.1. Make sure that you copy the new
version.

Select the repository appropriate for your environment from the following list:
¢ For RHEL or CentOS:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com

p/ anmbaridc/ 7.x/7.1.7.2000/ centos7/anbari.repo -O /etc/yumrepos. d/ anbari
.repo

e For Ubuntu:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com

p/ anbaridc/7.x/7.1.7.2000/ ubuntul8/ anbari.list -O /etc/apt/sources.|ist.
d/ ambari . |i st

* For Sles:
wget -nv https://[***USERNAME***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. cont

p/ anbaridc/7.x/7.1.7.2000/ sl es12/ anbari.repo -O /etc/zypp/repos. d/ anbari
.repo

10. Upgrade Ambari Server. On the host running Ambari Server:
For RHEL or CentOS:

yum cl ean al |

yum i nfo anbari - server

In the information output, visually validate that there is an available version containing "7.1.7.2000"
yum upgr ade anbari - server

For Ubuntu 18:
apt-get clean all

Before upgrading Ambari Server, you must update the username and password in the ambari.list file. Run the
following command:

vi /etc/apt/sources.list.d/anbari.list
For example, the output displays the following:

#VERSI ON_NUMBER=7. 1. 7. 2000- 3

#json.url = https://archive.cl oudera. com p/ HDP/ hdp_url i nfo.json
deb https://archive.cl oudera. com p/ anbaridc/7.x/7.1.7.2000/ ubuntul8 Anb
ari main

apt - get update
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apt - cache show anbari-server | grep Version

In the information output, visually validate that there is an available version containing "7.1.7.2000"
apt - get upgrade anbari-server

For SLES 12
zypper clean

Before upgrading the Ambari Server, you must create, place, and set the credentials for zypper. Run the following
command:

vi /etcl/zypp/repos.d/ anbari.repo

Add the following postfix to the end of BaseURL and gpgkey: ?cr edent i al s=anbari . cat For example,
the output displays the following:

#VERSI ON_NUMBER=7. 1. 7. 2000- 3

[anbari-7.1.7.2000]

#json.url = https://archive.cl oudera.com p/ HDP/ hdp_url i nfo.json

name=anbari Version - anbari-7.1.7.2000

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.7.2000/sl esl2
gpgcheck=0

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbaridc/7.x/7.1.7.2000/sl es12/ RPM G
PG KEY/ RPM GPG KEY- Jenki ns

enabl ed=1

priority=1

Create the following file with your paywall credentials (replace <username> with your paywall username and
<password> accordingly): /etc/zypp/credential s.d/ambari.cat

user nane=<user nane>
passwor d=<passwor d>

zypper info anbari-server
In the information output, visually validate that there is an available version containing "7.1.7.2000"

Zypper up anbari -server

11. Check for upgrade success by noting progress during the Ambari Server installation process you started in Step
10.

« Asthe process runs, the console displays output similar to the following:

Setting up Upgrade Process Resolving Dependencies Running transaction check
« |f the upgrade fails, the console displays output similar to the following:

Setting up Upgrade Process No Packages marked for Update
* A successful upgrade displays output similar to the following:

Updated: ambari-server.noarch 0:7.1.7.2000. Compl ete!
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12. Upgrade all Ambari Agents. On each host in your cluster running an Ambari Agent:

» For RHEL or CentOS: Before upgrading Ambari Agent, you must update the username and password in the
ambaridc.repo file. Run the following command:

vi /etc/yum repos.d/ anbari dc.repo
For example, the output displays the following:

#VERS|I ON_NUMBER=7. 1. 7. 2000- 3

[anmbari-7.1.7.2000]

#json.url = https://archive.cl oudera.com p/ HDP/ hdp_urlinfo.json
nane=anbari Version - anbari-7.1.7.2000

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.7.2000/ centos7
gpgcheck=1

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbari dc/ 7. x/7.1.7.2000/ cent os7/
RPM GPG KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

yum upgr ade anbari - agent
» For Ubuntu:

apt - get update
apt - get upgrade anbari-agent

» For SLES: Copy the following files from the server host to each host with the same path:

[ etcl/ zypp/ credenti al s. d/ anbari . cat
[ etcl/ zypp/ repos. d/ anbari . repo

Then run the following command:

zypper up anbari - agent

13. After the upgrade process completes, check each host to make sure the new files have been installed:
For CentOS 7.7:

rpm-qga | grep anbari-agent
For Ubuntu 18:

dpkg -1 anbari-agent

14. Upgrade Ambari Server database schema. On the host running Ambari Server: ambari-server upgrade. When the
Ambari Server database schema has been upgraded, you should see command output like this: Ambari Server ‘u
pgrade’ completed successfully.

15. Start the Ambari Server. On the host running Ambari Server: anbari - server start
16. Start all Ambari Agents. On each host in your cluster running an Ambari Agent: anbari - agent start
17. Open Ambari Web Ul. Point your browser to the Ambari Web Ul:

e When Ambari Server is configured for HTTPS: https://<your.ambari.server>:8443
e When Ambari Server is configured for HTTP: http://<your.ambari.server>:8080

where <your.ambari.server> is the name of your ambari server host. For example, c7401.ambari.apache.org.

Important: Refresh your browser so that it loads the new version of the Ambari Web code. If you have
problems, clear your browser cache manually, then restart Ambari Server.
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18.Log in using the Ambari administrator credentials that you have set up. For example, the default name/password
isadmin/admin. Y ou will see a Restart indicator next to each service after upgrading. Ambari upgrade has
modified the configuration properties of your cluster based on the new configuration types and properties being
made available for each service with this release of Ambari. Review these changes by comparing the previous
configuration with the latest version created by "ambari-upgrade”.

Caution: Do not manually restart these services unless future stepsin the upgrade guide prompt you to
do so. Manually restarting these services may significantly disrupt your upgrade. Ambari will restart each
service automatically during the HDP upgrade.

19. If you have configured Ambari to authenticate against an external LDAP or Active Directory, you must re-run
anmbari - server setup-|dap.

20. If you have configured your cluster for Hive, Ranger or Oozie with an external database (Oracle, MySQL or
PostgreSQL ), you must run the following command to get the JDBC driver jar filein place: anbari - ser ver
setup --jdbc-db and --jdbc-driver.

A sample command to setup MySQL connector: anbari - server setup --jdbc-db=nysql --jdbc-
driver=/path/to/ nysql/nysql -connector-java.jar_

After reviewing the information related to Ambari Ul and the Quick Links, and backing up the Ambari Server
configuration file, perform the recommended steps for upgrading Ambeari.

1. Turn off Auto Restart from Ambari web Ul by browsing to Admin > Service Auto Start. Set Auto-Start Services
to Disabled. Click Save.

2. If you are running SmartSense in your cluster, stop the service. From Ambari Web, browse to Services >
SmartSense and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the
Service Actions menu.
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3.

If you are running Ambari Metricsin your cluster, put it in Maintenance Mode. Don't stop the service yet. From
Ambari Web, browse to Services > Ambari Metrics and select Turn on Maintenance Mode from the Service
Actions menu.

a) Download the pre-upgrade script

1. SSH into the host running the Metrics Collector. Note, that in case Ambari Metrics System (AMS) is
running in High Availability mode, there are multiple hosts running the Metrics Collector. These steps
must be done on each Metrics Collector host.

2. Becomethe AMS service user. For example, run the following su command on Linux: $ sudo su -
ans

3. Changeto the /tmp directory.
4. Execute the following command to download the pre-upgrade script for CentOS 7:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.1/ centos7/tars/anbari/anbari-metrics-pre-
upgrade-7.1.7.1.14. tar.gz

Execute the following command to download the pre-upgrade script for Ubuntu 18:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.1/ubuntul8/tars/anbari/anbari-netrics-pre-
upgrade-7.1.7.1.14. tar.gz

Execute the following command to download the pre-upgrade script for SLES 12:

$ wget https://[***USERNAMVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.7.1/sl esl2/tars/anbari/anbari-metrics-pre-
upgrade-7.1.7.1.14. tar.gz

To find al the download linksin a centralised location, see Software download matrix
b) Extract and run the pre-upgrade script

1. Extractthepre-upgradetarbal: $ tar xvzf anbari-netrics-pre-upgrade-
<version>.tar. gz

2. Change to the ambari-metrics-pre-upgrade-<version> directory. $ cd anbari-netri cs-pre-
upgr ade- <ver si on>
3. Make the pre-upgrade script executable: $ chmod +x ams-pre-upgrade-2.6-to-7.x-<version>.sh
4. Run the pre-upgrade script on all Metrics Collector hosts: $ Jams-pre-upgrade-2.6-to-7.x-<version>

¢) Stop the service.From Ambari Web, browse to Services > Ambari Metrics and select Stop from the Service
Actions menu.

If you are running Log Search in your cluster, stop the service. From Ambari Web, browseto Services > Log
Search and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the Service
Actions menu.

Stop the Ambari Server. On the host running Ambari Server: ambari-server stop
Stop al Ambari Agents. On each host in your cluster running an Ambari Agent: ambari-agent stop.

Back up your existing Ambari Server database. For example, to back up the default, embedded postgres db for
Ambari:

nkdi r /root/backups/
pg_dunp -U anbari anbari > /root/backups/anbari - bef ore-upgrade. sql

The default password is: bigdata.

Note: You must take a back up of the Ambari database if you have hosted the Ambari database on any
IE other supported databases like MySQL or MariaDB.

Upgrade your Ambari Server database to a current supported version, only if your Ambari Server database version
is not supported on the target Ambari version. To verify current supported versions, see the Cloudera Support

63



CDP Private Cloud Base Upgrading Ambari

Matrix. For example, if you are running postgres v9.4, you must upgrade postgresto v9.6 or v10.2. If you are
running MariaDB 10.2, upgrading the Ambari Server database is not required.

See the documentation for your database type and version for specific database upgrade instructions.

9. Retrieve the new Ambari repo and replace the old repository file with the new repository file on all hostsin your
cluster.

Important: Check your current directory before you download the new repository file to make sure that

& there are no previous versions of the ambaridc.repo file. If you do not, and a previous version exists, the
new download is saved with a numeric extension, such as ambari.repo.1. Make sure that you copy the new
version.

Select the repository appropriate for your environment from the following list:
¢ For RHEL or CentOS:

wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com
p/ anmbaridc/7.x/7.1.7.1/ centos7/anbari.repo -O /etc/yumrepos.d/anbari.re

po
e For Ubuntu:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com

p/ anbaridc/7.x/7.1.7.1/ ubuntul8/ anbari.list -O/etc/apt/sources.list.d/a
nbari . |i st

* For Sles:
wget -nv https://[***USERNAME***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. cont

p/ anbaridc/7.x/7.1.7.1/sl esl2/ anbari.repo -O /etc/zypp/repos.d/anbari.re
po

10. Upgrade Ambari Server. On the host running Ambari Server:
For RHEL or CentOS:

yum cl ean al |

yum i nfo anbari -server

In the information output, visually validate that there is an available version containing "7.1.7.1"
yum upgr ade anbari - server

For Ubuntu 18:
apt-get clean all

Before upgrading Ambari Server, you must update the username and password in the ambari.list file. Run the
following command:

vi /etc/apt/sources.list.d/anbari.list
For example, the output displays the following:

#VERSI ON_NUMBER=7. 1. 7. 1- 14

#json.url = https://archive.cl oudera.com p/ HDP/ hdp_urlinfo.json
deb https://archive.cl oudera.com p/anbaridc/7.x/7.1.7.1/ubuntul8 Anmbari m
ain

apt - get update
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apt - cache show anbari-server | grep Version

In the information output, visually validate that there is an available version containing "7.1.7.1"
apt - get upgrade anbari-server

For SLES 12
zypper clean

Before upgrading the Ambari Server, you must create, place, and set the credentials for zypper. Run the following
command:

vi /etcl/zypp/repos.d/ anbari.repo

Add the following postfix to the end of BaseURL and gpgkey: ?cr edent i al s=anbari . cat For example,
the output displays the following:

#VERSI ON_NUMBER=7. 1. 7. 1- 14

[anbari-7.1.7.1]

#json.url = https://archive.cl oudera.com p/ HDP/ hdp_url i nfo.json
name=anmbari Version - anbari-7.1.7.1

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.7.1/sl esl2
gpgcheck=0

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbaridc/7.x/7.1.7.1/ sl es12/ RPM GPG
KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

Create the following file with your paywall credentials (replace <username> with your paywall username and
<password> accordingly): /etc/zypp/credential s.d/ambari.cat

user nane=<user nane>
passwor d=<passwor d>

zypper info anbari-server
In the information output, visually validate that there is an available version containing "7.1.7.1"

Zypper up anbari -server

11. Check for upgrade success by noting progress during the Ambari Server installation process you started in Step
10.

« Asthe process runs, the console displays output similar to the following:

Setting up Upgrade Process Resolving Dependencies Running transaction check
« |f the upgrade fails, the console displays output similar to the following:

Setting up Upgrade Process No Packages marked for Update
* A successful upgrade displays output similar to the following:

Updated: ambari-server.noarch 0:7.1.7.1. Compl ete!
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12. Upgrade all Ambari Agents. On each host in your cluster running an Ambari Agent:

» For RHEL or CentOS: Before upgrading Ambari Agent, you must update the username and password in the
ambaridc.repo file. Run the following command:

vi /etc/yum repos.d/ anbari dc.repo
For example, the output displays the following:

#VERS|I ON_NUMBER=7. 1. 7. 1- 14

[anmbari-7.1.7.1]

#json.url = https://archive.cl oudera.com p/ HDP/ hdp_urlinfo.json
nane=anbari Version - anbari-7.1.7.1

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.7.1/centos7
gpgcheck=1

gpgkey=htt ps://archive. cl oudera. com p/ anbaridc/ 7. x/7.1.7.1/ centos7/ RPM G
PG KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

yum upgr ade anbari - agent
» For Ubuntu:

apt - get update
apt - get upgrade anbari-agent

» For SLES: Copy the following files from the server host to each host with the same path:

[ etcl/ zypp/ credenti al s. d/ anbari . cat
[ etcl/ zypp/ repos. d/ anbari . repo

Then run the following command:

zypper up anbari - agent

13. After the upgrade process completes, check each host to make sure the new files have been installed:
For CentOS 7.7:

rpm-qga | grep anbari-agent
For Ubuntu 18:

dpkg -1 anbari-agent

14. Upgrade Ambari Server database schema. On the host running Ambari Server: ambari-server upgrade. When the
Ambari Server database schema has been upgraded, you should see command output like this: Ambari Server ‘u
pgrade’ completed successfully.

15. Start the Ambari Server. On the host running Ambari Server: anbari - server start
16. Start all Ambari Agents. On each host in your cluster running an Ambari Agent: anbari - agent start
17. Open Ambari Web Ul. Point your browser to the Ambari Web Ul:

e When Ambari Server is configured for HTTPS: https://<your.ambari.server>:8443
e When Ambari Server is configured for HTTP: http://<your.ambari.server>:8080

where <your.ambari.server> is the name of your ambari server host. For example, c7401.ambari.apache.org.

Important: Refresh your browser so that it loads the new version of the Ambari Web code. If you have
problems, clear your browser cache manually, then restart Ambari Server.
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18.Log in using the Ambari administrator credentials that you have set up. For example, the default name/password
isadmin/admin. Y ou will see a Restart indicator next to each service after upgrading. Ambari upgrade has
modified the configuration properties of your cluster based on the new configuration types and properties being
made available for each service with this release of Ambari. Review these changes by comparing the previous
configuration with the latest version created by "ambari-upgrade”.

Caution: Do not manually restart these services unless future stepsin the upgrade guide prompt you to
do so. Manually restarting these services may significantly disrupt your upgrade. Ambari will restart each
service automatically during the HDP upgrade.

19. If you have configured Ambari to authenticate against an external LDAP or Active Directory, you must re-run
anmbari - server setup-|dap.

20. If you have configured your cluster for Hive, Ranger or Oozie with an external database (Oracle, MySQL or
PostgreSQL ), you must run the following command to get the JDBC driver jar filein place: anbari - ser ver
setup --jdbc-db and --jdbc-driver.

A sample command to setup MySQL connector: anbari - server setup --jdbc-db=nysql --jdbc-
driver=/path/to/ nysql/nysql -connector-java.jar_

After reviewing the information related to Ambari Ul and the Quick Links, and backing up the Ambari Server
configuration file, perform the recommended steps for upgrading Ambeari.

1. Turn off Auto Restart from Ambari web Ul by browsing to Admin > Service Auto Start. Set Auto-Start Services
to Disabled. Click Save.

2. If you are running SmartSense in your cluster, stop the service. From Ambari Web, browse to Services >
SmartSense and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the
Service Actions menu.
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3.

If you are running Ambari Metricsin your cluster, put it in Maintenance Mode. Don't stop the service yet. From
Ambari Web, browse to Services > Ambari Metrics and select Turn on Maintenance Mode from the Service
Actions menu.

a) Download the pre-upgrade script

1. SSH into the host running the Metrics Collector. Note, that in case Ambari Metrics System (AMS) is
running in High Availability mode, there are multiple hosts running the Metrics Collector. These steps
must be done on each Metrics Collector host.

2. Becomethe AMS service user. For example, run the following su command on Linux: $ sudo su -
ans

3. Changeto the /tmp directory.
4. Execute the following command to download the pre-upgrade script for CentOS 7:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.6.0/ centos7/tars/anbari/anbari-metrics-pre-
upgrade-7.1.6.0.38.tar.gz

Execute the following command to download the pre-upgrade script for Ubuntu 18:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.6.0/ubuntul8/tars/anbari/anbari-netrics-pre-
upgrade-7.1.6.0.38.tar.gz

Execute the following command to download the pre-upgrade script for SLES 12:

$ wget https://[***USERNAMVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ anbaridc/7.x/7.1.6.0/slesl2/tars/anbari/anbari-metrics-pre-
upgrade-7.1.6.0.38.tar.gz

To find al the download linksin a centralised location, see Software download matrix
b) Extract and run the pre-upgrade script

1. Extractthepre-upgradetarbal: $ tar xvzf anbari-netrics-pre-upgrade-
<version>.tar. gz

2. Change to the ambari-metrics-pre-upgrade-<version> directory. $ cd anbari-netri cs-pre-
upgr ade- <ver si on>
3. Make the pre-upgrade script executable: $ chmod +x ams-pre-upgrade-2.6-to-7.x-<version>.sh
4. Run the pre-upgrade script on all Metrics Collector hosts: $ Jams-pre-upgrade-2.6-to-7.x-<version>

¢) Stop the service.From Ambari Web, browse to Services > Ambari Metrics and select Stop from the Service
Actions menu.

If you are running Log Search in your cluster, stop the service. From Ambari Web, browseto Services > Log
Search and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the Service
Actions menu.

Stop the Ambari Server. On the host running Ambari Server: ambari-server stop
Stop al Ambari Agents. On each host in your cluster running an Ambari Agent: ambari-agent stop.

Back up your existing Ambari Server database. For example, to back up the default, embedded postgres db for
Ambari:

nkdi r /root/backups/
pg_dunp -U anbari anbari > /root/backups/anbari - bef ore-upgrade. sql

The default password is: bigdata.

Note: You must take a back up of the Ambari database if you have hosted the Ambari database on any
IE other supported databases like MySQL or MariaDB.

Upgrade your Ambari Server database to a current supported version, only if your Ambari Server database version
is not supported on the target Ambari version. To verify current supported versions, see the Cloudera Support
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Matrix. For example, if you are running postgres v9.4, you must upgrade postgresto v9.6 or v10.2. If you are
running MariaDB 10.2, upgrading the Ambari Server database is not required.

See the documentation for your database type and version for specific database upgrade instructions.

9. Retrieve the new Ambari repo and replace the old repository file with the new repository file on all hostsin your
cluster.

Important: Check your current directory before you download the new repository file to make sure that

& there are no previous versions of the ambaridc.repo file. If you do not, and a previous version exists, the
new download is saved with a numeric extension, such as ambaridc.repo.1. Make sure that you copy the
new version.

Select the repository appropriate for your environment from the following list:
¢ For RHEL or CentOS:

wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com
p/ anmbaridc/7.x/7.1.6.0/ centos7/anbaridc.repo -O /etc/yumrepos.d/ anbarid
C.repo

e For Ubuntu:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com

p/ anbaridc/7.x/7.1.6.0/ ubuntul8/anbaridc.list -O/etc/apt/sources.list.d
[anmbaridc. |ist

* For Sles:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com
p/ anbaridc/7.x/7.1.6.0/sl esl2/ anbaridc.repo -O /etc/zypp/repos.d/ anbari .
repo

10. Upgrade Ambari Server. On the host running Ambari Server:
For RHEL or CentOS:

yum cl ean al |

yum i nfo anbari -server

In the information output, visually validate that there is an available version containing "7.1.6.0"
yum upgr ade anbari - server

For Ubuntu 18:
apt-get clean all

Before upgrading Ambari Server, you must update the username and password in the ambari.list file. Run the
following command:

vi /etc/apt/sources.list.d/ anbaridc.list
For example, the output displays the following:

#VERS|I ON_NUMBER=7. 1. 6. 0- 38

#json.url = http://public-repo-1.hortonworks.com HDP/ hdp_urlinfo.json

deb https://archive.cl oudera. com p/anbaridc/7.x/7.1.6.0/ubuntul8/ Anbari
mai n

apt - get update
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apt - cache show anbari-server | grep Version

In the information output, visually validate that there is an available version containing "7.1.6.0"
apt - get upgrade anbari-server

For SLES 12
zypper clean

Before upgrading the Ambari Server, you must create, place, and set the credentials for zypper. Run the following
command:

vi /etcl/zypp/repos.d/ anbari.repo

Add the following postfix to the end of BaseURL and gpgkey: ?cr edent i al s=anbari . cat For example,
the output displays the following:

#VERSI ON_NUMBER=7. 1. 6. 0- 38

[anbari-7.1.6.0]

#j son.url = http://public-repo-1. hortonworks. com HDP/ hdp_urlinfo.json
name=anbari Version - anbari-7.1.6.0

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.6.0/slesl2/
gpgcheck=0

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbaridc/7.x/7.1.6.0/sl es12/ RPM GPG
KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

Create the following file with your paywall credentials (replace <username> with your paywall username and
<password> accordingly): /etc/zypp/credential s.d/ambari.cat

user nane=<user nane>
passwor d=<passwor d>

zypper info anbari-server
In the information output, visually validate that there is an available version containing "7.1.6.0"

Zypper up anbari -server

11. Check for upgrade success by noting progress during the Ambari Server installation process you started in Step
10.

« Asthe process runs, the console displays output similar to the following:

Setting up Upgrade Process Resolving Dependencies Running transaction check
« |f the upgrade fails, the console displays output similar to the following:

Setting up Upgrade Process No Packages marked for Update
* A successful upgrade displays output similar to the following:

Updated: ambari-server.noarch 0:7.1.6.0. Compl ete!
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12. Upgrade all Ambari Agents. On each host in your cluster running an Ambari Agent:

» For RHEL or CentOS: Before upgrading Ambari Agent, you must update the username and password in the
ambaridc.repo file. Run the following command:

vi /etc/yum repos.d/ anbari dc.repo
For example, the output displays the following:

#VERS|I ON_NUMVBER=7. 1. 6. 0- 38

[anbari-7.1.6.0]

#json.url = http://public-repo-1.hortonworks.com HDP/ hdp_urlinfo.json
nane=anbari Version - anbari-7.1.6.0

baseur| =htt ps://archive. cl oudera. com p/anbaridc/7.x/7.1.6.0/centos7/
gpgcheck=1

gpgkey=htt ps://archi ve. cl oudera. com p/ anbari dc/7.x/7.1.6.0/centos7/ RPM
GPG KEY/ RPM GPG- KEY- Jenki ns

enabl ed=1

priority=1

yum upgr ade anbari - agent
» For Ubuntu:

apt - get update
apt - get upgrade anbari-agent

» For SLES: Copy the following files from the server host to each host with the same path:

[ etcl/ zypp/ credenti al s. d/ anbari . cat
[ etcl/ zypp/ repos. d/ anbari . repo

Then run the following command:

zypper up anbari - agent

13. After the upgrade process completes, check each host to make sure the new files have been installed:
For CentOS 7.7:

rpm-qga | grep anbari-agent
For Ubuntu 18:

dpkg -1 anbari-agent

14. Upgrade Ambari Server database schema. On the host running Ambari Server: ambari-server upgrade. When the
Ambari Server database schema has been upgraded, you should see command output like this: Ambari Server ‘u
pgrade’ completed successfully.

15. Start the Ambari Server. On the host running Ambari Server: anbari - server start
16. Start all Ambari Agents. On each host in your cluster running an Ambari Agent: anbari - agent start
17. Open Ambari Web Ul. Point your browser to the Ambari Web Ul:

e When Ambari Server is configured for HTTPS: https://<your.ambari.server>:8443
e When Ambari Server is configured for HTTP: http://<your.ambari.server>:8080

where <your.ambari.server> is the name of your ambari server host. For example, c7401.ambari.apache.org.

Important: Refresh your browser so that it loads the new version of the Ambari Web code. If you have
problems, clear your browser cache manually, then restart Ambari Server.
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18.Log in using the Ambari administrator credentials that you have set up. For example, the default name/password
isadmin/admin. Y ou will see a Restart indicator next to each service after upgrading. Ambari upgrade has
modified the configuration properties of your cluster based on the new configuration types and properties being
made available for each service with this release of Ambari. Review these changes by comparing the previous
configuration with the latest version created by "ambari-upgrade”.

Caution: Do not manually restart these services unless future stepsin the upgrade guide prompt you to
do so. Manually restarting these services may significantly disrupt your upgrade. Ambari will restart each
service automatically during the HDP upgrade.

19. If you have configured Ambari to authenticate against an external LDAP or Active Directory, you must re-run
anmbari - server setup-|dap.

20. If you have configured your cluster for Hive, Ranger or Oozie with an external database (Oracle, MySQL or
PostgreSQL ), you must run the following command to get the JDBC driver jar filein place: anbari - ser ver
setup --jdbc-db and --jdbc-driver.

A sample command to setup MySQL connector: anbari - server setup --jdbc-db=nysql --jdbc-
driver=/path/to/ nysql/nysql -connector-java.jar_

After reviewing the information related to behavioral changes, Ambari Ul and the Quick Links, and backing up the
Ambari Server configuration file, perform the recommended steps for upgrading Ambari.

1. Turn off Auto Restart from Ambari web Ul by browsing to Admin > Service Auto Start. Set Auto-Start Services
to Disabled. Click Save.

2. If you are running SmartSense in your cluster, stop the service. From Ambari Web, browse to Services >
SmartSense and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the
Service Actions menu.
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3.

If you are running Ambari Metricsin your cluster, put it in Maintenance Mode. Don't stop the service yet. From
Ambari Web, browse to Services > Ambari Metrics and select Turn on Maintenance Mode from the Service
Actions menu.

a) Download the pre-upgrade script

1. SSH into the host running the Metrics Collector. Note, that in case Ambari Metrics System (AMS) is
running in High Availability mode, there are multiple hosts running the Metrics Collector. These steps
must be done on each Metrics Collector host.

2. Becomethe AMS service user. For example, run the following su command on Linux: $ sudo su -
ans

3. Changeto the /tmp directory.
4. Execute the following command to download the pre-upgrade script for CentOS 7:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ ambari dc/ centos7/ 7. x/ updates/7.1.4.0/tars/anbari/anbari-nmetrics-pre-
upgrade-7.1.4.0.25.tar.gz

Execute the following command to download the pre-upgrade script for Ubuntu 18:

$ wget https://[***USERNAVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ ambari dc/ ubunt ul8/ 7. x/ updates/ 7. 1. 4. O/ t ar s/ anbari / anbari - netri cs- pre-
upgrade-7.1.4.0.25.tar.gz

Execute the following command to download the pre-upgrade script for SLES 12:

$ wget https://[***USERNAMVE***] : [ *** PASSWORD* * *] @r chi ve. cl ouder a. com
p/ ambari dc/ sl es12/ 7. x/ updates/7.1. 4.0/ tars/anbari/anbari-netrics-pre-
upgrade-7.1.4.0.25.tar.gz

To find al the download linksin a centralised location, see Software download matrix
b) Extract and run the pre-upgrade script

1. Extractthepre-upgradetarbal: $ tar xvzf anbari-netrics-pre-upgrade-
<version>.tar. gz

2. Change to the ambari-metrics-pre-upgrade-<version> directory. $ cd anbari-netri cs-pre-
upgr ade- <ver si on>

3. Make the pre-upgrade script executable: $ chmod +x ams-pre-upgrade-2.6-to-7.x-<version>.sh

4. Run the pre-upgrade script on all Metrics Collector hosts: $ Jams-pre-upgrade-2.6-to-7.x-<version>

Ambari Metrics Collector will shut down automatically.

¢) Stop the service.From Ambari Web, browse to Services > Ambari Metrics and select Stop from the Service
Actions menu.

If you are running Log Search in your cluster, stop the service. From Ambari Web, browseto Services > Log
Search and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the Service
Actions menu.

Stop the Ambari Server. On the host running Ambari Server: ambari-server stop
Stop al Ambari Agents. On each host in your cluster running an Ambari Agent: ambari-agent stop.

Back up your existing Ambari Server database. For example, to back up the default, embedded postgres db for
Ambari:

nkdi r /root/backups/
pg_dunp -U anbari anbari > /root/backups/anbari - bef ore-upgrade. sql

The default password is: bigdata.

Note: You must take a back up of the Ambari database if you have hosted the Ambari database on any
IE other supported databases like MySQL or MariaDB.
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8. Upgrade your Ambari Server database to a current supported version, only if your Ambari Server database version
is not supported on the target Ambari version. To verify current supported versions, see Cloudera Support Matrix.
For example, if you are running postgres v9.4, you must upgrade postgresto v9.6 or v10.2. If you are running
MariaDB 10.2, upgrading the Ambari Server database is not required.

See the documentation for your database type and version for specific database upgrade instructions.

9. Retrieve the new Ambari repo and replace the old repository file with the new repository file on all hostsin your
cluster.

Important: Check your current directory before you download the new repository file to make sure that

& there are no previous versions of the ambaridc.repo file. If you do not, and a previous version exists, the
new download is saved with a numeric extension, such as ambaridc.repo.1. Make sure that you copy the
new version.

Select the repository appropriate for your environment from the following list:
¢ For RHEL or CentOS:

wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com
p/ anmbari dc/ centos7/ 7. x/ updates/ 7. 1. 4.0/ anbaridc.repo -O /etc/yumrepos.d
[ anbari dc. repo

e For Ubuntu:
wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com

p/ anbari dc/ ubunt ul8/ 7. x/ updates/ 7. 1. 4. 0O/ anbaridc.list -O /etc/apt/source
s.list.d/ anbaridc.|i st

* For Sles:

wget -nv https://[***USERNAVE***] : [ *** PASSWORD* **] @ar chi ve. cl oudera. com
p/ anbari dc/ sl es12/ 7. x/ updat es/ 7. 1. 4. 0/ anbari dc.repo -O /etc/zypp/ repos.d
[ anbari . repo

10. Upgrade Ambari Server. On the host running Ambari Server:
For RHEL or CentOS:

yum cl ean al |

yum i nfo anbari -server

In the information output, visually validate that there is an available version containing "7.1.4.0"
yum upgr ade anbari - server

For Ubuntu 18:
apt-get clean all

Before upgrading Ambari Server, you must update the username and password in the ambari list file. Run the
following command:

vi /etc/apt/sources.list.d/ anbaridc.list
For example, the output displays the following:
#VERSI ON_NUMBER=7. 1. 4. 0- 25
#json.url = http://public-repo-1.hortonworks.com HDP/ hdp_urlinfo.json

deb https://[***USERNAME***] : [ *** PASSWORD* * *] @ar chi ve. cl oudera. com p/ am
bari dc/ ubunt ul8/ 7. x/ updates/7.1.4.0 Anbari main
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apt - get update
apt - cache show anbari-server | grep Version

In the information output, visually validate that there is an available version containing "7.1.4.0"
apt - get upgrade anbari-server

For SLES 12:
zypper clean

Before upgrading the Ambari Server, you must create, place, and set the credentials for zypper. Run the following
command:

vi /etc/zypp/repos.d/ anbari.repo

Add the following postfix to the end of BaseURL and gpgkey: ?cr edent i al s=anbari . cat For example,
the output displays the following:

#VERSI ON_NUMBER=7. 1. 4. 0- 25

[ambari-7.1.4.0]

#j son.url = http://public-repo-1. hortonworks. com HDP/ hdp_urlinfo.json
name=anbari Version - anbari-7.1.4.0

baseur | =htt ps://archive. cl oudera. com p/ anbari dc/ sl es12/ 7. x/ updates/ 7. 1. 4.
0?credenti al s=anbari . cat

gpgcheck=1

gpgkey=ht t ps://archi ve. cl oudera. com p/ anbari dc/ sl es12/ 7. x/ updates/7.1. 4.0/
RPM GPG KEY/ RPM GPG- KEY- Jenki ns?cr edenti al s=anbari . cat

enabl ed=1

priority=1

Create the following file with your paywall credentials (replace <username> with your paywall username and
<password> accordingly): /etc/zypp/credentials.d/ambari.cat

user name=<user name>
passwor d=<passwor d>

zypper info anbari-server
In the information output, visually validate that there is an available version containing "7.1.4.0"

Zypper up anbari -server

11. Check for upgrade success by noting progress during the Ambari Server installation process you started in Step
10.

» Asthe process runs, the console displays output similar to the following:

Setting up Upgrade Process Resolving Dependencies Running transaction check
« |If the upgrade fails, the console displays output similar to the following:

Setting up Upgrade Process No Packages marked for Update
« A successful upgrade displays output similar to the following:

Updated: ambari-server.noarch 0:7.1.4.0. Complete!
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12. Upgrade all Ambari Agents. On each host in your cluster running an Ambari Agent:

» For RHEL or CentOS: Before upgrading Ambari Agent, you must update the username and password in the
ambaridc.repo file. Run the following command:

vi /etc/yum repos.d/ anbari dc.repo
For example, the output displays the following:

#VERS|I ON_NUMBER=7. 1. 4. 0- 25

[anmbari-7.1.4.0]

#json.url = http://public-repo-1.hortonworks.com HDP/ hdp_urlinfo.json
nane=anbari Version - anbari-7.1.4.0

baseur| =htt ps://[***USERNAVE* **] : [ *** PASSWORD* * *| @ar chi ve. cl oudera. com
p/ anbari dc/ centos7/ 7. x/ updates/7.1.4.0

gpgcheck=1
gpgkey=https://[***USERNAVE***] : [ *** PASSWORD* **] @r chi ve. cl ouder a. cont p/
anbari dc/ cent os7/ 7. x/ updat es/ 7. 1. 4. 0/ RPM GPG- KEY/ RPM GPG- KEY- Jenki ns
enabl ed=1

priority=1

yum upgr ade anbari - agent

¢ For Ubuntu:

apt - get update
apt - get upgrade anbari -agent

e For SLES:Copy the following files from the server host to each host with the same path:

[ etcl/ zypp/ credenti al s. d/ anbari . cat
[ etc/zypp/ repos. d/ anbari . repo

Then run the following command:

zypper up anbari - agent

13. After the upgrade process completes, check each host to make sure the new files have been installed:
For CentOS 7.7:

rpm-ga | grep anbari-agent
For Ubuntu 18:

dpkg -1 anbari-agent

14. Upgrade Ambari Server database schema. On the host running Ambari Server: ambari-server upgrade. When the
Ambari Server database schema has been upgraded, you should see command output like this: Ambari Server ‘u
pgrade’ completed successfully.

15. Start the Ambari server from the host running using the following command:
anmbari -server start

16. Start all Ambari Agents on each host in your cluster running an Ambari Agent using the following command:
anbari - agent start
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17. Open Ambari Web Ul. Point your browser to the Ambari Web Ul:

e When Ambari Server is configured for HTTPS: https://<your.ambari.server>:8443
e When Ambari Server is configured for HTTP: http://<your.ambari.server>:8080

where <your.ambari.server> is the name of your ambari server host. For example, c7401.ambari.apache.org.

Important: Refresh your browser so that it [oads the new version of the Ambari Web code. If you have
problems, clear your browser cache manually, then restart Ambari Server.

18. Log in using the Ambari administrator credentials that you have set up. For example, the default name/password
isadmin/admin. You will see a Restart indicator next to each service after upgrading. Ambari upgrade has
modified the configuration properties of your cluster based on the new configuration types and properties being
made available for each service with this release of Ambari. Review these changes by comparing the previous
configuration with the latest version created by "ambari-upgrade”.

Caution: Do not manually restart these services unless future stepsin the upgrade guide prompt you to
do so. Manually restarting these services may significantly disrupt your upgrade. Ambari will restart each
service automatically during the HDP upgrade.

19. If you have configured Ambari to authenticate against an external LDAP or Active Directory, you must re-run
anbari - server setup-| dap.

20. If you have configured your cluster for Hive, Ranger or Oozie with an external database (Oracle, MySQL or
PostgreSQL ), you must run the following command to get the JDBC driver jar filein place: anbari - ser ver
setup --jdbc-db and --jdbc-driver.

A sample command to setup MySQL connector: anbari - server setup --jdbc-db=nysql --jdbc-
driver=/path/to/ nysql/nysql -connector-java.jar_

Ambari isready and upgraded to 7.1.x.

After reviewing the information related to behavioral changes, Ambari Ul and the Quick Links, and backing up the
Ambari Server configuration file, perform the recommended steps for upgrading Ambari.

1. Turn off Auto Restart from Ambari web Ul by browsing to Admin > Service Auto Start. Set Auto-Start Services
to Disabled. Click Save.

2. If you are running SmartSense in your cluster, stop the service. From Ambari Web, browse to Services >
SmartSense and select Stop from the Service Actions menu. Then, select Turn on Maintenance Mode from the
Service Actions menu.
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3.

If you are running Ambari Metricsin your cluster, put it in Maintenance Mode. Don't stop the service yet. From
Ambari Web, browse to Services > Ambari Metrics and select Turn on Maintenance Mode from the Service
Actions menu.

a) Download the pre-upgrade script

1. SSH into the host running the Metrics Collector. Note, that in case Ambari Metrics System (AMS) is
running in High Availability mode, there are multiple hosts running the Metrics Collector. These steps
must be done on each Metrics Collector host.

2. Becomethe AMS service user