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Configuring Ranger Authentication with UNIX, LDAP, AD, or
PAM

This section describes how to configure the authentication method that determineswho is allowed to log in to the
Ranger web Ul. The options are local UNIX, LDAP, AD, or PAM.

Management Console. Therefore for CDP Public Cloud you should leave the Admin Authentication Method
set to the UNIX authentication settings. For more information on Freel PA, see Managing Freel PA in the
Identify Management documentation.

IS Note: In CDP Public Cloud, identity management is provided by Freel PA, and configured using the
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Cloudera Management Console
CDP Cloud Management Console: Managing user access and authorization

Managing Freel PA

How to configure Ranger to use UNIX for user authentication.
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Configuring Ranger Authentication with UNIX, LDAP, AD, or

PAM

About this task

K

Note: In CDP Public Cloud, identity management is provided by Freel PA, and configured using the
Management Console. Therefore for CDP Public Cloud you should leave the Admin Authentication Method

set to the UNIX authentication settings. For more information on Freel PA, see Managing Freel PA in the
Identify Management documentation.

Procedure

1. In Cloudera Manager, select Ranger, then click the Configuration tab.
2. Todisplay the UNIX authentication settings, type "authentication unix" in the Search box.
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3. Configurethe following settings for UNIX authentication, then click Save Changes.

Table 1: UNIX Authentication Settings

®@

Per Page

Configuration Property

Description

Default Value

Example Value

Only used if the Authentication
method is UNIX.

Admin Authentication Method The Ranger authentication method. UNIX UNIX Yes, t
auther
Allow remote Login Flag to enable/disable remote login. TRUE TRUE No.




Configuring Ranger Authentication with UNIX, LDAP, AD, or

PAM

Configuration Property Description Default Value Example Value

ranger.unixauth.service.hostname

The FQDN of the host where

the UNIX authentication service
isrunning. Only used if the
Authentication method is UNIX.
{{RANGER_USERSYNC_HOST}}
is a placeholder value that is replaced
with the host where Ranger Usersync
isinstalled in the cluster.

localhost

myunixhost.domain.com

Yes, if
sel ect

ranger.unixauth.service.port

The port number where the ranger-
usersync module is running the UNIX
Authentication Service.

5151

5151

Yes, i
sel ectt

Related Information

Cloudera Management Console

About this task

Configure Ranger authentication for AD

How to configure Ranger to use Active Directory (AD) for user authentication.

Note: In CDP Public Cloud, identity management is provided by Freel PA, and configured using the

E Management Console. Therefore for CDP Public Cloud you should leave the Admin Authentication Method
set to the UNIX authentication settings. For more information on Freel PA, see Managing Freel PA in the
Identify Management documentation.
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Configuring Ranger Authentication with UNIX, LDAP, AD, or
PAM

Procedure

1. Select Cloudera Manager Ranger Configuration , type authentication in Search.
Ranger authentication property settings display. Y ou may need to scroll down to see the AD settings.
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2. Configure the following settings for AD authentication, then click Save Changes.

Property Description Default value Sample values

Admin Authentication Method The Ranger authentication UNIX ACTIVE_DIRECTORY
method.
Admin AD Auth Base DN The Distinguished Name (DN) N/A dc=example,dc=com
of the starting point for directory
ranger.ldap.ad.base.dn server searches.
Admin AD Auth Bind DN The full Distinguished Name N/A cn=adadmin,cn=Users,dc=example,dc=com
. (DN), including Common Name
ranger.Idap.ad.bind.dn (CN) of an LDAP user account
that has privileges to search for
users.
Admin AD Auth Bind Password | Password for the bind.dn. N/A Secret123!
ranger.ldap.ad.bind.password
Admin AD Auth Domain Name | The domain name of the AD N/A example.com
) Authentication service.
ranger.ldap.ad.domain
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Admin AD Auth Referral See below. ignore follow | ignore | throw
ranger.ldap.ad.referral*

Admin AD Auth URL The AD server URL, for N/A \dapi//<AD-Servername>Port
ranger.ldap.ad.url example:
|dap://<AD-Servername>Port
Admin AD Auth User Search AD user search filter. N/A
Filter

ranger.ldap.ad.user.searchfilter

* There are three possible values for ranger.ldap.ad.referral:

« follow

o throw

e ignore

The recommended setting is: follow.

When searching a directory, the server might return several search results, along with afew continuation
references that show where to obtain further results. These results and references might be interleaved at the

protocol level.
When ranger.ldap.ad.referral is set to follow:

The AD service provider processes al of the normal entriesfirst, and then follows the continuation
references.

When ranger.Idap.ad.referral is set to throw:
All of the normal entries are returned in the enumeration first, before theReferral Exception is
thrown.

By contrast, areferra error response is processed immediately when this property is set to follow or
throw.
When ranger.ldap.ad.referral isset toignore:

The server should return referral entries as ordinary entries (or plain text). This might return partial
results for the search. In the case of AD, a Partial ResultException is returned when referrals are
encountered while search results are processed.

Cloudera Management Console

How to configure Ranger to use LDAP for user authentication.

Management Console. Therefore for CDP Public Cloud you should leave the Admin Authentication Method

B Note: In CDP Public Cloud, identity management is provided by Freel PA, and configured using the

1

set to the UNIX authentication settings. For more information on Freel PA, see Managing Freel PA in the
|dentify Management documentation.

In Cloudera Manager, select Ranger, then click the Configuration tab.
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Configuring Ranger Authentication with UNIX, LDAP, AD, or
PAM

2. Todisplay the authentication settings, type "authentication” in the Search box. Y ou may need to scroll down to

see all of the LDAP setti
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®
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3. Configure the following settings for LDAP authentication, then click Save Changes.

Proper Required Description Default value plevalues

Admin Authentication Required The Ranger UNIX LDAP

Method authentication
method.

Admin LDAP Auth Group | Optional TheLDAPgroup | N/A (I(CN=Hdp_users)(CN=Hdp_admins))

Search Base search base.

ranger.ldap.group.searchbase

Admin LDAP Auth Group Optional The LDAP group N/A

Search Filter search filter.

ranger.ldap.group.searchfilter

Admin LDAP Auth URL Required The LDAP server N/A Idap://localhost:389 or Idaps://
URL localhost:636

ranger.ldap.url
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Property Required ? Description Default value Sample values

Admin LDAP Auth Bind User | Required Full distinguished cn=admin,dc=example,dc=com
name (DN),
including common
name (CN), of an
LDAP user account
that has privileges
to search for users.
Thisuser isused
for searching the
users. This could be
aread-only LDAP

ranger.ldap.bind.dn

user.
Admin LDAP Auth Bind User | Required Password for the N/A Secret123!
Password account that can

) search for users.
ranger.ldap.bind.password

Admin LDAP Auth User Required The LDAP user N/A
Search Filter search filter.

ranger.ldap.user.searchfilter

Admin LDAP Auth Base DN | Required The Distinguished N/A dc=example,dc=com
Name (DN) of the
starting point for
directory server

ranger.ldap.base.dn

searches.
Admin LDAP Auth Group Optional The LDAP group N/A cn
Role Attribute role attribute.
ranger.Idap.group.roleattribute
Admin LDAP Auth Referral | Required See below. ignore follow | ignore | throw
ranger.ldap.referral*
Admin LDAP Auth User DN | Required The LDAP user DN. | N/A uid={ 0} ,ou=users,dc=xasecure,dc=net

Pattern
ranger.ldap.user.dnpattern

* There are three possible values for ranger.Idap.ad.referral: follow, throw, and ignore. The recommended setting
isfollow.

When searching a directory, the server might return several search results, along with afew continuation
references that show where to obtain further results. These results and references might be interleaved at the
protocol level.

*  When this property is set to follow, the AD service provider processes all of the normal entriesfirst, and then
follows the continuation references.

*  When this property is set to throw, all of the normal entries are returned in the enumeration first, before the
Referral Exception is thrown. By contrast, a"referral” error response is processed immediately when this
property is set to follow or throw.

< When this property is set to ignore, it indicates that the server should return referral entries as ordinary entries
(or plain text). This might return partial results for the search. In the case of AD, a Partial ResultException is
returned when referrals are encountered while search results are processed.

Related Information
Cloudera Management Console

Configure Ranger authentication for PAM

How to configure Ranger to use PAM for user authentication.
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1

Note: In CDP Public Cloud, identity management is provided by Freel PA, and configured using the
Management Console. Therefore for CDP Public Cloud you should leave the Admin Authentication Method
set to the UNIX authentication settings. For more information on Freel PA, see Managing Freel PA in the

Identify Management documentation.

In Cloudera Manager, select Ranger, then click the Configuration tab.

2. Under Admin Authentication Method, select PAM, then click Save Changes.
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Admin LDAP Auth Bind User ~ Ranger Admin Default Group ®
ranger.dap.bind.dn [ ]
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Search Filter
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] Save Changes (CTRL+S)
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3. Createthefollowing two PAM files:

» /etc/pam.diranger-admin with the following content:

#UYPAM 1. 0

auth sufficient pam unix. so
auth sufficient pam sss.so
account sufficient pamunix.so
account sufficient pam sss.so

» /etc/pam.d/ranger-remote with the following content:

#9YPAM 1. 0

aut h sufficient pam unix.so
auth sufficient pamsss.so
account sufficient pam unix.so

11



Ranger AD Integration

account sufficient pam sss. so

4, Confirm that the /etc/shadow file has 444 permissions.
5. Select Actions > Restart to restart Ranger.

Ranger AD Integration

A conceptual overview of Ranger-AD integration architecture.

Ranger AD Integration: Architecture Overview

Authorization and Auditing w/ Ranger

{ (WebUI) Ranger Administration Portal )

Enterprise
Users

I "i I Ranger
1 Plugin
[ Ranger
Plugin
( I "ﬂﬁ Ranger Ranger ———
Plugin M ll  Plugin “
r— Ranger MW N Ranger B
Lserm Plugin i Plugin w
Currently Supported In Ranger A
HODP 2.5 .
b © Homosworks e 2011 - 2016 AS Rughes Reserved Plugln m

When a Ranger plugin for acomponent (such as HBase or HDFS) is activated, Ranger isin full control of any access.
There istwo-way communication between the Ranger plugin and the Ranger (Admin) Policy Server (RPS):

Hadoop Components

1. Pluginsto RPS: Ranger plugins regularly call the RPS to see if new policies were defined in the Ranger
Administration Portal (RAP). Generally it takes approximately 30 seconds for a policy to be updated.

2. RPSto components: The RPS queries the component for meta objects that live on the component to base policies
upon (this provides the autocompl ete and drop-down list when defining policies).

The first communication channel (Plugin to RPS) is essential for the plugin to function, whereas the second (RPS to
components) is optional. It would still be possible to define and enforce policies without the second channel, but you
would not have autocomplete during policy definition.

Configuration details on both communication channels are configured in both Cloudera Manager and in the Ranger
Administration Portal.

Example for HDFS plugin on a kerberized cluster:
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Balancer 0
DataNode 1
Gateway 0
HttpFS 7
JournalNode 0
NFS Gateway 0
NameNode 2
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Failover Controller 0
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Advanced 95
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Cloudera Navigator 4
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High Availability 5
Logs 37
ent Commands Main 44
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el Performance 20
Ports and Addresses 26

@ admin

Show All Descriptions

Superuser Group HDFS-1 (Service-Wide)

dfs.permissions.superusergroup
supergroup ]

Kerberos Principal HDFS-1 (Service-Wide)

hdfs ]

Kerberos principal short name used by all roles of this service. @

HDFS User to Impersonate  HDFS-1 (Service-Wide)

| |

®
Hue's Kerberos Principal HDFS-1 (Service-Wide)
Short Name [
hue.kerberos.principal.shortnam
e
®

DataNode Data Transfer
Protection
dfs.data.transfer.protection

HDFS-1 (Service-Wide)
Authentication

Integrity

The Kerberos principal short name for the HDFS service,"hdfs", is the one that is involved the second communication
channel (RPS to components) for getting metadata from HDFS (such as HDFS folders) across. The settings on the
HDFS configuration must match those set in Ranger (by selecting Access > Manager > Resource Based Palicies, then

selecting the Edit icon for the HDFS service:
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ccess Manager udit %) Security Zone ettings s admin
Ranger va M D Audi Security Z £ Setti 9 admi

Select Tag Service cm_tag x|v
Config Properties :
Username * hdfs
Password * | eeeee

Namenode URL * hdfs://dhoyle-8-5-1.vpc.clouder: @

Authorization Enabled Yes v

Authentication Type * Kerberos

«

hadoop.security.auth_to_local

dfs.datanode.kerberos.principal

dfs.namenode.kerberos.principal

dfs.secondary.namenode.kerberos.principal

RPC Protection Type Authentication

«

Common Name for Certificate

Add New Configurations Name Value
tag.download.auth.users hdfs n
policy.download.auth.users hdfs n
+

Test Connection

To verify the second communication channel (RPS to components) click Test Connection for the applicable service
(as shown above for the HDFS service). A confirmation message appears if the connection works successfully.

To verify if the paramount first communication channel (Plugins to RPS) works, select Audit > Pluginsin Ranger:
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Access Manager Security Zone ¥ Settings

Access Admin Login Sessions Plugins Plugin Status User Sync

Q Search for your plugins...

Entries : [ |Last Updated Time : fs]

Export Date ( Eastern Daylight Time) Service Name Plugin Id Plugin IP Cluster Name Http Response Code Status

08/13/2019 11:49:39 AM cm_hive hiveServer2@d¢ : .. 10.65.30.5 Cluster 1 m Policies synced to plugin
08/13/2019 11:49:27 AM cm_hive impala@c . 10.65.30.5 Cluster 1 200 | Policies synced to plugin
08/13/2019 11:49:22 AM cm_hive impala@c ; ... 10.85.30.5 Cluster 1 m Policies synced to plugin
08/13/2019 11:49:17 AM cm_hive impala@ dismsiiofd s sl ... 10.65.49.144 Cluster 1 m Policies synced to plugin
08/13/2019 11:49:17 AM cm_hive impala@ .. 10.65.50.67 Cluster 1 m Policies synced to plugin
08/13/2019 11:46:39 AM cm_hive hiveServer2@i# i & 7 ° P, 10.65.30.5 Cluster 1 Policies synced to plugin
08/13/2019 11:46:27 AM cm_hive impala@diwmgin @S © g sl s... 10.65.30.5 Cluster 1 200 | Policies synced to plugin
08/13/2019 11:46:22 AM cm_hive impala@c : .. 10.65.30.5 Cluster 1 200 | Policies synced to plugin
08/13/2019 11:46:17 AM cm_hive impala@d . 10.65.49.144 Cluster 1 | 200 } Policies synced to plugin
08/13/2019 11:46:17 AM cm_hive impala@c® | .. 10.65.50.67 Cluster 1 m Policies synced to plugin
08/05/2019 02:51:20 PM cm_atlas atlas@c ; .. 10.65.30.5 Cluster 1 m Policies synced to plugin

Ranger AD Integration: Ranger Audit

Ranger plugins furthermore send their audit event (whether access was granted or not and based on which policy)
directly to the configured sink for audits, which can be HDFS, Solr or both. Thisisindicated by the yellow arrowsin
the architectural graph.

The audit access tab on the RAP (Audit > Access) isonly populated if Solr is used asthe sink.
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Service Resource
Policy ID Policy Version Event Time ¥ Application User Name / Type Name / Type Access Type Result Access Enforcer Agent Host Name C
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15 1 08/14/2019 03:15:02 PM  kafka kafka kafka_admin GV RN ranger-acl (- : 10.
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kafk: kafka-clustt

15 1 08/14/2019 03:15:00 PM  kafka kafka - @ atka-cluster kafka_admin ranger-acl f | 10,
kafka cluster
cm_kafka ATLAS_SPARK_...

20 1 08/14/2019 03:15:00 PM  kafka atlas - consume ranger-acl 1. 10.
kafka topic
cm_kafka kafka-cluster . - e -

15 1 08/14/2019 03:15:00 PM  kafka kafka kafka_admin A ranger-acl s & § T oo suesiuvn s 10,
kafka cluster
cm_kafka ATLAS_HOOK I

18 1 08/14/2019 03:15:00 PM  kafka atlas B consume 0 ranger-acl .- - 10.
kafka topic
cm_kafka kafka-cluster . —_—

15 1 08/14/2019 03:14:58 PM  kafka kafka kafka_admin GRS ranger-acl b . 1 10.
kafka cluster
cm_kafka kafka-cluster . o P .

15 1 08/14/2019 03:14:58 PM  kafka kafka kafka_admin ranger-acl (L : 1 10.
kafka cluster
cm_hbase atlas_janus/m .

5 1 08/14/2019 03:14:57 PM  hbaseRegional atlas — - get Allowed BEETTEE] (i & T T g 1 10.

hbase column-family
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Ranger AD Integration

This screen points out an important Ranger feature. When the plugin is enabled AND no specific policy isin place
for access to some object, the plugin will fall back to enforcing the standard component-level Access Control Lists
(ACLSs). For HDFS that would be the user : rwx / group : rwx / other : rwx ACLs on folders and files.

Once this defaulting to component ACL s happens, the audit eventslist a” - " in the Policy ID column instead of a
policy number. If a Ranger policy wasin control of allowing/denying access, the policy number is shown.

Rangers AD Integration has 2 levels:

1. Ranger Ul authentication (which users can log in to Ranger itself).
2. Ranger user/group sync (which users/groups to define policies for)

Reference information on Ranger Ul authentication, when configuring Ranger AD integration.

Thisisan extra AD level filter option on top of Kerberos authentication that maps to:

Ranger

& Username:

& Password:

For AD there are two options for defining who can access the Ranger Ul: LDAP or ACTIVE_DIRECTORY. Thereis
not a huge amount of difference between them, but they are separate sets of properties.

ACTIVE_DIRECTORY
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Ranger AD Integration

In Cloudera Manager, select Ranger, then click the Configuration tab.To display the authentication settings, type
"authentication™ in the Search box. Y ou may need to scroll down to seethe AD settings.

CLOUD=RA
€| Manager Cluster 1
_ ® RANGER-1 Actions + Aug 13,12:07 PM PDT
& Clusters
Status  Instances  Configuration =~ Commands  Charts Library ~ Audits ~ Ranger Admin Web UIZ'  Quick Links v
= M I ——
Diag -
‘ authentication Role Groups History and Rollback
A Audits
Charts Filters Show All Descriptions
Backup Admin Authentication Ranger Admin Default Group O
Method
il SCOPE UNIX
Administration ranger.authentication.method
RANGER-1 (Service-Wide) 0 LDAP
Ranger Admin 19 © ACTIVE_DIRECTORY
Ranger Tagsync 1
Ranger Usersync 2 PAM
NONE
CATEGORY
®
Advanced 0
Logs 0 Admin UNIX Auth Remote (O Ranger Admin Default Group ©
Main 21 Login
Monitoring 0 ranger.unixauth.remote.login.ena ®
Performance 0 bled
Ports and Addresses 1
Resource Management 0
Security 0 Admin UNIX Auth Service Ranger Admin Default Group
Hostname
Stacks Collection 0
ranger.unixauth.service.hostnam | {{RANGER_USERSYNC_HOST}}
STATUS € Host where unix authentication service is running. Only used if @
Authentication method is UNIX. {{RANGER_USERSYNC_HOST}} is
© Error 0 a placeholder value which will be replaced with the host where
A Waming 0 Ranger Usersync will be installed in the current cluster.
Edited 2
Non-default 2
Has Overrides 0 Admin LDAP Auth User DN  Ranger Admin Default Group
Pattern
ranger.ldap.user.dnpattern J
®
Admin LDAP Auth User Ranger Admin Default Group
Search Filter [
ranger.ldap.user.searchfilter ‘
®
Admin LDAP Auth Group Ranger Admin Default Group
Search Base [
ranger.ldap.group.searchbase ‘
ecent Commands ®

The ranger.ldap.ad.base.dn property determines the base of any search, so users not on this OU tree path can not be

authenticated.

The ranger.ldap.ad.user.searchfilter poperty is a dynamic filter that maps the user name in the Ranger web Ul login
screen to SAMAccountName. For example, the AD sAMA ccountName property has example values like k.reshi and
d.alora so make sure to enter a matching value for ‘ Username’ in the logon dialogue.

LDAP

The LDAP properties allow for more fine tuning.

In Cloudera Manager, select Ranger, then click the Configuration tab.To display the authentication settings, type
"authentication" in the Search box. Y ou may need to scroll down to see all of the LDAP settings.

17



Ranger AD Integration

CLOUD=RA

Manager Cluster 1
Lo ©RANGER-1 -
& Clusters
Status  Instances  Configuration ~ Commands  Charts Library ~ Audits ~ Ranger Admin Web UIZ'  Quick Links +
Hosts
Diagnostics
[ authentication Role Groups History and Rollback

Charts

FHterS Show All Descriptions
Backup Admin Authentication Ranger Admin Default Group O
Method
SCOPE UNIX
Administration ranger.authentication.method
RANGER-1 (Service-Wide) 0 © LDAP
Ranger Admin 19 ACTIVE_DIRECTORY
Ranger Tagsync 1
Ranger Usersync 2 PAM
NONE
CATEGORY
®
Advanced 0
Logs 0 Admin UNIX Auth Remote Ranger Admin Default Group 9
Main 21 Login
Monitoring 0 ranger.unixauth.remote.login.ena @
Performance 0 bled
Ports and Addresses 1
Resource Management 0
Security 0 Admin UNIX Auth Service Ranger Admin Default Group
Hostname
Stacks Collection 0
ranger.unixauth.service.hostnam {{RANGER_USERSYNC_HOST}}
STATUS ¢ Host where unix authentication service is running. Only used if ~ @
Authentication method is UNIX. {{RANGER_USERSYNC_HOST}} is
© Error 0 a placeholder value which will be replaced with the host where
A Warning 0 Ranger Usersync will be installed in the current cluster.
Edited 2
Non-default 2
Has Overrides 0 Admin LDAP Auth User DN  Ranger Admin Default Group
Pattern 1
ranger.Idap.user.dnpattern J
®
Admin LDAP Auth User Ranger Admin Default Group
Search Filter ‘
ranger.ldap.user.searchfilter
®
CDEP Deployment from 2019-Aug-05
Admin LDAP Auth Group Ranger Admin Default Group
Search Base ‘ ]
ranger.ldap.group.searchbase ‘
®

) admin

Admin LDAP Auth Group
Search Filter

Ranger Admin Default Group
f

There is one catch: the ranger.|dap.user.dnpattern is evaluated first. Consider the following example value:
Accounts,OU=CorpUsers,DC=field,DC=hortonworks,DC=com

CN={ 0} ,0U=L ondon,OU=Company,OU=User

This would work, but has two side effects:

» Userswould have to log on with their ‘long username’ (like ‘ Kvothe Reshi / Denna Alora), which would also
mean that policies would have to be updated using that long name instead of the k.reshi short name variant.
e Traversing AD by DN patterns does not allow for applying group filters at al. In the syntax above, only users

directly in OU=London would be able to log on.

This adverse behavior can be avoided by intentionally putting a DN pattern (DC=intentionally,DC=wrong) in the rang
er.ldap.user.dnpattern property, AND avalid filter in User Search Filter:

(& (objectclass=user)(memberOf=CN=Hdp_admins,0OU=Company,OU=User
d,DC=hortonworks,DC=com)(sAMAccountName={ 0}))

Accounts,OU=CorpUsers,DC=fiel

This works because the filter is only applied after the DN pattern query on AD does not return anything. If it does, the
User Search Filter is not applied.

Ranger has avery simple approach to the internal user list that is kept in arelational schema. Thislist contains all
users that were synced with AD ever, and all those users can potentialy log in to the Ranger Ul. But only Admin
users can really do any policy-related thingsin the Ranger Ul (see next section).

18



Ranger AD Integration

Be awarethat all of thisis only about authentication to Ranger. Someone from the *Hdp_admins' group would still
not have a Ranger admin role.

Related Information
Configure Ranger authentication for LDAP

Ranger Ul authorization

Reference information on Ranger Ul authorization, when configuring Ranger AD integration.

To configure the users, groups, and roles that can access the Ranger portal or its services, select Settings > Users/
Groups/Roles in the top menu.

Ranger U Access Manager [ Audit Security Zone %+ Settings ‘?‘ admin
@ Permissions
Users Groups Roles
User List
Q Search for your users...
User Name Email Address Role User Source Groups Visibility
admin [ Admin | Internal
7]  rangertagsync [ Admin | Internal [ Visible |
O hive = [ Extornal |  hive |  Visible
cloudera-scm @ [ Externa | = [ Visible |
O hitpfs =  Extornal |  nttpfs ]  Visible
superset @= [ External | superset Visible |
~) atlas m m m
ranger (User (Exioma] [rangor]
SRrT (User [Exiomal] [lwau] (Vi
ks = (Extomai [Viiie
o acoumuo (U] (Excomal
polkitd [ User |  Extornal |  Visible
T nfsnobody =  External
0 spark =  Extornal | spark  Visible
flume [User] External [ flume Visice)
~]  solr m m m m
jenkins =  Extornal | WE5a)

A user can be aUser, Admin, or Auditor:

19



Configure Ranger Usersync for Deleted Users and Groups

Ranger UAccess Manager [ Audit Security Zone  #¥ Settings

Users/Groups/Roles User Edit

User Detail

([ Basic Info & Change Password
User Name * rangerusersync (i]
First Name * rangerusersync o
Last Name [i]
Email Address [i]
Seect oo
User
Auditor
Group rrease serect '
Cancel

Only users with the Admin role can edit Ranger policies.

Configure Ranger Usersync for Deleted Users and Groups

How to configure Ranger Usersync for users and groups that have been deleted from the sync source.

About this task

Y ou can configure Ranger Usersync to update Ranger when users and groups have been deleted from the sync source
(UNIX, LDAP, AD or PAM). This ensures that users and groups — and their associated access permissions — do not
remain in Ranger when they are deleted from sync source.

Procedure

1. In Cloudera Manager, select Ranger > Configuration, then use the Search box to search for Ranger Usersync
Advanced Configuration Snippet (Safety Valve) for conf/ranger-ugsync-sitexml. Use the Add (+) iconsto add the
following properties, then click Save Changes.

Name Value Description

Enables deleted users and groups synchronization. The default setting is false

ranger.usersync.del etes.enabled true
(disabled).
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Configure Ranger Usersync for Deleted Users and Groups

ranger.usersync.del etes.frequency 10 Sets the frequency of delete synchronization. The default setting is 10, or
once every 10 Usersync cycles. Delete synchronization consumes cluster
resources, so alower (more frequent) setting may affect performance.

CLOUD=RA
Manager

Cluster 1

@ RANGER-1 Actions ~ Jun 4, 8:57 PMUTC

Clusters Status  Instances  Configuration ~ Commands  Charts Library ~ Audits ~ Ranger Admin Web UIZ'  Quick Links ~

Diagnostics [ Q ranger-ugsync-site.xml @Filters (1)  Role Groups History & Rollback
Audits
Filters (1 Clear All
Charts ( ) Show All Descriptions
R SCOPE Clear Ranger Use‘ersync.Advanced Ranger Usersync Default Group 'O Undo ®
Replication Configuration Snippet (Safety View as XML
Valve) for conf/ranger-
el ugsync-site.xml Name [ ranger.usersync.deletes.enabled | M @&
& conf/ranger-ugsync-
Private Cloud CZ3 Ranger Usersync 1 site.xml_role_safety_valve Value [ true
CATEGORY
Description [
Advanced 1
() Final
Name ’ ranger.usersync.deletes.frequen | M @
Value ’ 10
Description ’
STATUS
[x} () Final
3 Parcels A
([ Edited 1
X Running Commands s Non-Default 1

1-10f1

& Support

o admin

1 Edited Value Reason for change: | Modified Ranger Usersync Advanced Configuration Snippet (Safety Valve) for cc ‘ Save Changes(CTRL+S)
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Configure Ranger Usersync for Deleted Users and Groups

2. Click the Ranger Restart icon.

_ [ CUCr UEpIOyTENT IO ZUZ Viay-TU 1257
CTODDERA Cluster 1
Manager
_ @ RANGER‘1 Actions ~ - Jun 4, 8:58 PM UTC
= Clusters Stale Configuration: Restart
= Status  Instances  Configuratio needed y  Audits  Ranger Admin Web UIZ'  Quick Links v
00 Hosts
LA Diagnostics [ Q ranger-ugsync-site.xml @Filters (1) Role Groups History & Rollback
@B Audits
Filters (1 Clear All
|~ Charts ( ) Show All Descriptions
- SCOPE Clear Ranger Us‘ersync>Advanced Ranger Usersync Default Group ®
21 Replication Configuration Snippet (Safety View as XML
Valve) for conf/ranger-
& Administration ugsync-site.xml Name [ ranger.usersync.deletes.enabled ‘ oW ®
 conf/ranger-ugsync- )
& Private Cloud (D Ranger Usersync 1 site.xml_role_safety_valve Value ‘ e ‘
CATEGORY
Description \ }
Advanced 1
[ Final
Name ‘ ranger.usersync.deletes.frequen: ‘ o ®
Value \ 10 }
Description [ ‘
STATUS ¢
(] () Final
& Parc A
Z Running Commands % Non-Default 1
PRV
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Configure Ranger Usersync for Deleted Users and Groups

3. On the Stale Configurations page, click Restart Stale Services.

[ CDEP DEPIOYMENT IO ZUZT-VIay-TU TZ:

crou Cluster 1
Manager
I Stale Configurations
& Clusters
File: conf/ranger-ugsync-site.xml RANGER-1(1) = Show
Hosts i
° Filters Clear Al ... ... ee -197,6 +197,14 ee
197 197 <property>
E Diagnostics FILE 198 198 <name>ranger .usersync.kerberos.principal</name>
199 199 <value>rangerusersync/_HOST@ROOT .HWX.SITE</value>
7o Audits 248 ig? </property>
+ <property>
) 202 + <name>ranger .usersync.deletes.enabled</name>
Charts 203 + <value>true</value>
File: conf/ranger-ugsync-site.x... 1 ;g‘; P Spreperye
A1 Replication ile: i * <property>
= P File: conf/rangeradmin.propert... 2 206 + <name>ranger.usersync.deletes.frequency </name>
207 + <value>10</value>
{6 Administration 208 + </property>
201 209 </configuration>
& Private Cloud CEI ZE2R R0
File: conf/rangeradmin.properties RANGER-1(1) ' Show

. @@ -1,5 +1,9 @@

1 1 dhoyle717-1.dhoyle717.root.hwx.site:ranger.externalurl=
2 2 dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.http.port=6088
3 3  dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.https.attrib.ssl.enabled=fa
SERVICE Clear 4 4 dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.https.port=6182
5 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.externalurl=
6 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.http.port=6080
J ATLAS-1 1 7 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.https.attrib.ssl.enabled=fa
4 HBASE-1 1 8 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.https.port=6182
@ HDFS-1 1 5 9
& HIVE-1 1
© HIVE_ON_TEZ-1 1 File: conf/rangeradmin.properties RANGER-1(2) | Show
4 IMPALA-1 1 . @@ -2,5 +2,10 @@
% KAFKA-1 2 2 2 dhoyle717-1.dhoyle717.root.hwx.site:ranger.externalurl=
KNOX-1 1 3 3  dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.http.port=6080
4 4 dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.https.attrib.ssl.enabled=fa
& KUDU-1 2 5 5 dhoyle717-1.dhoyle717.root.hwx.site:ranger.service.https.port=6182
@ RANGER-1 3 6 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.authentication.method=PAM
Parcels SCHEMAREGISTRY-1 2 7 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.externalurl=
~ 8 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.http.port=6080
Running Commands ?: STREAMS_MESSAGING_M... 2 9 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.https.attrib.ssl.enabled=fa
= YARN-1 1 10 +dhoyle717-2.dhoyle717.root.hwx.site:ranger.service.https.port=6182
Support 8 L
ROLE TYPE

admin

Restart Stale Services

[ UULT UTpIUyTITET TN ZUZ TVIAy TU T2 7]

CLOUD=RA

Manager Restart Stale Services

@ Review Changes
Review Changes

2 Command Details
All services running with outdated configurations in the cluster and their dependencies will be restarted.

Re-deploy client configuration
Parce

Running Commands

Support

admin

Back Restart Now

5. A progressindicator page appears while the services are being restarted. When the services have restarted, click
Continue.
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6. Usersthat have been deleted in sync source are not automatically deleted in Ranger — they are marked as Hidden
and must be manually deleted by the Ranger Admin user, and then Ranger Usersync must be restarted.

In the Ranger Admin Web Ul, select Settings > Users/Groups/Roles. Click in the User List text box, then select
Vidibility > Hidden.

"7}" Ranger U Access Manager [ Audit Security Zone £+ Settings ‘v.‘ admin v
Last Response Time : 06/08/2021 03:58:33 PM
Users Groups Roles
User List
p— e e | saveni - 6
Hidden |
O \iifi.l.)l.e._...- ——eeAddress Role User Source Groups Visibility
O amin [ acmio
D rangerusersync m m rangerusersync m
O rangertagsync m m rangertagsync m
O b (U] [hadoop [
O e (ser [hive] (Vi
@] cloudera-scm m m m
O s (ser 1o (Vi

7. To delete ahidden user or group manually, select the applicable check boxes, then click the red Deleteicon, as
shown in the following example.

‘ﬁ ) Ranger U Access Manager [ Audit (%) security Zone % Settings lv.‘ admin ~
Last Response Time : 06/08/2021 04:04:05 PM
Users Groups Roles
User List
Q VISIBILITY: Hidden m
User Name Email Address Role User Source Groups Visibility

Y ou can delete multiple users or groups by running a "delete" script on the command line interface.

For example:

Sanmpl e command to del ete users:
pyt hon del et eUser G oupUtil.py -users <user file path> -adnin <ranger admin
user> -url <rangerhosturl> [-force] [-sslCertPath <cert path>] [-debug]

Sanpl e command to del ete groups:

pyt hon del et eUser GroupUtil.py -groups <group file path> -adm n <ranger
adm n user> -url <rangerhosturl> [-force] [-sslCertPath <cert path>] [-d
ebug]

Note: The deleteUserGroupUtil.py script installs as part of the Ranger installation on the node where
Ranger Admin runs, in the following location: /opt/cloudera/parcel SCDH/lib/ranger-admin/ .
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8. In Cloudera Manager, select Ranger > Ranger Usersync, then select Actions > Restart this Ranger Usersync.

_ [ CDEPT Trom Z0ZT-May-T0 TZ37 ]
[lo]| SLOUDZRA Cluster 1 / RANGER-1 / dhoyle717-1
lanager
@ Ranger Usersync € 30 mioutes prcding Jun 8, 500PMUTE Db WM s
Clusiee Status Configuration Processes Comr Log Files v Stacks Logs v  Quick Links ~

Stop this Ranger Usersync
Hosts

Restart this Ranger Usersync

Diagnostics Hea“h Tests narts 30m 1h 2h 6h 12h 1d 7d 30d &~
2 Audits Enter Maintenance Mode
uaits Show 4 Good 'he query returned partial results. Exceeded the time series stream
@ mit for the query of 248 stream(s). Query: 'select service_time,
Cieis Show 2 Disabled Refresh Ranger Usersync \wait_time, await_read_time, await_write_time where

lostld="99199adb-e4ef-4749-a982-6db48e6f2728" and category =
List Open Files (Isof) lisk and logicalPartition = false'. The limit is configurable under
\dministration>Settings>Maximum Number Of Time-Series Streams
teturned Per Line-Based Chart.

Replication

{6+ Administration Health HiStOI’y Collect Stack Traces (jstack)

& Private Cloud CED > 2 Became Good Heap Dump (jmap) Show 2 more...

Heap Histogram (jmap -histo)
~VM Heap Memory Usage ©

> 2 Became Disabled Jun49:09:47 PM 3
Ml

File Descriptors Good Jun49:09:42 PM  :
>1 Became Good

bytes

File Descriptors Unknown Jun49:08:52PM  °

> 1 Became Unknown ranger_usersyn... 1023M =ranger_usersync... 320M

Note:
E ¢ Sync sourceistracked when processing Ranger users and groups for deletion. If the same user name
for a separate sync source already exists in Ranger DB, that user will not be updated or marked as
hidden.

e For AD/LDAP sync:

e After marking auser or group as deleted/hidden in Ranger, the user or group status does not change
automatically. The user or group must be manually deleted (or deleted using the cli "delete” script).
Usersync must be restarted to reflect any changes to the same user name in the source.

* For example, a user (Bob) from one OU (say Engineering) is deleted from the source and is marked
as deleted in Ranger admin. If the same user name (Bab) is subsequently added back to the same
OU, the user status will not be automatically enabled. The user must be manually deleted and
Usersync must be restarted to implement the changes.

e If anidentical user name (say Bob) is deleted from one OU (say Engineering) and added to a
different OU (say Finance) between the sync cycles, user Bob is marked as hidden/del eted only
when the delete cycle istriggered. Until then there is a security risk that user Bob from Finance
will be granted the permissions for Bob from Engineering.
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