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There are generally two approaches to indexing data using Cloudera Search:

1. Near real time (NRT) indexing
2. Batch indexing

Near real time indexing is generally used when new data needs to be returned in query resultsin time frames
measured in seconds, whereas batch indexing is useful for situations where large amounts of datais indexed at regular
intervals, or for indexing a new dataset for the first time.

Near real time indexing generally uses aframework such as Apache Kafkato continuously ingest and index data. The
Lily HBase Indexer can aso be used for NRT indexing on Apache HBase tables.

Batch indexing usually relies on MapReduce/Y ARN jobsto periodically index large datasets. The Lily HBase
Indexer can also be used for batch indexing HBase tables.

Lily HBase near real time indexing using Morphlines
Batch indexing using Morphlines

You can use the Lily HBase Indexer for near real time (NRT) indexing updates to HBase tables.

The Lily HBase NRT Indexer serviceis aflexible, scalable, fault-tolerant, transactional, NRT system for processing
a continuous stream of HBase cell updates into live search indexes. Typically it takes seconds for data ingested into
HBase to appear in search results; this duration istunable. The Lily HBase Indexer uses SolrCloud to index data
stored in HBase. As HBase applies inserts, updates, and deletes to HBase table cells, the indexer keeps Solr consistent
with the HBase table contents, using standard HBase replication. The indexer supports flexible custom application-
specific rules to extract, transform, and load HBase data into Solr. Solr search results can contain columnFamily:qua
lifier links back to the data stored in HBase. This way, applications can use the Search result set to directly access
matching raw HBase cells. Indexing and searching do not affect operational stability or write throughput of HBase
because the indexing and searching processes are separate and asynchronous to HBase.

To accommodate the HBase ingest |oad, you can run as many Lily HBase Indexer services on different hosts as
required. Because the indexing work is shared by all indexers, you can scale the service by adding more indexers.
The recommended number of indexer is 1 for each HBase RegionServer but in aHigh Availability environment five
worker nodes is the minimum for acceptable performance and reliability. Y ou can co-locate Lily HBase Indexer
services with Solr servers on the same set of hosts. RegionServers can also be co-locate with Lily HBase Indexer on
the same host to improve performance.

Note: Specific workloads and usage patterns might require additional fine-tuning beyond these general
E recommendations.

The Lily HBase NRT Indexer service must be deployed in an environment with a running HBase cluster, a running
SolrCloud cluster (the Solr service in Cloudera Manager), and at |east one ZooK eeper quorum.

In Cloudera Manager, the Lily HBase Indexer serviceis called Key-Value Store Indexer, and the serviceroleis called
Lily HBase Indexer.
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Use Cloudera Manager to start the Lily HBase indexer service.

Y ou can use Cloudera Manager to start the Lily HBase Indexer Service ( Key-Value Store Indexer service Actions
Start ).

Once the service is running, you can create and manage indexers.

To index for column families of tablesin an HBase cluster:

« Enablereplication on HBase column families

» Create collections and configurations

* Register aLily HBase Indexer configuration with the Lily HBase Indexer Service
* Verify that indexing is working

Apache HBase Replication allows you to copy data from one HBase cluster to adifferent and possibly distant HBase
cluster. This can be used for disaster recovery or when you want to run load intensive MapReduce jobs on your
HBase cluster.

1. For every existing table, set the REPLICATION_SCOPE on every column family that you want to index:

hbase shel |

hbase shel | > di sabl e ' sanpl e_t abl €'

hbase shell > alter 'sanple table', {NAME => 'columfam |yl , REPLI CATI ON
_SCOPE => 1}

hbase shel |l > enabl e ' sanpl e_t abl e’

2. For every new table, set the REPLICATION_SCOPE on every column family that you want to index using a
command such as the following:

hbase shel |
hbase shell > create 'test_table', {NAME => 'testcolumfam |ly', REPLI CATI
ON_SCOPE => 1}

A collection in Search used for HBase indexing must have a Solr schema that accommodates the types of HBase
column families and qualifiers that are being indexed. To begin, consider adding the all-inclusive datafield to a
default schema.

Once you decide on a schema, create a collection using commands similar to the following:

solrctl instancedir --generate $HOVE hbase_col |l ecti on_config
## Edit $HOWE/ hbase_col | ecti on_confi g/ conf/ managed- schema as needed ##
solrctl config --upload hbase_coll ection_config $HOVE/ hbase_col | ecti on_confi

g
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solrctl collection --create hbase coll ection -s <nunShards> -c hbase colle
ction_config

Configure individua Lily HBase Indexers using the hbase-indexer command-line utility. Typically, thereis one Lily
HBase Indexer configuration file for each HBase table, but there can be as many Lily HBase Indexer configuration
files as there are tables, column families, and corresponding collectionsin Search. Each Lily HBase Indexer
configuration is defined in an XML file, such as morphline-hbase-mapper.xml.

Anindexer configuration XML file must refer to the MorphlineResultToSolrMapper implementation and point
to the location of a Morphline configuration file, as shown in the following morphline-hbase-mapper.xml indexer
configuration file.

e Set morphlineFile to the relative path morphlines.conf. Make sure the file is readable by the HBase system user
(hbase by defaullt).

$ cat S$HOWE/ nor phl i ne- hbase- mapper . xni

<?xm version="1.0"?>

<i ndexer tabl e="sanpl e_t abl e"

mapper =" com ngdat a. hbasei ndexer . nor phl i ne. Mor phl i neResul t ToSol r Mapper " >
<I-- The relative path on the local file systemto the
nmor phl i ne configuration file. -->

<par am name="nor phl i neFi | e" val ue="nor phl i nes. conf"/>

<l-- The optional norphlineld identifies a norphline if there are multi
pl e

nmor phl i nes in norphlines. conf -->

<l -- <param nane="nor phl i nel d* val ue="norphlinel"/> -->

</ i ndexer >

The Lily HBase Indexer configuration file also supports the standard attributes of any HBase Lily Indexer on the
top-level <indexer> element. It does not support the <field> element and <extract> elements.

After creating an indexer configuration XML file, you can configure morphline ETL transformation commandsin
amorphlines.conf configuration file. The morphlines.conf configuration file can contain any number of morphline
commands. Typically, an extractHBaseCells command is the first command. The readAvroContainer or readAvro
morphline commands are often used to extract Avro data from the HBase byte array. This configuration file can be
shared among different applications that use morphlines.

Note: To function properly, the morphline must not contain aloadSolr command. The Lily HBase Indexer
must load documents into Solr, instead of the morphline itself.

Y ou can edit the morphlines.conf file within Cloudera Manager ( Key-Value Store Indexer service Configuration
Category Morphlines Morphlines File).
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The extractHBaseCells morphline command extracts cells from an HBase result and transforms the valuesinto a Solr
InputDocument. The command consists of an array of zero or more mapping specifications.

Each mapping has:

The inputColumn parameter, which specifies the data from HBase for populating afield in Solr. It hasthe form
of acolumn family name and qualifier, separated by a colon. The qualifier portion can end in an asterisk, which
isinterpreted as awildcard. In this case, all matching column-family and qualifier expressions are used. The
following are examples of valid inputColumn values:

* mycolumnfamily:myqualifier

e mycolumnfamily:my*

e mycolumnfamily:*

The outputField parameter specifies the morphline record field to which to add output values. The morphline
record field is aso known as the Solr document field. Example: first_name.

Dynamic output fields are enabled by the outputField parameter ending with awildcard (*). For example:

i nput Col utm : "nycol umfamly:*"
outputField : "belongs to *"

Inthis case, if you make these putsin HBase:

put 'table_name' , 'rowl' , 'mycolumfamni

m | , 'foo'
put 'table_name' , 'rowl' , 'mycolumfanil

y: 1
y: 9" , 'bar’
Then the fields of the Solr document are as follows:

belongs_to 1 : foo
bel ongs _to_9 : bar

The type parameter defines the data type of the content in HBase. All input datais stored in HBase as byte arrays,
but all content in Solr isindexed as text, so a method for converting byte arrays to the actual datatypeis required.
The type parameter can be the name of atype that is supported by org.apache.hadoop.hbase.util.Bytes.to* (which
currently includes byte[], int, long, string, boolean, float, double, short, and bigdecimal). Use type byte][] to pass
the byte array through to the morphline without conversion.

« typebyte[] copiesthe bytearray unmodified into the record output field

« typeint convertswith  org.apache.hadoop.hbase.util.Bytes.tolnt

» typelong convertswith  org.apache.hadoop.hbase.util.Bytes.toL ong

e typestring convertswith  org.apache.hadoop.hbase.util.Bytes.toString

« typeboolean convertswith  org.apache.hadoop.hbase.util.Bytes.toBoolean

« typefloat convertswith  org.apache.hadoop.hbase.util.Bytes.toFl oat

« type:double convertswith  org.apache.hadoop.hbase.util.Bytes.toDouble

« typeshort convertswith  org.apache.hadoop.hbase.util.Bytes.toShort

« typebigdecimal convertswith  org.apache.hadoop.hbase.util.Bytes.toBigDecimal

Alternatively, the type parameter can be the name of a Java class that implements the com.ngdata.hbaseindexer.
parse.ByteArrayVaueMapper interface.

HBase data formatting does not always match what is specified by org.apache.hadoop.hbase.util.Bytes.*. For
example, this can occur with data of type float or double. Y ou can enable indexing of such HBase data by
converting the data. There are various ways to do so, including:

« Using Java morphline command to parse input data, converting it to the expected output. For example:

{

inmports : "inport java.util.*;" code: """ // manipulate the contents of
a record field
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String stringAmunt = (String) record. getFirstVal ue("anount");

Doubl e dbl = Doubl e. par seDoubl e(stri ngAnount); record.repl aceVal ues("
anount ", dbl ) ;

return child.process(record); // pass record to next command in chain

}

« Creating table fields with binary format and then using types such as double or float in a morphline.conf. Y ou
could create a table in HBase for storing doubles using commands similar to:

CREATE TABLE sanple |ily hbase ( id string, anount double, ts tinestanp

)
STORED BY ' or g. apache. hadoop. hi ve. hbase. HBaseSt or ageHandl er'

W TH SERDEPROPERTI ES (' hbase. col uims. mappi ng' = ':key, ti:anount#b,ti:
ts,")
TBLPROPERTI ES (' hbase.tabl e. name' = 'sanple_lily');

e The source parameter determines which portion of an HBase KeyValueis used as indexing input. Valid choices
arevalue or qudifier. When value is specified, the HBase cell value is used asinput for indexing. When qualifier
is specified, then the HBase column qualifier is used as input for indexing. The default is value.

When the content of the Lily HBase Indexer configuration XML file is satisfactory, register it with the Lily
HBase Indexer Service. Register the Lily HBase Indexer configuration file by uploading the Lily HBase Indexer
configuration XML file to ZooK eeper. For example:

1. If your cluster has security enabled, create a Java Authentication and Authorization Service (JAAS) configuration
file named jaas.conf in your home directory with the following contents:

Cient {
com sun. securi ty. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se
useTi cket Cache=true
princi pal ="j doe @XAMPLE. COM';
¥

Replace jdoe@EXAMPLE.COM with your user principal. Y our user account must have WRITE permission to
create an indexer. For more information, see Configuring Lily HBase Indexer Security on page 10.

2. If your cluster has security enabled, authenticate with the user principal specified in your jaas.conf file:

kinit jdoe@XAMPLE. COM

3. Runthefollowing command to add the JAAS configuration to the system properties:

export HBASE | NDEXER _OPTS=- Dj ava. security. auth.| ogin. confi g=j aas. conf

4. Run the following command to register your indexer configuration file with the indexer service:

hbase-i ndexer add-i ndexer \

--nane nyl ndexer \

- -i ndexer - conf $HOVE/ nor phl i ne- hbase- mapper. xm \

--connecti on- param sol r. zk=zk01. exanpl e. com zk02. exanpl e. com zk03. exanp
| e.comsolr \

--connection-param sol r. col | ecti on=hbase_col |l ection \
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- -zookeeper zkO1l. exanpl e. com 2181, zk02. exanpl e. com 2181, zk03. exanpl e. com
12181

5. Verify that the indexer was successfully created as follows:

hbase-i ndexer |ist-indexers -zookeeper zkO1.exanple.com 2181, zk02. exanpl
e.com 2181, zk03. exanpl e. com 2181
Nunber of indexes: 1

myl ndexer
Li fecycl e state: ACTI VE
I ncrenental indexing state: SUBSCRI BE_AND CONSUME
Bat ch i ndexi ng state: | NACTIVE
SEP subscription I D | ndexer_mnyl ndexer
SEP subscription tinmestanp: 2013-06-12T11: 23: 35. 635-07: 00
Connection type: solr
Connecti on parans:
+ solr.collection = hbase-col | ectionl
+ solr.zk = | ocal host/solr
+ I ndexer confi g:
110 bytes, use -dunp to see content
+ Batch index config:
(none)
+ Default batch index config:
(none)
+ Processes
+ 1 runni ng processes
+ 0 failed processes

+

++ 4+ + +

Use the update-indexer and delete-indexer command-line options of the hbase-indexer utility to manipulate
existing Lily HBase Indexers.

For more help, use the following commands:

hbase-i ndexer add-indexer --help
hbase-i ndexer list-indexers --help
hbase-i ndexer update-indexer --help
hbase-i ndexer del ete-indexer --help

Morphline configuration files can be changed without re-creating the indexer itself, but you must restart the Lily
HBase Indexer service for the changes to take effect.

1. Add rowsto the indexed HBase table. For example:

hbase shel |
hbase(rai n): 001: 0> put 'sanple table', 'rowl', 'data', 'value'
hbase(rai n): 002: 0> put 'sanple table', 'row2', 'data', 'value2

2. If the put operation succeeds, wait afew seconds, go to the SolrCloud Ul query page, and query the data. Note the
updated rowsin Salr.




Cloudera Runtime Lily HBase near real time indexing using Morphlines

3. To print diagnostic information, such as the content of records as they pass through the morphline commands,
enable the TRACE log level:
a) Goto Key-Vaue Store Indexer service Configuration Category Advanced .
b) FindtheLily HBase Indexer Logging Advanced Configuration Snippet (Safety Valve) property or search for it
by typing its name in the Search box.
¢) Add thefollowing to the text box:

| og4j .1 ogger. org. ki t esdk. nor phl i ne=TRACE
| og4j . 1 ogger . com ngdat a=TRACE

d) Click Save Changes.
€) Restart the service ( Key-Vaue Store Indexer service Actions Restart ).

4. Examinethe log filesin /var/log/hbase-solr/lily-hbase-indexer-* for details.

Lily HBase Indexer includes an HTTP interface for the list-indexers, create-indexer, update-indexer, and delete-index
er commands.

This interface can be secured with Kerberos for authentication and Apache Ranger for authorization. For information
on configuring security for the Lily HBase Indexer service, see Configuring Lily HBase Indexer Security on page
10.

By default, the hbase-indexer command line client does not use the HTTP interface. Use the HTTP interface to take
advantage of the features it provides, such as K erberos authentication and Ranger integration. The hbase-indexer
command supports two additional parametersto the list-indexers, create-indexer, del ete-indexer, and update-indexer
commands:

e --http: AnHTTP URI for the HTTP interface. By default, this URI is of the form http://lily0l.example.com:11
060/indexer/. If this parameter is specified, the Lily HBase Indexer usesthe HTTP API. If this parameter is not
specified, the indexer communicates directly with ZooK eeper.

» --jaas. Specifies a Java Authentication and Authorization Service (JAAS) configuration file. Thisis only
necessary for Kerberos-enabled deployments.

Note: Make sure that you use fully qualified domain names (FQDN) when specifying hostnames for both
E the Lily HBase Indexer host and the ZooK eeper hosts. Using FQDNSs hel ps ensure proper Kerberos realm
mapping.

For example:

hbase-i ndexer list-indexers --http http://1ily01l. exanpl e.com 11060/ i ndexer/
\

--jaas $HOWE/ j aas. conf --zookeeper zkO1l.exanpl e.com 2181, zk02. exanpl e. com
2181, zk03. exanpl e. com 2181

Configuring Lily HBase Indexer Security
The Lily HBase Indexer includes an HTTP interface for the list-indexers, create-indexer, update-indexer, and

delete-indexer commands. This interface can be secured with Kerberos for authentication and Apache Ranger for
authorization.

Although Cloudera recommends using AutoTL S, you aso have the option to set up TLS manually for the Lily HBase
Indexer.

10
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To configure and enable Hadoop TLS/SSL for the Lily HBase Indexer (Key-Vaue Store Indexer) perform the
following steps.

Open the Cloudera Manager Admin Console and go to the Key-Va ue Store Indexer.
Click the Configuration tab.

Select ScopeAll .

Select Category All .

In the Search field, type TLS/SSL to show the Solr TLS/SSL properties.

Edit the following TLS/SSL properties according to your cluster configuration.

S O o A

E Note: These values must be the same for all hosts running the Key-Value Store Indexer role.

HBase Indexer TLS/SSL Certificate The location on disk of the truststore, in .jks format, used to confirm the authenticity of TLS/SSL

Trust Store File servers that HBase Indexer might connect to. Thisis used when HBase Indexer isthe clientin a
TLS/SSL connection. This truststore must contain the certificate(s) used to sign the service(s) being
connected to. If this parameter is not provided, the default list of well-known certificate authorities

is used instead.
HBase Indexer TLS/SSL Certificate The password for the HBase Indexer TLS/SSL Certificate Trust Store File. This password is not
Trust Store Password (Optional) required to access the truststore: thisfield can be left blank. This password provides optional
integrity checking of thefile. The contents of truststores are certificates, and certificates are public
information.

7. Restart the service.

To enable Kerberos authentication for the Lily HBase Indexer service, perform the following steps.

1. Inthe Cloudera Manager admin console, goto Key-Value Store Indexer service Configuration Category Security

Select the kerberos option for HBase Indexer Secure Authentication.

Click Save Changes.

Goto Administration Security Kerberos Credentials .

Click Generate Missing Credentials.

Restart the indexer service ( Key-Vaue Store Indexer service Actions Restart ).

o 0k~ WD

Batch indexing usually relies on MapReduce/Y ARN or Spark jobs to periodically index large datasets, or to index
new datasets for the first time. The Lily HBase indexer, also called HBaseM apReducel ndexerTool, can be used for
batch indexing HBase tables.

11
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If you are using Apache Spark, you can batch index data using the CrunchindexerTooal.

CrunchindexerTool is a Spark or MapReduce ETL batch job that pipes datafrom HDFS files into Apache Solr
through a morphline for extraction and transformation. The program is designed for flexible, scalable, fault-tolerant
batch ETL pipelinejobs. It isimplemented as an Apache Crunch pipeline, allowing it to run on MapReduce or Spark
execution engines.

CrunchlndexerTool requires aworking MapReduce or Spark cluster, such as one installed using Cloudera Manager.
Note: This command requires a morphline file, which must includea SOLR_LOCATOR directive. The
snippet that includes the SOLR_LOCATOR might appear as follows:

SOLR _LOCATOR : {
# Name of solr collection
collection : collection_nane

# ZooKeeper ensenbl e

zkHost
"zk01. exanpl e. com 2181, zk02. exanpl e. com 2181, zk03. exanpl e. com 2181/
solr"
}
nor phlines : [
{
id: morphlinel
i mport Commands : ["org. kitesdk.**", "org.apache.solr.**"]
commands :

{ generateUU D { field: id} }

{ # Renove record fields that are unknown to Sol r nanaged- schemna.
# Recall that Solr throws an exception on any attenpt to |oad a
docunent t hat
# contains a field that isn't specified in managed-schena.
sani ti zeUnknownSol r Fi el ds {
sol rLocator : ${SOLR LOCATOR} # Location fromwhich to fetch
Solr schema
}
}

{ logDebug { format : "output record: {}", args : ["@}"] } }

| oadSol r {
sol rLocator : ${SOLR _LOCATOR}

Y ou can see the usage syntax CrunchlindexerTool by running the job with the -help argument. Unlike other Search
indexing tools, the CrunchindexerTool jar does not contain all dependencies. If you try to run the job without
addressing this, you get an error such as the following:

hadoop jar /opt/clouderal/parcel s/CDOH |Iib/solr/contrib/crunch/search-crunch.j
ar org.apache. sol r. crunch. Crunchl ndexer Tool -help
Exception in thread "nmai n" java.l ang. Nod assDef FoundError: org/apache/ crun
ch/ types/ PType

at java.l ang. d ass. for NaneO( Nati ve Met hod)

at java.lang. d ass. forNanme(d ass. j ava: 348)

12
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at org.apache. hadoop. util.RunJar.run(RunJar.java: 214)
at org. apache. hadoop. util . RunJar. mai n( RunJar. j ava: 136)
Caused by: java.l ang. d assNot FoundExcepti on: org. apache. crunch. types. PType
at java.net.URLC assLoader. fi ndd ass(URLC assLoader.java: 381)
at java.l ang. d assLoader. | oadd ass(d assLoader. j ava: 424)
at java.lang. d assLoader. | oadd ass(d assLoader. java: 357)
4 nore

To see the command usage (or to run the job), you must first add the dependencies to the classpath:

export HADOOP_CLASSPATH="/ opt/ cl ouder a/ parcel s/ CDH/ | i b/ search/ i b/ search-cru
nch/*"

hadoop jar /opt/clouderal/parcel s/ CDH |ib/solr/contrib/crunch/search-crunc
h.jar org.apache. sol r.crunch. Crunchl ndexer Tool -help

For reference, here is the command usage syntax:
Important: The command usage help incorrectly notes the following:
& NOTE: MapReduce does not require extra stepsfor communicating with kerberos-enabled Solr
To run the MapReduce job on a Kerberos-enabled cluster, you must create and specify ajaas.conf file.

For example:

HADOOP_OPTS="-Dj ava. security. auth. | ogi n. config=/path/to/jaas.conf" \
hadoop jar /opt/clouderal/parcels/COH |ib/solr/contrib/crunch/search-cru
nch.jar \

org. apache. sol r. crunch. Crunchl ndexer Tool [...]

MapReduceUsage: export HADOOP_CLASSPATH=$nyDependencyJar Pat hs; hadoop jar $m
yDri verJar
org. apache. sol r. crunch. Crunchl ndexer Tool --libjars $nmyDependencylJarFil es
[ MapReduceCeneri cOptions]. ..
[--input-file-list URI] [--input-file-format FQCN|
[--input-file-projection-schema Fl LE]
[--input-file-reader-schema FILE] --norphline-file FILE
[--morphline-id STRING [--pipeline-type STRING [ --xhel p]
[--mappers | NTEGER] [--parallel-norphline-inits | NTEGER]
[--dry-run] [--log4j FILE] [--chatty] [HDFS URI [HDFS URI ...]]
Spar kUsage: spark-subnit [ SparkGenericOptions]... --master |ocal|yarn --d
epl oy-node client|cluster
--jars $nmyDependencylJarFiles --class org. apache. solr. crunch. Crunchl ndexer T
ool $nyDriverJar
[--input-file-list URI] [--input-file-format FQCN|
[--input-file-projection-schema FlLE]
[--input-file-reader-schema FILE] --norphline-file FILE
[--nmorphline-id STRING [--pipeline-type STRING |- -xhel p]
[--mappers | NTEGER] [--parallel-norphline-inits | NTEGER]
[--dry-run] [--log4] FILE] [--chatty] [HDFS URI [HDFS URI ...]]

Spark or MapReduce ETL batch job that pipes data from (splittable or non-
splittable) HDFS files into Apache Solr, and along the way runs the data
through a Morphline for extraction and transformation. The programis
designed for flexible, scalable and fault-tolerant batch ETL pipeline
jobs. It is inmplenented as an Apache Crunch pipeline and as such can run
on either the Apache Hadoop MapReduce or Apache Spark execution engine.

The program proceeds in several consecutive phases, as foll ows:

1) Randoni zation phase: This (parallel) phase random zes the |Iist of HDFS
input files in order to spread ingestion |oad nore evenly anmong the mapper
tasks of the subsequent phase. This phase is only executed for non-
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splittables files, and ski pped ot herw se.

2) Extraction phase: This (parallel) phase enits a series of HDFS file
i nput streans (for non-splittable files) or a series of input data records
(for splittable files).

3) Morphline phase: This (parallel) phase receives the items of the
previ ous phase, and uses a Mrphline to extract the relevant content,
transform it and |oad zero or nore documents into Solr. The ETL
functionality is flexible and custom zable using chains of arbitrary
nor phl i ne commands that pipe records from one transfornmation conmand to
anot her. Commands to parse and transform a set of standard data formats
such as Avro, Parquet, CSV, Text, HIM, XM, PDF, M-Ofice, etc. are
provi ded out of the box, and additional custom conmmands and parsers for
additional file or data formats can be added as custom norphline comrands.
Any kind of data format can be processed and any kind output format can be
generated by any custom Morphline ETL logic. Also, this phase can be used
to send data directly to a live SolrCloud cluster (via the |oadSolr
nmor phl i ne command) .

The program is inplemented as a OCrunch pipeline and as such Crunch
optinizes the | ogical phases nentioned above into an efficient physica
execution plan that runs a single napper-only job, or as the corresponding
Spar k equi val ent .

Fault Tol erance: Task attenpts are retried on failure per the standard
MapReduce or Spark semantics. If the whole job fails you can retry sinply
by rerunni ng the program again using the same argunents.

Conpari son with MapReducel ndexer Tool

1) Crunchl ndexer Tool can also run on the Spark execution engi ne, not just
on MapReduce

2) Crunchl ndexer Tool enables interactive low latency prototyping, in
particular in Spark 'local' node.

3) Crunchl ndexer Tool supports updates (and deletes) of existing docunents
in Solr, not just inserts.

4) Crunchl ndexer Tool can exploit data locality for splittable Hadoop files
(text, avro, avroParquet).

We recommend MapReducel ndexer Tool for Jlarge scale batch ingestion use
cases where updates (or deletes) of existing docunents in Solr are not
requi red, and we recommend Crunchl ndexer Tool for all other use cases.

Crunchl ndexer Opt i ons:

HDFS_URI HDFS URI of file or directory tree to ingest.
(default: [])
--input-file-list URI, --input-list UR

Local URI or HDFS URI of a UTF-8 encoded file
containing a list of HDFS URIs to ingest, one UR
per line in the file. If '-' is specified, URls
are read from the standard input. Miltiple --
input-file-list argunents can be specifi ed.
--input-file-format FQCN
The Hadoop FilelnputFormat to wuse for extracting
data fromsplittable HDFS files. Can be a fully
qualified Java class nane or one of ['text',
"avro', 'avroParquet']. If this option is present
the extraction phase will enmit a series of input
data records rather than a series of HDFS file
i nput streans.
--input-file-projection-schema FILE
Rel ati ve or absolute path to an Avro schema file
on the local file system This wll be used as
the projection schema for Parquet input files.
--input-file-reader-schema FILE
Rel ati ve or absolute path to an Avro schenm file
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on the local file system This wll be used as
the reader schema for Avro or Parquet input
files. Exanpl e: src/test/resources/test-

docunent s/ strings. avsc

--morphline-file FILE Relative or absolute path to a local config file
that contains one or nore norphlines. The file
must be UTF-8 encoded. It wll be uploaded to
each renote task. Exanple: /path/to/norphline.conf

--nmorphline-id STRING The identifier of the norphline that shall be
executed wthin t he nmor phl i ne config file
specified by --nmorphline-file. If the --norphline-
idoption is omtted the first (i.e. top-nost)
norphline within the config file is used.
Exanpl e: nor phli nel

--pi peline-type STRI NG
The engine to use for executing the job. Can be
"mapreduce' or 'spark'. (default: mapreduce)

--xhelp, --help, -help
Show t hi s hel p message and exit

--mappers | NTEGER Tuni ng knob that indicates the maxi num nunber of
MR mapper tasks to use. -1 indicates use all nmap
slots available on the cluster. This paraneter
only applies to non-splittabl e input files
(default: -1)

--parall el -norphline-inits | NTEGER
Tuni ng knob that indicates the naxi num nunber of
nmorphline instances to initialize at the sane
tinme. This kind of rate limting on ranpup can be
useful to avoid overload conditions such as
ZooKeeper connection limts or DNS |lookup lints
when using nany parallel nmapper tasks because
each such task cont ai ns one norphline. 1
indicates initialize each norphline separately.
This feature is inplemented with a distributed
semaphore. The default is to wuse no rate limting
(defaul t: 2147483647)

--dry-run Run the pipeline but print docunents to stdout
instead of loading them into Solr. This can be
used for quicker turnaround during early trial &
debug sessions. (default: false)

--log4j FILE Rel ati ve or absolute path to a log4j.properties
config file on the local file system This file
will be uploaded to each renote task. Exanple:
/path/to/l og4j.properties

--chatty Turn on verbose output. (default: false)

Spar kGeneri cOpti ons: To print all options run 'spark-submt --help

MapReduceGeneri cOptions: Generic options supported are

--conf <configuration file>
specify an application configuration file

- D <property=val ue> use val ue for given property

--fs <l ocal | nanenode: port >
speci fy a nanenode

--jt <l ocal | resourcenmanager: port >
speci fy a ResourceManager

--files <comma separated list of files>
specify conmma separated files to be copied to the
map reduce cluster

--libjars <comm separated |ist of jars>
specify comma separated jar files to include in
t he cl asspat h.

--archives <comma separated |ist of archives>
specify conma separated archives to be unarchived
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on the conpute machi nes.

The general conmand line syntax is
bi n/ hadoop conmand [ generi cOptions] [conmandOpti ons]

Exanpl es:

# Prepare - Copy input files into HDFS:

export myResourcesDir=src/test/resources # for build fromgit

export mnyResourcesDir=/opt/cl oudera/ parcel s/ CDH shar e/ doc/ search-*/search-c
runch # for CDH with parcels

export myResourcesDir=/usr/share/doc/search-*/search-crunch # for CDH with
packages

hadoop fs -copyFromLocal $myResourcesDir/test-docunments/hellol.txt hdfs:/us
er/ systest/input/

# Prepare variables for conveni ent reuse:

export nyDriverJarDir=target # for build fromgit

export nyDriverJarDir=/opt/clouderal/parcels/COH |ib/solr/contrib/crunch #
for CDH with parcels

export nyDriverJdarDir=/usr/lib/solr/contrib/crunch # for CDH wi th packages

export nyDependencyJarDir=target/lib # for build fromgit

export myDependencyJarDi r=/opt/cl ouderal/ parcel s/ CDH | i b/ search/1i b/ sear ch-

crunch # for CDH with parcels

export myDependencyJarDir=/usr/lib/search/lib/search-crunch # for CDH with

packages

export nyDriverJar=$(find $nmyDriverJarDir -naxdepth 1 -nane 'search-crunch-

* jar' ! -nane '*-job.jar' ! -name '*-sources.jar')

export nyDependencyJarFil es=$(find $myDependencyJarDir -name '*.jar' | sort
| tr "\n" '"," | head -c -1)

export nyDependencyJar Pat hs=$(fi nd $myDependencyJarDir -name '*.jar' | sort
| tr "\n" ':" | head -c -1)

export myJVMOpti ons="- DmaxConnect i onsPer Host =10000 - DmaxConnecti ons=10000 -
D ava.io.tnpdir=/ny/tnp/dir/" # connection settings for solrj, also custom
tnmp dir
# MapReduce on Yarn - Ingest text file line by line into Solr:
export HADOOP_CLI ENT_OPTS="$nyJVMpti ons"; export HADOOP_ CLASSPATH=$nmyDepend
encyJar Pat hs; hadoop \

--config /etc/hadoop/ conf. cl oudera. YARN-1 \

jar $nmyDriverJar org.apache. solr.crunch. Crunchl ndexer Tool \

--1ibjars $nyDependencyJarFiles \

- D mapr educe. map. j ava. opt s="- Xnx500m $nyJVMDpt i ons" \

-D nor phli neVari abl e. ZK_HOST=$( host nane) : 2181/ sol r \

--files $nmyResourcesDir/test-docunments/string.avsc \

--norphline-file $nyResourcesDir/test-norphlines/|oadSol rLine.conf \

- - pi pel i ne-type mapreduce \

--chatty \

--1og4j S$nmyResourcesDir/log4j.properties \

[ user/systest/input/hellol.txt

# Spark in Local Mode (for rapid prototyping) - Ingest into Solr:
spar k-subm t \

--master |ocal \

--depl oy-node client \

--jars $myDependencyJarFiles \

--executor-nmenory 500M\

--conf "spark. executor. extraJavaOpti ons=$nmyJVMOpti ons" \

--driver-java-options "$nmyJVMptions" \

# --driver-library-path /opt/cl oudera/parcel s/CDH | i b/ hadoop/Ilib/native #
for Snappy on CDH with parcel s\

# --driver-library-path /usr/lib/hadoop/lib/native # for Snappy on CDH wit
h packages \

--class org. apache. sol r. crunch. Crunchl ndexer Tool \
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$nmyDriverJar \

-D nor phli neVari abl e. ZK_HOST=$( host nane) : 2181/ sol r \
--norphline-file $nyResourcesDir/test-norphlines/|oadSol rLine.conf \
--pi peline-type spark \

--chatty \

--1o0g4j $nyResourcesDir/| og4j.properties \
/user/systest/input/hellol.txt

# Spark on Yarn in Client Mode (for testing) - Ingest into Solr:
Sanme as above, except replace '--master local' with '--master yarn'
# View the yarn executor log files (there is no GU yet):

yarn |l ogs --applicationld $application_XYZ

# Spark on Yarn in Cluster Mde (for production) - |Ingest into Solr:
spark-submit \

--master yarn \

- -depl oy-node cluster \

--jars $nyDependencyJarFiles \

--executor-nmenory 500M \

--conf "spark.executor.extraJavaOpti ons=$myJVMDpti ons" \

--driver-java-options "$myJVMX>ptions" \

--class org. apache. sol r. crunch. Crunchl ndexer Tool \

--files $(I's $nyResourcesDir/log4j.properties),$(ls $nyResourcesDir/test-
nmor phl i nes/ | oadSol r Li ne. conf)\

$myDri verJar \

-D hadoop.tnp.dir=/tnp \

-D nor phlineVari abl e. ZK_HOST=$( host nane) : 2181/ sol r \

--norphline-file | oadSol rLi ne. conf \

--pi peline-type spark \

--chatty \

--l1og4j 1og4j.properties \

[ user/systest/input/hellol.txt

# Spark on Yarn in Cluster Mde (for production) - Ingest into Secure (Ke
r ber os- enabl ed) Solr:
# Spark requires two additional steps conpared to non-secure solr:
# (NOTE: MapReduce does not require extra steps for communicating with kerb
er os- enabl ed Sol r)
# 1) Create a del egation token file
# a) kinit as the user who will nake solr requests
# b) request a del egation token fromsolr and save it to a file:
# e.g. using curl:
# "curl --negotiate -u: http://solr-host:port/solr/adn n?0p=GETDELEG
ATl ONTOKEN > tokenFile.txt"
# 2) Pass the del egation token file to spark-subnit:
# a) add the delegation token file via --files
# b) pass the file nanme via -D tokenFile
# spark places this file in the cwd of the executor, so only list the
file name, no path
spark-submit \
--master yarn \
--depl oy-node cluster \
--jars $nmyDependencyJdarFiles \
--executor-menory 500M \
--conf "spark.executor.extraJavaOpti ons=$myJVMOpti ons" \
--driver-java-options "$nmyJVMXptions" \
--class org. apache. sol r. crunch. Crunchl ndexer Tool \
--files $(I's $nyResourcesDir/ | og4j.properties), $(ls $nyResourcesDir/test-
nmor phl i nes/ | oadSol r Li ne. conf), t okenFi |l e. t xt\
$nyDriverJar \
-D hadoop.tnmp.dir=/tnp \
-D nor phli neVari abl e. ZK_HOST=$( host nane) : 2181/ sol r \
- Dt okenFi | e=t okenFil e. txt \
--norphline-file | oadSol rLi ne. conf \
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--pi peline-type spark \
--chatty \

--1og4j |og4j.properties \
/user/systest/input/hellol.txt

Cloudera Search provides the ability to batch index documents using MapReduce jobs.

For examples of running a MapReduce job to index documents, see Cloudera Search Tutorial

MapReducelndexerTool (MRIT) isaMapReduce batch job driver that takes a morphline and creates a set of Solr
index shards from a set of input files and writes the indexesinto HDFSin aflexible, scalable, and fault-tolerant
manner. MRIT also supports merging the output shardsinto a set of live customer-facing Solr servers, typicaly a
SolrCloud.

Important: Merging output shardsinto live customer-facing Solr servers can only be completed if al
& replicas are online.

Theindexer creates an offline index on HDFS in the output directory specified by the --output-dir parameter. If the
--go-live parameter is specified, Solr merges the resulting offline index into the live running service. Thus, the Solr
service must have read access to the contents of the output directory to complete the go-live step. In an environment
with restrictive permissions, such as one with an HDFS umask of 077, the Solr user may not be able to read the
contents of the newly created directory. To address this issue, the indexer automatically appliesthe HDFS ACLsto
enable Solr to read the output directory contents. These ACLs are only applied if HDFS ACL s are enabled on the
HDFS NameNode.

Theindexer only makes ACL updates to the output directory and its contents. If the output directory's parent
directories do not include the run permission, the Solr serviceis not be able to access the output directory. Solr must
have run permissions from standard permissions or ACLs on the parent directories of the output directory.

f Important: MRIT does not work if Cloudera Search is deployed with local file system.

Note: Using --libjars parameter in dry-run mode does not work. Instead, specify the JAR files using the
HADOOP_CLASSPATH environmental variable.

Extracting, transforming, and loading data with Cloudera Morphlines
Using morphlines to index Avro

Using morphlines with syslog

HDFSACLs

Different from some other indexing tools, the MapReducel ndexerTool does not operate on HDFS blocks as input
splits. This means that when indexing a smaller number of large files, fewer hosts may be involved. For example,
indexing two files that are each one GB results in two hosts acting as mappers. If these files were stored on a system
with a 128 MB block size, other mappers might divide the work on the two files among 16 mappers, corresponding to
the 16 HDFS blocks that store the two files.

Thisintentional design choice aligns with MapReducel ndexerTool supporting indexing non-splittable file formats
such as JSON, XML, jpg, or log4j.

18


https://docs.cloudera.com/runtime/7.2.16/search-tutorial/topics/search-tutorial.html
https://docs.cloudera.com/runtime/7.2.16/search-etl-morphlines/topics/search-etl-morphlines.html
https://docs.cloudera.com/runtime/7.2.16/search-etl-morphlines/topics/search-use-morphlines-avro.html
https://docs.cloudera.com/runtime/7.2.16/search-etl-morphlines/topics/search-use-morphlines-syslog.html
https://docs.cloudera.com/runtime/7.2.16/hdfs-acls/topics/hdfs-acls.html

Cloudera Runtime Batch indexing using Morphlines

In theory, this could result in inefficient use of resources when a single host indexes alarge file while many other
hosts sit idle. In reality, thisindexing strategy typically resultsin satisfactory performance in production environments
because in most cases the number of filesis large enough that work is spread throughout the cluster.

While dividing tasks by input splits does not present problems in most cases, users may still want to divide indexing
tasks along HDFS splits. In that case, use the CrunchindexerTool, which can work with Hadoop input splits using the
input-file-format option.

The MapReducel ndexerTool generates metadata fields for each input file when indexing. These fields can be used in
morphline commands. These fields can also be stored in Solr, by adding definitions like the following to your Solr
managed-schema file. After the MapReduce indexing process completes, the fields are searchable through Salr.

<l-- file netadata -->
<field nane="fil e_downl oad_url" type="string" indexed="fal se" stored="tru
elI />

<field nane="fil e _upload url" type="string" indexed="false" stored="true" />
<field nane="fil e_schene" type="string" indexed="true" stored="true" />
<field nane="fil e _host" type="string" indexed="true" stored="true" />
<field nane="file_port"” type="int" indexed="true" stored="true" />

<field nane="file_path" type="string" indexed="true" stored="true" />
<field name="fil e_nanme" type="string" indexed="true" stored="true" />
<field nane="file_l ength" type="tlong" indexed="true" stored="true" />
<field nane="file_last _nodified" type="tlong" indexed="true" stored="true" /
>

<field nane="fil e_owner" type="string" indexed="true" stored="true" />
<field nane="fil e_group"” type="string" indexed="true" stored="true" />
<field name="fil e_perm ssions_user" type="string" indexed="true" stored="

true" />

<field nane="fil e_perm ssions_group" type="string" indexed="true" stored="t
rue" />

<field nane="fil e_perm ssions_other" type="string" indexed="true" stored="tr
ue" />

<field name="fil e_perm ssions_stickybit" type="bool ean" indexed="true" st
ored="true" />

Example output:

"file upload url":"foo/test-docunents/sanpl e-statuses-20120906-141433. avr 0"
"file_downl oad_url":"hdfs://host1l. myconpany. com 8020/ user/foo/ test-docunen
t s/ sanpl e- st at uses- 20120906- 141433. avr 0"

"file_schene":"hdfs"

"file_host":"host 1. nyconpany. cont',

"file_port": 8020,

"file_nanme":"sanpl e-statuses-20120906- 141433. avr 0"
"file_path":"/user/foo/test-docunents/sanpl e-statuses-20120906-141433. avr 0"
"file_last_nodified": 1357193447106,

"file_length":1512,

"file_owner":"foo",

"file_group":"foo",

"file_perm ssions_user":"rw",

"file_perm ssions_group":"r--",
"file_perm ssions_other":"r--",
"file_perm ssions_stickybit":false,

Learn about the use of the MapReducel ndexer command line tool.
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f Important: You must run the indexer tool with the following command-line argument:
-D ' mapreduce. j ob. user.cl asspath. first=true
Running the tool without this argument triggers the following error:

ERRCR [ mai n] org. apache. hadoop. napred. YarnChil d: Error running child :
j ava. | ang. NoSuchMet hodEr r or :

com codahal e. metrics. Metri cRegi stry. neter(Ljava/l ang/ String; Lcom cod

ahal e/ metrics/ MetricRegi stry$Metri cSupplier;)Lcom codahal e/ metrics/M

eter;

To view the usage syntax in a default parcel-based deployment, run:

hadoop jar /opt/cl ouderal/parcel s/CDH jars/search-nr-*-job.jar \
or g. apache. sol r. hadoop. MapReducel ndexer Tool --hel p

usage: hadoop [GenericOptions]... jar search-nr-*-job.jar org.apache.solr. ha
doop. MapReducel ndexer Tool

[--help] --output-dir HDFS URI [--input-list URI]

--morphline-file FILE [--norphline-id STRING [--solr-hone-dir DI R]

[--update-conflict-resolver FQCN] [--mappers | NTECER

[--reducers I NTEGER] [--nmax-segnents | NTEGER]

[--fair-schedul er-pool STRING [--dry-run] [--1o0g4] FILE]

[--verbose] [--show non-solr-cloud] [--zk-host STRING [--go-live]

[--collection STRING [--go-live-m n-replication-factor |NTEGER]

[--go-live-threads | NTEGER] [ HDFS URI [HDFS URI ...]]
MapReduce batch job driver that takes a norphline and creates a set of
Solr index shards froma set of input files and wites the indexes into
HDFS, in a flexible, scalable and fault-tolerant manner. It al so supports
mergi ng the output shards into a set of live custoner facing Solr servers,
typically a SolrCoud. The program proceeds in several consecutive
MapReduce based phases, as foll ows:

1) Randomi zation phase: This (parallel) phase random zes the list of input
files in order to spread indexing load nore evenly anong the nmappers of
t he subsequent phase.

2) Mapper phase: This (parallel) phase takes the input files, extracts the
rel evant content, transfornms it and hands Solrl nput Docunents to a set of
reducers. The ETL functionality is flexible and custoni zable using chains
of arbitrary norphline commands that pipe records from one transformation
command to another. Commands to parse and transforma set of standard data
formats such as Avro, CSV, Text, HIM, XM, PDF, Wrd, Excel, etc. are
provi ded out of the box, and additional custom comuands and parsers for
additional file or data formats can be added as norphline plugins. This is
done by inplenenting a sinple Java interface that consunes a record (e.g.
afileinthe form of an InputStream plus some headers plus contextua
nmet adata) and generates as output zero or nore records. Any kind of data
format can be indexed and any Solr docunents for any kind of Solr schema
can be generated, and any custom ETL | ogi ¢ can be registered and execut ed.
Record fields, including MME types, can also explicitly be passed by
force from the CLI to the norphline, for exanple: hadoop ... -D
nmor phl i neFi el d. _attachment _ni met ype=t ext/csv

3) Reducer phase: Thi s (parallel) phase | oads t he mapper' s
Sol r I nput Docunents into one EnbeddedSolrServer per reducer. Each such
reducer and Solr server can be seen as a (micro) shard. The Solr servers
store their data in HDFS.

4) Mapper-only nerge phase: This (parallel) phase nerges the set of
reducer shards into the nunber of solr shards expected by the user, using
a mapper-only job. This phase is onitted if the nunber of shards is
al ready equal to the nunmber of shards expected by the user.
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5) Co-live phase: This optional (parallel) phase nerges the output shards
of the previous phase into a set of |l|ive custoner facing Solr servers,
typically a SolrCoud. If this phase is omtted you can explicitly point
each Solr server to one of the HDFS out put shard directories.

Fault Tol erance: Mapper and reducer task attenpts are retried on failure
per the standard MapReduce semantics. On programstartup all data in the --
output-dir is deleted if that output directory already exists. If the
whole job fails you can retry sinply by rerunning the program agai n using
the sane argunents.

posi tional argunents:
HDFS_URI HDFS URI of file or directory tree to index.
(default: [])

optional argunents:

--help, -help, -h Show t his hel p message and exit

--input-list URI Local URI or HDFS URI of a UTF-8 encoded file
containing a list of HDFS URIs to index, one UR
per line inthe file. If '-' is specified, UR's

are read from the standard input. Miltiple --
i nput-1list argunents can be specifi ed.
--nmorphline-id STRING The identifier of the norphline that shall be
executed wthin t he nmor phl i ne config file
specified by --norphline-file. If the --norphline-
id option is onmtted the first (i.e. top-nost)

nmorphline wthin the config file is used.
Exanpl e: nor phlinel
--solr-hone-dir DR Optional relative or absolute path to a local dir

containing Solr conf/ dir and in particular
conf/solrconfig.xm and optionally also lib/ dir.
This directory will be uploaded to each MR task.
Exanpl e: src/test/resources/solr/ mninr
--update-conflict-resol ver FQCN
Fully qualified class name of a Java class that
i npl ements the UpdateConflictResolver interface.
This enables deduplication and ordering of a
series of docunent wupdates for the same unique
docunent key. For exanple, a MapReduce batch job
m ght index nultiple files in the sane job where
some of the files contain old and new versions of
the very same docunent, wusing the sanme unique
docunent key.
Typically, inplenentations of this interface
forbid collisions by throwing an exception, or
ignore all but the npst recent docunent version
or, in the general case, order colliding updates
ascending from | east recent to nmost recent
(partial) update. The caller of this interface (i.
e. the Hadoop Reducer) will then apply the
updates to Solr in the order returned by the
or der Updat es() net hod.

The def aul t
Ret ai nMost Recent Updat eConf |l i ct Resol ver

i mpl ementation ignores all but the nopst recent
docunment version, based on a configurable nuneric
Sol r field, whi ch defaul ts to t he

file last _nodified tinestanp (default: org.apache.
sol r. hadoop. dedup.
Ret ai nMost Recent Updat eConf | i ct Resol ver)

--mappers | NTEGER Tuni ng knob that indicates the maxi num nunber of
MR mapper tasks to use. -1 indicates use all map
slots avail able on the cluster. (default: -1)

--reducers | NTEGER Tuni ng knob that indicates the nunber of reducers
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to index into. 0O is reserved for a mapper-only
feature that may ship in a future release. -1
i ndicates use all reduce slots available on the
cluster. -2 indicates use one reducer per out put
shard, which di sabl es t he nree merge MR
algorithm The ntree nerge MR algorithminproves
scalability by spreading load (in particular CPU
| oad) anong a nunber of parallel reducers that
can be nmuch larger than the nunber of solr shards
expected by the wuser. It <can be seen as an
extension of concurrent |lucene nerges and tiered
| ucene nmerges to t he cl ustered case. The
subsequent mapper-only phase nmerges the output of
said |l arge nunber of reducers to the nunber of
shards expected by the wuser, again by utilizing
nore avail abl e parallelism on the cluster
(default: -1)
--max-segnment s | NTEGER

Tuni ng knob that indicates the naxi num nunber of
segnents to be contained on output in the index
of each reducer shard. After a reducer has built
its output index it applies a nerge policy to
merge segnents until there are <= maxSegnents
|l ucene segnents left in this index. Merging
segnents involves reading and rewiting all data
in all these segnent files, potentially multiple
times, which is very |1/O intensive and tinme
consunmi ng. However, an index wth fewer segnents
can later be nmerged faster, and it can |later be
queried faster once deployed to a live Solr
serving shard. Set nmaxSegnents to 1 to optim ze
the index for low query |atency. Set maxSegnents
to O or -1 to skip the entire optim ze phase. In a
nut shel | , a small maxSegnents val ue trades

i ndexing latency for subsequently inproved query
| atency. This can be a reasonable trade-off for
batch indexing systens. (default: 1)

--dry-run Run in local nbde and print docunents to stdout
instead of |loading them into Solr. This executes
the norphline in the client process (wthout
submitting a job to M) for quicker turnaround
during early trial & debug sessions. (default:

fal se)

--log4j FILE Rel ative or absolute path to a log4j.properties
config file on the local file system This file
will be wuploaded to each MR task. Exanple:
/path/to/l og4j.properties

--verbose, -v Turn on verbose output. (default: false)

--show non-solr-cloud Also show options for Non-SolrC oud node as part
of --help. (default: false)

Requi red argunents:

--output-dir HDFS URI HDFS directory to wite Solr indexes to. Inside
there one output directory per shard wll be
gener at ed. Exanpl e: hdf s: //c2202. myconpany.
conf user/ $USER/ t est

--nmorphline-file FILE Relative or absolute path to a local config file
that contains one or nore norphlines. The file
nmust be UTF- 8 encoded. Exanpl e
/ pat h/ t o/ nor phl i ne. conf

Cl uster argunents:
Argunments that provide infornmation about your Solr cluster.
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--zk-host STRI NG The address of a ZooKeeper ensenble bei ng used by
a Solrdoud cluster. This ZooKeeper ensenble will
be exanmined to determine the nunber of output
shards to create as well as the Solr URLs to
merge the output shards into when using the --go-
live option. Requires that you also pass the --
collection to nerge the shards into.

The - -zk- host option i mpl enent s t he same
partitioning semantics as the standard Sol rd oud
Near-Real -Time (NRT) API. This enables to mx
batch updates from MapReduce ingestion wth
updates from standard Solr NRT ingestion on the
same SolrC oud cluster, wusing identical unique
docunent keys.

Format is: a list of conma separated host: port
pairs, each corresponding to a zk server.
Exanpl e: '127.0.0.1:2181,127.0.0.1:2182,127.0.0.1
2183 If the optional chroot suffix is used the
exanple would look |like: '127.0.0.1:2181/solr,

127.0.0. 1: 2182/ sol r, 127. 0. 0. 1: 2183/ sol r' wher e
the client would be rooted at '/solr' and al

paths would be relative to this root - i.e.
getting/setting/etc... '/foo/bar' would result in

operations being run on '/solr/foo/bar' (fromthe
server perspective).

If --solr-honme-dir is not specified, the Solr
hone directory for t he col l ection may be
downl oaded from this ZooKeeper ensenbl e.
Go live argunents:
Argunments for nerging the shards that are built into a live Solr
cluster. Also see the Cluster argunents.

--go-live Allows you to optionally nerge the final index
shards into a live Solr cluster after they are
built. You can pass the ZooKeeper address with --
zk-host and the relevant cluster information will
be auto detected. (default: false)

--col lection STRI NG The SolrCloud collection to nerge shards into
when wusing --go-live and --zk-host. Exanpl e:
col l ectionl

--go-live-mn-replication-factor |NTEGER
The m ni mum nunber of SolrCloud replicas to
successfully nerge any final index shard into.
The go-live job phase attenpts to nerge fina
i ndex shards into all SolrC oud replicas. Some of
these nerge operations may fail, for exanple if
sone SolrCoud servers are down. This option
enabl es indexing jobs to succeed even if sone
such mer ge operati ons fail on Sol r d oud
foll owers. Successful nerge operations into al
| eaders are always required for job success,

regardl ess of the value of --go-1live-mn-
replication-factor. -1 i ndi cates require
successful nerge operations into all replicas. 1
i ndi cates require successful merge operations

only into | eader replicas. (default: -1)
--go-live-threads | NTEGER
Tuni ng knob that indicates the naxi num nunber of
live merges to run in parallel at one tine.
(defaul t: 1000)
Ceneric options supported are:
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--conf <configuration file>
specify an application configuration file
-D <property=val ue> define a value for a given property
-fs <file:///|hdfs://namenode: port> specify default filesystem URL to use,
overrides 'fs.defaultFS' property from configurations.
--jt <local | resourcemanager: port >
speci fy a ResourceManager

--files <filel,...> specify a comm-separated list of files to be
copied to the map reduce cluster

--libjars <jarl,...> specify a conma-separated list of jar files to be
i ncluded in the classpath

--archives <archivel,...>

specify a conma-separated list of archives to be
unar chi ved on the conpute nmachi nes

The general conmand |ine syntax is:

command [ genericOptions] [conmandOpti ons]

Exanpl es:

# (Re)index an Avro based Twitter tweet file:
sudo -u hdfs hadoop \
--config /etc/hadoop/ conf. cl oudera. mapr educel \
jar target/search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexer Too

-D 'mapred. chil d.java. opt s=- Xmx500m \

--log4j src/test/resources/|og4j.properties \

--nmorphline-file ../search-core/src/test/resources/test-norphlines/tutori
al ReadAvr oCont ai ner. conf \

--solr-hone-dir src/test/resources/solr/mninr \

--output-dir hdfs://c2202. nyconpany. conlf user/ $USER/ t est \

--shards 1\

hdf s: ///user/ $USER/ t est - docunent s/ sanpl e- st at uses-20120906- 141433. avr o

# (Re)index all files that match all of the follow ng conditions:
# 1) File is contained in dir tree hdfs:///user/$USER/ sol rl oadtest/twi tter/
tweet s
# 2) file name matches the gl ob pattern 'sanpl e-statuses*. gz'
# 3) file was last nodified | ess than 100000 ni nutes ago
# 4) file size is between 1 MB and 1 GB
# Also include extra library jar file containing JSON tweet Java parser
hadoop fs \

-find hdfs:///user/$USER/ sol rl oadtest/twitter/tweets \

-type f \

-name ' sanpl e- st at uses*. gz' \

-mm n -1000000 \

-size -100000000c \

-si ze +1000000c \
| sudo -u hdfs hadoop \

--config /etc/hadoop/ conf. cl oudera. mapreducel \

jar target/search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexer T
ool \

--libjars /path/to/kite-norphlines-twitter-0.10.0.jar \

-D 'mapred. chil d.java. opt s=- Xmx500m \

--log4j src/test/resources/|og4j.properties \

--norphline-file ../search-core/src/test/resources/test-norphlines/tutori
al ReadJsonTest Tweet s. conf \

--solr-home-dir src/test/resources/solr/mninr \

--output-dir hdfs://c2202. nyconpany. com user/ $USER/t est \

--shards 100 \

--input-list -

# Go live by nerging resulting index shards into a live Solr cluster
# (explicitly specify Solr URLs - for a Solrd oud cluster see next exanple):
sudo -u hdfs hadoop \
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--config /etc/hadoop/ conf. cl oudera. mapreducel \
jar target/search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexer Tool

-D "mapred. chil d.java. opt s=- Xnx500ni \

--log4j src/test/resources/|og4j.properties \

--morphline-file ../search-core/src/test/resources/test-norphlines/tutoria
| ReadAvr oCont ai ner. conf \

--solr-home-dir src/test/resources/solr/mininr \

--output-dir hdfs://c2202. nyconpany. com user/ $USER/t est \

--shard-url http://solr001l. nyconpany. com 8983/ sol r/col |l ectionl \

--shard-url http://solr002. nyconpany. com 8983/ sol r/col I ectionl \

--go-live \

hdfs:///user/fool/indir

# Go live by nerging resulting index shards into a live Solrd oud cluster
# (di scover shards and Solr URLs through ZooKeeper):
sudo -u hdfs hadoop \
--config /etc/hadoop/ conf. cl oudera. mapreducel \
jar target/search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexer Tool

-D "mapred. chil d.java. opt s=- Xnx500n \

--log4j src/test/resources/| og4j.properties \

--nmorphline-file ../search-core/src/test/resources/test-norphlines/tutor
i al ReadAvr oCont ai ner. conf \

--output-dir hdfs://c2202. nyconpany. conlf user/ $USER/ t est \

--zk-host zkO01. nmyconpany. com 2181/solr \

--collection collectionl \

--go-live \

hdfs:///user/fool/indir

# MapReduce on Yarn - Pass custom JVM argunents (including a customtnp dire
ctory)
HADOOP_CLI ENT_OPTS=' - DmaxConnect i onsPer Host =10000 - DnaxConnecti ons=10000 -
D ava.io.tnpdir=/ny/tnp/dir/"'; \
sudo -u hdfs hadoop \
--config /etc/hadoop/ conf. cl oudera. mapreducel \
jar target/search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexer Tool

-D ' mapreduce. map. j ava. opt s=- DnaxConnect i onsPer Host =10000 - DmaxConnecti on
$=10000" \

-D ' mapreduce. reduce. j ava. opt s=- DmaxConnect i onsPer Host =10000 - DmaxConne
ctions=10000" \

--log4j src/test/resources/|og4j.properties \

--nmorphline-file ../search-core/src/test/resources/test-norphlines/tutoria
| ReadAvr oCont ai ner. conf \

--solr-home-dir src/test/resources/solr/mninr \

--output-dir hdfs://c2202. nyconpany. conif user/ $USER/t est \

--shards 1\

hdf s: ///user/ $SUSER/ t est - docunent s/ sanpl e- st at uses-20120906- 141433. avr o

MapReducelndexerTool (MRIT) is capable of batch indexing a dataset and provide the output in the format of Solr
backups, using morphlines. This backup can then be ingested into Solr using a backup opration.

The MapReducelndexerTool (MRIT) backup format feature addresses the dilemma of ingesting indexes produced by
MRIT jobsinto Solr:

* Near-rea-time (NRT) ingestion using the --go-live option is resource-intensive and involves merging indexes.
« Batch indexing requires shutting down the Solr server.
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MRIT backup format takes the best of both worlds: by creating the index in the Solr backup format, it can be ingested
into Solr as arestore operation, using the solrctl command line utility. This method is significantly less resource
intensive on the part of Solr compared to NRT with --go-live. Restoring the backup results in a new collection which
can be queried directly or put behind an alias.

1. To perform abatch indexing job on MRIT with the output in Solr backup format, run the following command:

hadoop jar /opt/clouderal/parcel s/ CDH |ib/solr/contrib/nr/
search-nr-*-job.jar org.apache. sol r. hadoop. MapReducel ndexe
rTool --morphline-file [***MORPHLI NE_FILE***] --output-dir
"[*** ABSOLUTE/ PATH TQ OUTPUT/ DI RECTORY***]" - - use- backup-f or mat
- - backup- nanme [ ***USER_SPECI FI ED_NAVE_FOR_THE BACKUP***] --zk-ho
st [***HOSTNAME***]:2181/solr --collection [***COLLECTI ON_NAME***]
"[*** ABSOLUTE/ PATH TQ | NPUT/ FI LE***] "

Replace [***MORPHLINE_FILE***], [*** ABSOLUTE/PATH/TO/OUTPUT/DIRECTORY***],
[***USER_SPECIFIED_NAME_FOR THE_BACKUP***], [***HOSTNAME***],
[***COLLECTION_NAME***], and [*** ABSOLUTE/PATH/TO/INPUT/FILE***] with values applicablein
your environment.

For example:

To parse the contents of hdfs://ns1:8020/tmp/inputfile using the morphline file morphlines.conf and write the
resultingindex to  hdfs://ns1:8020/tmp/output/results/backupName:

hadoop jar /opt/clouderal/parcel s/COH |ib/solr/contrib/nr/search-nr-*-job
.jar org.apache. sol r. hadoop. MapReducel ndexer Tool --norphline-file norph
lines.conf --output-dir "hdfs://nsl:8020/tnp/output” --use-backup-fornma
t --backup-nane backupNane --zk-host zk-server:2181/solr --collection co
Ilection "hdfs://ns1:8020/tnp/inputfile”

2. To create anew collection with the contents of the backup:

solrctl collection --restore [***USER DEFI NED COLLECTI ON_NAMVE***] -
b [***NAME_OF_THE_| NDEX_| N_BACKUP_FORMAT***] -| [***ABSCLUTE/ PATH TQO
RESTORE/ TARGET/ DI RECTORY***] -i [***REQUEST | D***]

Make sure that you use a unique <REQUESTID> each time you run this command.

Note:

E Statuses of historic job runs are stored in ZooK eeper and can be retrieved using the solrctl collection --req
uest-status [***REQUEST_ID***] command. The number of async call responses stored in a cluster
islimited to 10,000.

Status information can be removed from ZooKeeper using the DELETESTATUS API call.

Replace [***USER_DEFINED_COLLECTION_NAME***],
[***NAME_OF_THE_INDEX_IN_BACKUP_FORMAT***], [*** ABSOLUTE/PATH/TO/RESTORE/TARGET/
DIRECTORY***] with values applicable in your environment.

For example:
To create the collection final collectionName from the backup backupName to the directory hdfs://ns1:8020/tmp/
output/results with the request ID 1234:

solrctl collection --restore finalcollectionNanme -b backupName -1 hdfs://
nsl: 8020/ tnp/output/results -i 1234
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3. To monitor the status of the restore step, run the following command:
solrctl collection --request-status [***REQUEST_| D***]

Replace [***REQUEST_ID***] with the ID of the task you want to monitor.

For example:

solrctl collection --request-status 1234

Collection aliasing
Asynchronous calls

Y ou can batch index HBase tables using the Lily HBase batch indexer MapReduce job

(HBaseMapReducel ndexerTool). This batch indexing does not require HBase replication or the Lily HBase Indexer
Service. Subsequently you do not need to register aLily HBase Indexer configuration with the Lily HBase Indexer
Service.

The indexer supports flexible, custom, application-specific rules to extract, transform, and load HBase data into Solr.
Solr search results can contain columnFamily:qualifier links back to the data stored in HBase. This way, applications
can use the search result set to directly access matching raw HBase cells.

The following procedures demonstrate creating a small HBase table and using the HBaseM apReducel ndexerTool to
index the table into a collection:

Important: Do not usethe Lily HBase Batch Indexer during arolling upgrade. The indexer requires all
& replicas be hosted on the same HBase version. If anindexing job is running during arolling upgrade, different
nodes may be running pre- and post-upgrade versions of HBase.

After configuring and starting your system, create an HBase table and add rows to it. For example:

hbase shel |

hbase(rai n): 002: 0> create 'sanple_table', {NAME => 'data'}
hbase(rai n): 002: 0> put 'sanple_table', 'rowl', 'data', 'value'
hbase(rai n): 001: 0> put 'sanple _table', 'row2', 'data', 'value2

A collection in Search used for HBase indexing must have a Solr schema that accommodates the types of HBase
column families and qualifiers that are being indexed. To begin, consider adding the all-inclusive datafield to a
default schema.

Once you decide on a schema, create a collection using commands similar to the following:

solrctl instancedir --generate $HOVE/ hbase_col |l ection_config
## Edit $HOVE/ hbase col |l ecti on_confi g/ conf/ managed- schema as needed ##
solrctl config --upload hbase collection _config $HOVE/ hbase col |l ecti on_confi

g
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solrctl collection --create hbase coll ection -s <nunShards> -c hbase colle
ction_config

Configure individua Lily HBase Indexers using the hbase-indexer command-line utility. Typically, thereis one Lily
HBase Indexer configuration file for each HBase table, but there can be as many Lily HBase Indexer configuration
files as there are tables, column families, and corresponding collections in Search. Each Lily HBase Indexer
configuration is defined in an XML file, such as morphline-hbase-mapper.xml.

An indexer configuration XML file must refer to the MorphlineResultToSolrMapper implementation and point
to the location of a Morphline configuration file, as shown in the following morphline-hbase-mapper.xml indexer
configuration file.

» Set morphlineFile to the relative path morphlines.conf. Make sure the file is readable by the HBase system user
(hbase by defaullt).

$ cat $HOVE/ nor phl i ne- hbase- mapper . xni

<?xm version="1.0"7?>

<i ndexer table="sanpl e_tabl e"

mapper =" com ngdat a. hbasei ndexer . nor phl i ne. Mor phl i neResul t ToSol r Mapper " >
<I-- The relative path on the local file systemto the
nor phli ne configuration file. -->

<par am nane="nor phl i neFi | " val ue="norphlines.conf"/>

<I-- The optional norphlineld identifies a norphline if there are nulti
pl e

nor phl i nes in norphlines.conf -->

<I'-- <param nane="nor phl i nel d" val ue="norphlinel"/> -->

</'i ndexer >

The Lily HBase Indexer configuration file also supports the standard attributes of any HBase Lily Indexer on the
top-level <indexer> element. It does not support the <field> element and <extract> elements.

After creating an indexer configuration XML file, you can configure morphline ETL transformation commandsin
amorphlines.conf configuration file. The morphlines.conf configuration file can contain any number of morphline
commands. Typically, an extractHBaseCells command is the first command. The readAvroContainer or readAvro
morphline commands are often used to extract Avro data from the HBase byte array. This configuration file can be
shared among different applications that use morphlines.

Note: To function properly, the morphline must not contain aloadSolr command. The Lily HBase Indexer
must load documents into Solr, instead of the morphline itself.

Y ou can edit the morphlines.conf file within Cloudera Manager ( Key-Vaue Store Indexer service Configuration
Category Morphlines MorphlinesFile).
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The extractHBaseCells morphline command extracts cells from an HBase result and transforms the values into a Solr
InputDocument. The command consists of an array of zero or more mapping specifications.

Each mapping has:

* TheinputColumn parameter, which specifies the data from HBase for populating afield in Solr. It has the form
of acolumn family name and qualifier, separated by a colon. The qualifier portion can end in an asterisk, which
isinterpreted as awildcard. In this case, all matching column-family and qualifier expressions are used. The
following are examples of valid inputColumn values:

e mycolumnfamily:myqualifier
* mycolumnfamily:my*
e mycolumnfamily:*
e The outputField parameter specifies the morphline record field to which to add output values. The morphline
record field is also known as the Solr document field. Example: first_name.
» Dynamic output fields are enabled by the outputField parameter ending with awildcard (*). For example:

i nput Col utm @ "nycol umfanily: *"
outputField : "belongs_to_*"

In this case, if you make these putsin HBase:

put 'table name' , 'rowl' , 'mycolumfanily: 1" , 'foo'
put 'table name' , 'rowl' , 'mycolumfanily:9" , 'bar’

Then the fields of the Solr document are as follows:

belongs_to_1 : foo
bel ongs_to_9 : bar

* Thetype parameter defines the data type of the content in HBase. All input datais stored in HBase as byte arrays,
but al content in Solr isindexed as text, so a method for converting byte arrays to the actual datatypeis required.
The type parameter can be the name of atype that is supported by org.apache.hadoop.hbase.util.Bytes.to* (which
currently includes byte[], int, long, string, boolean, float, double, short, and bigdecimal). Use type byte][] to pass
the byte array through to the morphline without conversion.

« typebyte[] copiesthebytearray unmodified into the record output field

< typeint convertswith  org.apache.hadoop.hbase.util.Bytes.tol nt

» typelong convertswith  org.apache.hadoop.hbase.util.Bytes.toLong

* typestring convertswith  org.apache.hadoop.hbase.util.Bytes.toString

« typeboolean convertswith  org.apache.hadoop.hbase.util.Bytes.toBoolean

« typefloat convertswith  org.apache.hadoop.hbase.util.Bytes.toFl oat

« type:double convertswith  org.apache.hadoop.hbase.util.Bytes.toDouble

» type:short convertswith  org.apache.hadoop.hbase.util.Bytes.toShort

« typebigdecimal convertswith  org.apache.hadoop.hbase.util.Bytes.toBigDecimal

Alternatively, the type parameter can be the name of a Java class that implements the com.ngdata.hbaseindexer.
parse.ByteArrayVaueMapper interface.

HBase data formatting does not always match what is specified by org.apache.hadoop.hbase.util.Bytes.*. For
example, this can occur with data of type float or double. Y ou can enable indexing of such HBase data by
converting the data. There are various ways to do so, including:

« Using Java morphline command to parse input data, converting it to the expected output. For example:

{

imports : "inport java.util.*;" code: """ // manipulate the contents of
a record field

String stringAnount = (String) record.getFirstVal ue("amunt");
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Doubl e dbl = Doubl e. par seDoubl e(stri ngAnount); record.repl aceVal ues("
anount ", dbl ) ;
return child.process(record); // pass record to next command in chain

}

» Creating table fields with binary format and then using types such as double or float in a morphline.conf. Y ou
could create atable in HBase for storing doubles using commands similar to:

CREATE TABLE sanple_lily_hbase ( id string, anount double, ts timestanp

)
STORED BY ' org. apache. hadoop. hi ve. hbase. HBaseSt or ageHand! er'

W TH SERDEPROPERTI ES (' hbase. col unms. mappi ng' = ': key, ti:anount#b,ti:
ts,"')
TBLPROPERTI ES (' hbase.tabl e. name' = 'sanple_lily');

* The source parameter determines which portion of an HBase KeyValueis used as indexing input. Valid choices
arevalue or quaifier. When value is specified, the HBase cell value is used asinput for indexing. When qualifier
is specified, then the HBase column qualifier is used as input for indexing. The default is value.

HBaseM apReducelndexerTool is a MapReduce batch job driver that takes input data from an HBase table, creates
Solr index shards, and writes the indexesto HDFS in a flexible, scalable, and fault-tolerant manner. It also supports
merging the output shardsinto a set of live customer-facing Solr serversin SolrCloud.

Important: Merging output shardsinto live customer-facing Solr servers can only be completed if al
& replicas are online.

i Important: You must run the indexer tool with the following command-line argument:
-D ' mapreduce. j ob. user. cl asspat h. first=true'
Running the tool without this argument triggers the following error:

ERROR [ mai n] org. apache. hadoop. mapred. YarnChild: Error running child :
j ava. | ang. NoSuchMet hodEr r or :

com codahal e. metrics. Metri cRegi stry. neter(Ljava/l ang/ String; Lcom cod

ahal e/ metrics/ MetricRegi stry$Metri cSupplier;)Lcom codahal e/ metrics/M

eter;

¢ Run the command as follows:

hadoop --config /etc/hadoop/conf \

jar /opt/clouderalparcel s/COH | i b/ hbase-sol r/t ool s/ hbase-i ndexer-nr-*-job
jar \

--conf /etc/ hbase/conf/hbase-site.xm -D 'mapreduce.job. user.classpath.fi
rst=true' \

- Dmapr educe. map. j ava. opt s="- Xmx512m' - Dmapr educe. r educe. j ava. opt s="- Xnx5

12, \

- - hbase-i ndexer-fil e $HOVE nor phli ne- hbase- mapper.xn \

--zk-host 127.0.0.1/solr --collection hbase-collectionl \
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--go-live --l1og4j src/test/resources/| og4j.properties

Note: For development purposes, use the --dry-run option to run in local mode and print documents to
stdout, instead of loading them to Solr. Using this option causes the morphline to run in the client process
without submitting ajob to MapReduce. Running in the client process provides quicker results during
early trial and debug sessions.

To print diagnostic information, such as the content of records as they pass through morphline commands,
enable TRACE log level diagnostics by adding the following to your log4j.properties file:

| og4j . | ogger. org. ki t esdk. nmor phl i ne=TRACE
| og4j . | ogger. com ngdat a=TRACE

The log4j.properties file can be passed using the --log4j command-line option.

To invoke the command-line help, use:

hadoop jar /opt/cl ouderal parcel s/ CDH j ars/ hbase-i ndexer-nr-*-job.jar --h
elp

HBaseM apReducel ndexerTool command line reference

Command line syntax, examples and list of parameters.

The general command line syntax is.

conmand [genericOptions] [comrandOpti ons]

usage:

hadoop [ GenericOptions]... jar hbase-indexer-nr-*-job.jar
[ --hbase-i ndexer-zk STRING [--hbase-i ndexer-nanme STRI NG
[--hbase-indexer-file FILE]
[ --hbase-i ndexer - conponent -factory STRI NG
[ --hbase-tabl e-nane STRING |[--hbase-start-row Bl NARYSTRI NG
[ - - hbase-end-row Bl NARYSTRI NG [--hbase-start-tinme STRI NG
[--hbase-end-tine STRING |[--hbase-tinmestanp-format STRI NG
[--zk-host STRING [--go-live] [--collection STRI NG
[--go-live-min-replication-factor | NTEGER]
[--go-live-threads | NTEGER] [--help] [--output-dir HDFS URI]
[--overwrite-output-dir] [--norphline-file FILE
[--norphline-id STRING [--solr-hone-dir DR
[--update-conflict-resolver FQCN] [--reducers | NTECER|
[--max-segnents | NTEGER] [--fair-schedul er-pool STRING [--dry-run]
[--10g4] FILE] [--verbose] [--clear-index] [--show non-solr-cloud]

Examples:

(Re)index atable in GoLive mode based on alocal indexer config file:

hadoop --config /etc/hadoop/conf \
j ar hbase-indexer-nr-*-job.jar \
--conf /etc/hbase/conf/hbase-site.xm \
-D ' mapreduce. j ob. user.cl asspath.first=true' \
- Dmapr educe. nap. j ava. opt s="- Xnmx512ni" \
- Dmapr educe. r educe. j ava. opt s="- Xnx512nf \
--hbase-i ndexer-file indexer.xnm \
--zk-host 127.0.0.1/solr \
--collection collectionl \
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--go-live \
--log4j src/test/resources/| og4j.properties

(Re)index atable in GoLive mode using alocal morphline-based indexer config file. Also include extralibrary jar file
containing JSON tweet Java parser:

hadoop --config /etc/hadoop/conf \
j ar hbase-indexer-nr-*-job.jar \
--conf /etc/ hbase/conf/hbase-site.xm \
--libjars /path/to/kite-nmorphlines-twitter-0.10.0.jar \
-D ' mapreduce. j ob. user.classpath.first=true' \
- Dmapr educe. nmap. j ava. opt s="- Xmx512ni" \
- Dmapr educe. r educe. j ava. opt s="- Xnx512nt" \
--hbase-indexer-file src/test/resources/ norphline_indexer_ wi thout zk.xm \
--zk-host 127.0.0.1/solr \
--collection collectionl \
--go-live \
--norphline-file src/test/resources/norphlines.conf \
--output-dir hdfs://c2202. nyconpany. coml user/ $USER/t est \
--overwite-output-dir \
--log4j src/test/resources/| og4j.properties

(Re)index atablein GoLive mode:

hadoop --config /etc/hadoop/conf \
j ar hbase-indexer-nr-*-job.jar \
--conf /etc/hbase/conf/hbase-site.xm \
-D ' nmapreduce. j ob. user.cl asspath. first=true' \
- Dmapr educe. nap. j ava. opt s="- Xnmx512nt" \
- Dmapr educe. r educe. j ava. opt s="- Xnx512nt \
--hbase-i ndexer-file indexer.xm \
--zk-host 127.0.0.1/solr \
--collection collectionl \
--go-live \
--l1og4j src/test/resources/| og4j.properties

(Re)index atable with direct writesto SolrCloud:

hadoop --config /etc/hadoop/conf \
j ar hbase-indexer-nr-*-job.jar \
--conf /etc/hbase/conf/hbase-site.xm \
-D ' mapreduce. j ob. user.classpath.first=true' \
- Dmapr educe. nap. j ava. opt s="- Xnmx512ni" \
- Dmapr educe. r educe. j ava. opt s="- Xnx512nf \
--hbase-i ndexer-file indexer.xnm \
--zk-host 127.0.0.1/solr \
--collection collectionl \
--reducers 0\
--log4j src/test/resources/| og4j.properties

(Re)index atable based on aindexer config stored in ZK:

hadoop --config /etc/hadoop/conf \
j ar hbase-indexer-nr-*-job.jar \
--conf /etc/hbase/conf/hbase-site.xm \
-D ' mapreduce. j ob. user.cl asspath.first=true' \
- Dmapr educe. nap. j ava. opt s="- Xnmx512ni" \
- Dmapr educe. r educe. j ava. opt s="- Xnx512nf" \
- - hbase-i ndexer-zk zk01 \
- - hbase-i ndexer - nanme doci ndexer \
--go-live \
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--log4j src/test/resources/| og4j.properties
MapReduce on Yarn - Pass custom JVM arguments:

HADOOP_CLI ENT_OPTS=' - DmaxConnect i onsPer Host =10000 - DmaxConnecti ons=10000"; \
hadoop --config /etc/hadoop/conf \

j ar hbase-indexer-nr-*-job.jar \

--conf /etc/hbase/conf/hbase-site.xm \

-D ' mapr educe. nap. j ava. opt s=- DnaxConnect i onsPer Host =10000 - DmaxConnecti on
s=10000" \

-D ' mapreduce. reduce. j ava. opt s=- DraxConnect i onsPer Host =10000 - DmaxConne
ctions=10000" \

- - hbase-i ndexer-zk zkO1 \

- - hbase-i ndexer - nane doci ndexer \

--go-live \

--log4j src/test/resources/| og4j.properties

HBase Indexer Parameters

Parameters for specifying the HBase indexer definition and/or where it should be loaded from.

Table 2: HBase Indexer parameters

Parameter Type Description Example

--hbase-indexer-zk STRING The address of the ZooK eeper '127.0.0.1:2181,127.0.0.1:2182,1
ensemble from which to fetch the | 27.0.0.1:2183'

indexer definition named --hbase-
indexer-name. Format is: alist of
comma separated host:port pairs,
each corresponding to a zk server.

--hbase-indexer-name STRING The name of the indexer mylndexer
configuration to fetch from the
ZooK eeper ensembl e specified
with --hbase-indexer-zk.

--hbase-indexer-file FILE Relative or absolute path to /path/to/morphline-hbase-mapper.
alocal HBase indexer XML xml

configuration file. If supplied, this
overrides --hbase-indexer-zk and
--hbase-indexer-name.

--hbase-indexer-component-fa STRING Classname of the hbase indexer
ctory component factory.

HBase Scan Parameters

Parameters for specifying what datais included while reading from HBase.

Table 3: HBase scan parameters

Description

--hbase-table-name STRING Optional name of the HBase myTable
table containing the records to be
indexed. If supplied, this overrides
the value from the --hbase-inde
xer-* options.
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Parameter Type Description Example

--hbase-start-row BINARYSTRING Binary string representation of AAAA
start row from which to start
indexing (inclusive). The format
of the supplied row key should
use two-digit hex values prefixed
by \x for non-ascii characters (e.g.
‘row\x00"). The semantics of this
argument are the same as those
for the HBase ScantsetStartRow
method. The default isto include
the first row of the table.

--hbase-end-row BINARY STRING Binary string representation of CCcC
end row prefix at which to stop
indexing (exclusive). Seethe
description of --hbase-start-row
for more information. The default
isto include the last row of the
table.

--hbase-start-time STRING Earliest timestamp (inclusive) in | 0
time range of HBase cellsto be
included for indexing. The default
istoincludeall cells.

--hbase-end-time STRING Latest timestamp (exclusive) of 123456789
HBase cells to be included for
indexing. The default isto include
al cells.

--hbase-timestamp-format STRING Timestamp format to be used to yyyy-MM-dd'T'HH:mm:ss.SSSZ
interpret --hbase- start-time and
--hbase-end-time. Thisisajava
.text.SimpleDateFormat compliant
format. If this parameter is
omitted then the timestamps
areinterpreted as number of
milliseconds since the standard
epoch (Unix time).

Solr Cluster Arguments

Arguments that provide information about your Solr cluster.
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Table 4: Solr cluster arguments

--zk-host

STRING

The address of a ZooK eeper
ensemble being used by

a SolrCloud cluster. This

ZooK eeper ensemble will be
examined to determine the
number of output shards to create
aswell asthe Solr URLsto merge
the output shards into when using
the --go-live option. Requires that
you also pass the --collection to
merge the shards into.

Theformat isalist of comma
separated host:port pairs, each
corresponding to a zk server.

The --zk-host option implements
the same partitioning semantics
as the standard SolrCloud Near-
Real-Time (NRT) API. This
enables to mix batch updates
from MapReduce ingestion with
updates from standard Solr NRT
ingestion on the same SolrCloud
cluster, using identical unique
document keys.

If --solr-home-dir is not specified,
the Solr home directory for the
collection will be downloaded
from this ZooK eeper ensemble.

'127.0.0.1:2181,127.0.0.1:2182,1
27.0.0.1:2183

If the optional chroot suffix is
used the example would look like:

'127.0.0.1:2181/s0r127.0.0.1:21
82/s01r127.0.0.1:2183/solr'

where the client would be rooted
at '/solr' and all paths would be
relative to thisroot - i.e.: getting/
setting/etc... /foo/bar' would
result in operations being run on
'Isolr/foo/bar’ (from the server

perspective).

--solr-client-socket-timeout

INTEGER

Solr socket timeout in
milliseconds

This optional argument overwrites
the default 10 minute socket
timeout in HBase indexer for the
direct writing mode (when the
value of the --reducers optional
argument is set to 0 and mappers
directly send the data to the live
Salr).

Default value: 600000

Go Live Arguments

Arguments for merging the shards that are built into alive Solr cluster. Also see the Cluster arguments.

Table 5: Go live arguments

Argument Type Description Example

--go-live

Allows you to optionally merge
the final index shardsinto alive
Solr cluster after they are built.
Y ou can pass the ZooK eeper
address with --zk-host and the
relevant cluster information will
be auto detected.

(defaullt: false)

--collection

STRING

The SolrCloud collection to merge
shards into when using --go-live
and --zk-host.

collectionl
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Argument Type Description Example

--go-live-min-replication-factor INTEGER The minimum number of
SolrCloud replicas to successfully
merge any fina index shard

into. The go-live job phase
attempts to merge final index
shardsinto all SolrCloud replicas.
Some of these merge operations
may fail, for exampleif some
SolrCloud servers are down. This
option enables indexing jobs to
succeed even if some such merge
operations fail on SolrCloud
followers. Successful merge
operationsinto al leaders are
always required for job success,
regardless of the value of --go
-live-min- replication-factor.

-1 indicates require successful
merge operationsinto al replicas.
1 indicates require successful
merge operations only into leader
replicas.

(default: -1)

--go-live-threads INTEGER Tuning knob that indicates the
maximum number of live merges
torunin paralel at onetime.

(default: 2000)

Table 6: Optional arguments

Argument Type Description Example

—help Show the help message and exit

-help

-h

--output-dir HDFS_URI HDFS directory to write Solr hdfs://c2202.mycompany. com/
indexes to. Inside there one user/$USER/test
output directory per shard will be
generated.

--overwrite-output-dir Overwrite the directory specified

by --output-dir if it already exists.
Using this parameter will result
in the output directory being
recursively deleted at job startup.

(default: false)

--morphline-file FILE Relative or absolute path to alocal | /path/to/morphlines.conf
config file that contains one or
more morphlines. The file must
be UTF-8 encoded. The file will
be uploaded to each MR task.

If supplied, this overrides the
value from the --hbase-indexer-*
options.
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Argument Type Description Example

--morphline-id

STRING

The identifier of the morphline
that shall be executed within

the morphline config file, e.g.
specified by --morphline-file.

If the --morphline- id option is
ommitted the first (i.e. top-most)
morphline within the config file
isused. If supplied, this overrides
the value from the --hbase-inde
xer-* options.

morphlinel

--solr-home-dir

DIR

Optional relative or absolute path
toalocal dir containing Solr
conf/ dir and in particular conf
/solrconfig.xml and optionally
aso lib/ dir. Thisdirectory will be
uploaded to each MR task.

src/test/resources/sol r/minimr

--update-conflict-resolver

FQCN

Fully qualified class name of a
Java class that implements the
UpdateConflictResolver interface.

This enables deduplication and
ordering of a series of document
updates for the same unique
document key. For example, a
MapReduce batch job might index
multiple filesin the same job
where some of the files contain
old and new versions of the very
same document, using the same
unique document key.

Typically, implementations of
thisinterface forbid collisions by
throwing an exception, or ignore
all but the most recent document
version, or, in the general case,
order colliding updates ascending
from least recent to most recent
(partial) update. The caller of
thisinterface (i. e. the Hadoop
Reducer) will then apply the
updates to Solr in the order
returned by the orderUpdates()
method.

The default RetainMostRe
centUpdateConflictResolver
implementation ignores all but the
most recent document version,
based on a configurable numeric
Solr field, which defaults to the
file_last_modified timestamp.

(default: org.apache. solr.hadoop.
dedup. RetainMostRecentU
pdateConflictResolver)
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Argument Type Description Example

--reducers

INTEGER

Tuning knob that indicates the
number of reducers to index into.

e Oindicatesthat no reducers
should be used, and
documents should be sent
directly from the mapper
tasksto live Solr servers.

e -lindicatesuseall reduce
slots available on the cluster.

e -2indicates use one reducer
per output shard, which
disables the mtree merge MR
algorithm.

The mtree merge MR agorithm
improves scalability by spreading
load (in particular CPU load)
among a number of parallel
reducers that can be much larger
than the number of solr shards
expected by the user. It can be
seen as an extension of concurrent
lucene merges and tiered lucene
merges to the clustered case. The
subsequent mapper-only phase
merges the output of said large
number of reducers to the number
of shards expected by the user,
again by utilizing more available
parallelism on the cluster.

(default: -1)

--max-segments

INTEGER

Tuning knob that indicates the
maximum number of segments
to be contained on output in the
index of each reducer shard.

After areducer has built its output
index it applies a merge policy to
merge segments until there are <=
maxSegments lucene segments
left in thisindex. Merging
segments involves reading and
rewriting all dataiin all these
segment files, potentially multiple
times, which isvery 1/0 intensive
and time consuming. However,

an index with fewer segments

can later be merged faster, and it
can later be queried faster once
deployed to alive Solr serving
shard.

Set maxSegments to 1 to optimize
the index for low query latency.

In anutshell, asmall maxSegme
nts value trades indexing latency
for subsequently improved query
latency. This can be areasonable
trade-off for batch indexing
systems.

(default: 1)
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Argument Type Description Example

--dry-run

Runinloca mode and print
documents to stdout instead

of loading them into Solr.

This executes the morphline

in the client process (without
submitting ajob to MR) for
quicker turnaround during early
trial and debug sessions.

(default: false)

--logdj FILE

Relative or absolute path to a
log4j.properties config file on the
local file system. Thisfile will be
uploaded to each MR task.

/path/to/logdj.properties

--verbose

-V

Turn on verbose output.
(default: false)

--clear-index

Will attempt to delete al entriesin
asolr index before starting batch
build. Thisis not transactional so
if the build fails the index will be
empty.

(defaullt: false)

--show-non-solr-cloud

Also show options for Non-
SolrCloud mode as part of --help.

(defaullt: false)

Supported Generic Options
The following generic options are supported:

Table 7: Supported generic options

Option Description

--conf <configuration file>

Specify an application configuration file.

-D <property=value>

Define avalue for agiven property.

-fs <file:///|hdfs://namenode:port>

Specify default filesystem URL to use, overrides the fs.defaultFS
property from configurations.

--jt <local |resourcemanager:port>

Specify a ResourceManager.

--files<filel,...>

Specify a comma-separated list of files to be copied to the map reduce
cluster.

--libjars <jarl,...>

Specify acomma-separated list of jar filesto be included in the
classpath.

--archives <archivel,...>

Specify a comma-separated list of archives to be unarchived on the
compute machines.

Related Information
Java SimpeDateFormat

Using --go-live with SSL or Kerberos

Establish trust between the indexer client and Solr server(s).
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The go-live phase of the indexer jobs sends a MERGEINDEXES request from the indexer client (the node from
which the MR job was submitted) to the live Solr servers. If the Solr server has SSL enabled, you need to ensure that
the indexer client trusts the certificate presented by the Solr server(s), otherwise you get an SSL PeerUnverifiedExc
eption.

1. Specify thelocation of the trust store by setting the following HADOOP_OPTS variable before launching the
indexer job:

HADOOP_OPTS="-Dj avax. net. ssl . trust St or e=/ et ¢/ cdep- ssl - conf/ CA_STANDARD/ t
ruststore.jks "

2. If the Solr servers have K erberos authentication enabled, you need to ensure that the indexer client can
authenticate via Kerberos to the Solr servers. For this, you need to create a Java Authentication and Authorization
Service configuration (JAAS) file locally on the node where the indexing job is launched:

» If you are authenticating using kinit to obtain credentials, you can configure the client to use your credential
cache by creating a jaas.conf file with the following contents:

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e requi red
useKeyTab=f al se
useTi cket Cache=true
princi pal =" <USER>@EXAMPLE. COM';

Replace <USER> with your username, and EXAMPLE.COM with your Kerberos realm.
< |f you want the client application to authenticate using a keytab, modify jaas-client.conf as follows:

Client {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/ PATH TQ USER. KEYTAB"
st or eKey=true
useTi cket Cache=f al se
princi pal =" <USER>@EXAMPLE. COM';
It

Replace /PATH/TO/USER KEYTAB with the keytab file you want to use and <USER> @EXAMPLE.COM
with the principal in the keytab. If you are using a service principal that includes the hostname, make sure that
itisincluded in the jaas.conf file (for example, solr/solr01.example.com@EXAMPLE.COM).

3. If you are using aticket cache, you need to do akinit to acquire aticket for the configured principal before
launching the indexer.

4. Specify the authentication configuration in the HADOOP_OPTS environment variable:

HADOOP_COPTS="- Dj ava. security. aut h. |l ogi n. confi g=j aas. conf -Dj avax. net. ssl

.trust Store=/etc/cdep-ssl-conf/CA STANDARD/ trust store.jks" \

hadoop --config /etc/hadoop/conf \

jar [opt/clouderal/parcel s/CDH | i b/ hbase-sol r/tool s/ hbase-i ndexer-nr-*-jo

b.jar \

--conf /etc/ hbase/conf/hbase-site.xm -Dmapreduce. map.java. opt s="- Xnx512ni
- Dmapr educe. r educe. j ava. opt s="- Xnmx512nf \

--hbase-i ndexer-file /hone/systest/hbasetest/ norphline-hbase-nmapper. xn \

--zk-host 127.0.0.1/solr \

--coll ection hbase-col | ectionl \
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--go-live --l1og4j src/test/resources/| og4j.properties

B Note:
Communication to Solr serversis only occurring in the go-live phase, not from the MapReduce jobs.
Therefore it is enough to place the jaas.conf and the SSL trust store on the node from which the indexer
client is started as it will be the one that communicates to Solr.

When run with areduce phase, as opposed to as a mapper-only job, the indexer creates an offlineindex on HDFSin
the output directory specified by the --output-dir parameter. If the --go-live parameter is specified, Solr mergesthe
resulting offline index into the live running service. Thus, the Solr service must have read access to the contents of
the output directory in order to complete the --go-live step. If --overwrite-output-dir is specified, the indexer deletes
and recreates any existing output directory; in an environment with restrictive permissions, such as one with an HDFS
umask of 077, the Solr user may not be able to read the contents of the newly created directory. To address thisissue,
the indexer automatically applies the HDFS ACL s to enable Solr to read the output directory contents. These ACLs
areonly applied if HDFS ACL s are enabled on the HDFS NameNode.

The indexer only makes ACL updates to the output directory and its contents. If the output directory's parent
directories do not include the execute permission, the Solr service cannot access the output directory. Solr must have
execute permissions from standard permissions or ACL s on the parent directories of the output directory.
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