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Cloudera Runtime Audit Overview

Audit Overview

Apache Ranger provides a centralized framework for collecting access audit history and reporting data, including
filtering on various parameters. Ranger enhances audit information obtained from Hadoop components and provides
insights through this centralized reporting capability.

Managing Auditing with Ranger

Y ou can manage auditing using the Audit page in the Ranger Admin Web UI.

To explore options for auditing policies, click Audit in the top menu of the Ranger Admin Web UI.

&) Ranger UAccessManager  [3 Audit  (t)SecurityZone  #* Settings & admin ~
Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
(1]
Q@ START DATE: 11/16/2022
Exclude Service Users: (] Last Updated Time: [§RIACTZZAZETETALYE | Entries: (RSP REEE) [+ Columns ~
Policy ID  Policy Version Event Time ™ Application User Service (Name / Type) Resource (Name / Type) A Access Type Permission Result Access Enforce
cm_kafka __smm-app
25 1 11/16/2022 04:09:52 PM  kafka streamsms const consume Allowed anger-acl
reamsmsgmr sonsumerarotp onsume [ consume CEE  rangerac
cm_kafka KafkaCruiseControl...
26 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr 7 oo describe_configs [y ) rangerac
cm_kafka Smm-app-smm-co...
26 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr kaf;a ;p'c PP describe_configs (LT m ranger-acl
i
cm_kafka Smm-app-smm-pro...
26 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr kaf;a ;p'c PP P describe_configs m ranger-acl
i
cm_kafka smm-app-smm-pro...
26 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr o PP P L e Rl describe_configs il Aliowed USR]
afka opic
cm_kafka __sSmm-app-smm-co... ; )
26 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr Kafka topic describe_configs (il R LUCIERE  ranger-acl
cm_kafka connect-offsets . .
36 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr - opic describe_configs [y ) rangerac
cm_kafka CruiseControlMetrics
2 1 11/16/2022 04:09:51 PM  kafka streamsmsgmgr - topic describe_configs [ lnanionry O rangeracl
cm_kafka __smm_producer_me... ) )
26 1 11/16/2022 04:09:51 PM  kafka stroamsmsgmor o ropic describe_configs ([lmienry CIED ranger-acl
i

Seven tabs sub-divide the Audit page:

e Access

e Admin

e Login sessions
e Plugins

e Plugin Status

e Usear Sync

e Maetrics

Viewing audit details

How to view policy and audit log details in Ranger audits.
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Procedure

To view policy details for a specific audit log, click Access Policy ID .

Audit > Access: hbasemaster

Ranger U Access Manager
Access Admin Login Sessions Plugins Plugin Status User Sync
Q. ) APPLICATION: hbasemaster
Exclude Service Users: (]
Policy ID  Policy Version  Event Time ™ Application User  Service (N;
hl
5 1 11/16/2022 04:47:20 PM em-nbase
hbase
cm_hbase
5 2022 04:47:20 PM  hbaseMaster ~hbase
hbase
cm_hbase
1 11/16/2022 04:46:20 PM  hbaseMaster hbase
hbase
cm_hbase
5 1 11/16/2022 04:46:20 PM  hbaseMaster hbase
hbase
cm_hbase
5 1 11/16/2022 04:45:15 PM  hbaseMaster ~hbase
hbase
cm_hbase
5 1 11/16/2022 04:45:15 PM  hbaseMaster ~hbase
hbase
cm_hbase
5 1 11/16/2022 04:44:15 PM  hbaseMaster ~hbase
hbase
cm_hbase
5 1 11/16/2022 04:44:15 PM  hbaseMaster ~hbase
hbase
cm_hbase
5 1 11/16/2022 04:43:15 PM  hbaseMaster ~hbase
hbase

Metrics

Resource (Nam
OMID_COMMIT}
table
OMID_TIMESTA|
table
OMID_COMMIT}
table
OMID_TIMESTA|
table
OMID_COMMIT}
table
OMID_TIMESTA|
table
OMID_COMMIT]
table
OMID_TIMESTA|
table

OMID_COMMIT}

table

Policy Details x
Service Name : cm_hbase
Service Type : hbase
Policy Details :
Policy Type =
Policy ID [
Version ]
Columns v
Policy Nama all - tabie, column-family, column
Policy Labels Name
Hease Tavie a [inciuce |
HBase Column-family -] pi6.rooth...
HBase Cokmn a
Description Policy for all - table, column.-family, column
Audit Logging [ ves ] P16.rooth...
Allow Condition :
SelectRole  SelectGroup  Select User Permissions Delegate Admin
pR16.rooth...
Exclude from Allow Conditions : P16.rooth...
Select Role Select Group Select User Pormissions Delegate Admin
Nop n from Allow Cond prosent
p16.root.h...
Deny All Other Accesses : (ZTET3
Deny Condition :
p16.root.h...
Seloct Rolo Seloct Group Seloct User Pormissions Delegate Admin
ms of *Deny Cond prasen
Exclude from Deny Conditions : b16.rooth...
Select Role Select Group Select User Pormissions Delegate Admin
o poli 1 Der jons* are prese
R16.root.h...

Audit > Access: HadoopSQL

Note: The Hive plugin audit handler now logs UPDATE operations as INSERT, UPDATE, DELETE, and

TRUNCATE specifically.
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% Ranger ©Ac Audi (Dsecurity Zone & Settings
Access  Admin  LoginSessions  Plugins  PluginStatus  UserSync  Metrcs
Q@ servce uane: Hadoop SQL
Exclude Service Users:
PolcyID  Policy Version  Event Time Application  User  Service (Name / Type)  Resource (Name / Type)
Hadoop QL. testdb_dixawnftest tabe..
- - oai022022 124802 M hiveSerrz i 0P o0
sadonp: @table
acoon SOL tost db clxaund/test tabl.
B 1 08022022 124702PM  hiveSorerz  taa |0 O
1o0p @table
testdb_dixavniftest table..
Hadoop SQL
- = 08/02/2022 12:47:01 PM. hiveServer2 hrt_1 Hadmp saL
tadoop ‘@table
—— testdb_dixawnftest table..
B 1 081022022 124530PM  hveSonrz gz | 0P O
o0 @table
tost db clxaund/test tadl.
Hadoop SQL o .
- - 08/02/2022 12:46:12 PM. hiveServer2 hrt_1 P
Hadoop SQL
Gcoumn
Jacoop QL testdb_dixawniftest table..
B 1 08022022 124546 PM  hiveSewver2  hriqa
Hadoop SQL
Gcoumn
iacoop SOL tost_db,dixawnftast tabie.
B 1 0022022 124546 P hweSonarz taa 0P OO
P @table
test_db_cxavn/test_tabl..
Hadoop SQL
- - 08/02/2022 12:45:16 PM. hiveServer2 hrt_1 °
Hadoop SQL
atabie
iscoop SOL test_db_dixawnftst table
s 1 08022022 124446 P veSorerz a0 OO
fadoop @table
test db_clxauntest tabl.
Hadoop SQL
9 1 08/02/2022 12:44:46 PM. hiveServer2 hrt_ga Hac i saL
P ‘@table
Hadoop QL. test_db_dixawnftostable
- - oai022022 124416 M hiveSenrz it Lot0%P o3
g @table
acoon SOL tost db clxaundtest tabl.
B 1 08022022 124335 PM  hiveServer2 | hrtqa
Hadoop SQL e

.

INSERT

INSERT

TRUNCATE

TRUNCATE

UPDATE

UPDATE

SELECT

DELETE

DELETE

SELECT

INSERT

INSERT

Permission

Result Acosss Eforoer
[ Dorics SR
[iowes R
[ocnieq RS
[owes RS
[oonica JEES
[uowes RS
[ioves RS
[ooica SRS
[hiowes IR
[iowes RIS
EZ)  rengeract
[iowes R

Lot Upcate i (CEERITEYT) | Envies: (EEIERD)  ©
Agent Host Name Clent P CusterName  ZoneName | Event Gount
quesariowyo-| cuasarliowydr.. 172273368 Cluster 1 0
quasariowys 2 cuasarliowr... 172278363 Gluster 1 !
quesariowyd- cuasarliowydr.. | 172273368 Cluster 1 i
quasariowys-2 cuasarliower... 172075363 Glustar 1 !
quesarowyd- cuesarliowydr.. 172278368 Gluster 1 i
quasariowys-2 cuasarliowycr... 172273363 Gluster 1 |
quasariowys-2 cuasarliower... 17227363 Glustar 1 !
quesarowy- cuesarliowydr.. 172278368 Gluster 1 i
quasariowys-2 cuasarliowydr... 172273369 Gluster 1 !
quesariowys 2 cuasarliowsdr... 172278968 Gluster 1 i
quasariowyo-| cuasarliowydr.. 172273368 Cluster 1 '
quasariowys 2 cuasarliowr... 172278363 Gluster 1 !

Columns »

Tags

Audit > Admin: Create

U Access Manager

D Audit Security Zone % Settings

%) Ranger

Access Admin Login Sessions

Q Search for your access logs.

Operation
Service updated cm_kms
User updated om
User created scm
User updated rangertagsync
User profile updated rangertagsync

User created recon

Plugins Plugin Status User Sync Metrics
Audit Type User

Ranger Service

Ranger User rangerusersync
Ranger User rangerusersync
Ranger User rangerusersync
User Profile rangerusersync
Ranger User rangerusersync

Date ( Pacific Standard Time )

11/14/2022 09;

11/14/2022 09:

11/14/2022 09;

11/14/2022 09:

11/14/2022 09;

11/14/2022 09:

Actions Session ID

User created dn

User created rangeradmin

User created s3g

Policy created all - schema-group, schema-nf

Policy created all - registry-service

Policy created all - schema-group, schema-n{

Policy created all - schema-group, schema-n{

Policy created all - serde

Policy created all - export-import

Service created cm_schema-registry

Policy created grant-1668446165876

Policy created grant-1668446165565

Operation : create

Name: recon
Date: 11/14/2022 09:22:57 AM Pacific Standard Time
Created By: rangerusersync

User Details:

Fields New Value
Login ID recon

User Role User

Other Attributes.

Sync Source Unix

{"sync_source":"Unix","full_name":"recon”,

original_name":"recon’”

52

52

52

52

52

52

52

39

Policy created all - database

Policy created all - database, table, column

Ranger Policy admin

Ranger Policy admin

11/14/2022 09:11:43 AM

11/14/2022 09:11:43 AM

nooaonBaonaanaa
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%) Ra nger  UAccessManager [3 Audit Security Zone & Settings 9 admin ~
Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
Q © sTART DATE: 11/16/2022
Last Updated Time: (R E e roade) | Entries: (EETALD) <
Number Of New Number Of Modified
User Name Sync Source Users Groups Users Groups Event Time ~ Sync Details
rangerusersync [ unix | 0 0 o o 11/16/2022 05:31:49 PM
rangerusersync [ unix | 0 0 ) 0 11/16/2022 05:30:49 PM
rangerusersync [ unix | /
Sync Details *
rangerusersync [ unix |
rangerusersync { unix | e— P
rangerusersync [ unix | Unix nss
rangerusersync [nix File Name fetc/passwd
Sync time 11/17/2022 01:30:49 AM
rangerusersync [ unix |
Last modified time 01/01/1970 12:00:00 AM
rangerusersync { unix |
Minimum user id 500
rangerusersync [ unix |
Minimum group id 0
rangerusersync m Total number of users synced 65
rangerusersync [ unix | Total number of groups synced 9
rangerusersync [nix Total number of users marked for delete 0
Total number of groups marked for delete 0
rangerusersync [ unix | roue
rangerusersync [ unix |
rangerusersync [ nix | 0 0 0 0 11/16/2022 05:15:49 PM

How to view audit metrics information using the Ranger Admin Web UI.

Metrics provides a high-level view of audit logs as they generate and update in Ranger. Ranger captures audit metrics
throughput from the following Ranger services:

e Atlas

* HBase

e Hdfs

e Hive

* Impaa

» Kafka

¢ Knox

e Kudu

« NiF

e Schemaregistry
e Solr

» Streams Messaging Manager
e Yan
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1. Toview audit metrics, in the Ranger Admin Web Ul, click Audit Metrics.

&) Ranger U Access Manager

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics

Q Search for your user sync audit

Last Updated Time: ([T nreded | Enties: (RIEAD <

Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph
om_hdfs hdfs hdfs Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
om_hdfs hdfs hdfs Cluster 1 172.27.206.70 Metrics Metrics Graph
om_hdfs hdfs hdfs Cluster 1 172.27.15.128 Metrics Metrics Graph
cm_hbase hbase hbaseMaster Cluster 1 172.27.13.135 [ Enabied | Metrics Metrics Graph
om_hbase hbase hbaseRegional Cluster 1 172.27.206.70 [ Enabled | Metrics Metrics Graph
om_hbase hbase hbaseRegional Cluster 1 172.27.15.128 Enabled Metrics Metrics Graph
om_hbase hbase hbaseRegional Cluster 1 172.27.13.135 Enabled Metrics Metrics Graph
om_yam yam yam Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
om_hive hive hiveServer2 Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
om_kafka Kafka kafka Cluster 1 172.27.13.135 Enabled Metrics Metrics Graph
om_kafka Kafka kafka Cluster 1 172.27.15.128 Enabled Metrics Metrics Graph

icensed under the Apache License, Version 2.0
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2. Toview metrics details for a specific service, click Metrics.

‘ﬁ' ) Ranger  UAccessManager [) Au

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics

Q Search for your user sync audits..

Last Updated Time: ([T nreded | Enties: (RIEAD <

Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph
om_hdfs hdfs hdfs Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
4
om_hdfs Metrics Metrics Graph
Metrics Text *
om_hdfs Metrics Metrics Graph
cm_hbase Name Value Metrics Metrics Graph
metrics {"PER MINUTE":"3"}
com_hbase Metrics Metrics Graph
om_hbase Metrics Metrics Graph
om_hbase Metrics Metrics Graph

cm_yam yam yam Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
om_hive hive hiveServer2 Cluster 1 172.27.13.135 [ Enabled | Metrics Metrics Graph
om_kafka Kafka kafka Cluster 1 172.27.13.135 Metrics Metrics Graph

cm_kafka kafka kafka Cluster 1 172.27.15.128 Enabled Metrics Metrics Graph

icensed under the Apache License, Version 2.0
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3. Toview hourly or daily metrics as a graphic for a specific service, click Metrics Graph.

"1’5 ) Ranger  UAccessManager [3 Audit (1) Security Zone % Settings o admin ~

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics

Q Search for your user sync audits...

Last Updated Time: ([T nreded | Enties: (RIEAD <

Service Name Service Type Application Type Cluster Name Client IP Service Status Metrics Details Metrics Graph

om_hdfs hdfs hdfs Cluster 1 172.27.13.135 [ Enabled | Metrics I Metrics Graph I

cm_hdfs hdfs hdfs . . )(K Metrics Graph
Metric Details
cm_hdfs hdfs hdfs Metrics Graph
Day | Hours

cm_hbase hbase hbas — Metrics Graph

cm_hbase hbase hbast 000 I Audit Metrics By Day Metrics Graph

cm_hbase hbase hbas 3500 Metrics Graph
3000

cm_hbase hbase hbas Metrics Graph
2500

cm_yarn yam yam Metrics Graph
2000

cm_hive hive mved oo Metrics Graph

cm_kafka kafka katkel 1000 Metrics Graph
500

cm_kafka Kafka Kkafkal _ Metrics Graph
[}

2022-11-14 2022-11-15 2022-11-16 2022-11-17
Licensed under the Apache License, Version 2.0 m

Creating aread-only Admin user (Auditor)

Creating aread-only Admin user (Auditor) enables compliance activities because this user can monitor policies and
audit events, but cannot make changes.

About this task

When a user with the Auditor rolelogsin, they see aread-only view of Ranger policies and audit events. An Auditor
can search and filter on access audit events, and access and view al tabs under Audit to understand access events.
They cannot edit users or groups, export/import policies, or make changes of any kind.

Procedure

1. Select Settings > Users/Groups/Roles.
2. Click Add New User.

10
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Complete the User Detail section, selecting Auditor asthe role:

b

U Access Manager

&) Ranger

Users/Groups/Roles

User Detail

User Name *

New Password *

Password Confirm *

First Name *

Last Name

Email Address

Select Role *

Group

Sync Details :

[ Audit

Security Zone £+ Settings

auditor1

Audrey

Auditor

Please select +

Last Response Time : 11/16/2022 05:36:31 PM

‘." admin ~

Name

No Sync Details Found!!

Save Cancel

Value

Click Save.

Updating Ranger audit configration parameters
How to change the default time settings that control how long Ranger keeps audit data collected by solr.

About this task

Y ou can configure parameters that control how much data collected by solr that Ranger will store for auditing
purposes.

Table 1: Ranger Audit Configuration Parameters

Parameter Name Description Default Units
Setting

ranger.audit.solr.config.ttl

Time To Live for Solr Collection of Ranger Audits | 90

ranger.audit.solr.config.delae.triggtAuto Delete Period in seconds for Solr Collectionof | 1

Ranger Audits for expired documents

days (configurable)

Note: "Time To Livefor Solr Collection of Ranger Audits’ is also known as the Max Retention Days

atribute.

Procedure

Eal SN

From Cloudera Manager choose Ranger Configuration .
In Search, type ranger.audit.solr.config, then press Return.

In ranger.audit.solr.config.ttl, set the the number of days to keep audit data.

In ranger.audit.solr.config.del ete.trigger set the number and units (days, minutes, hours, or seconds) to keep data
for expired documents

11
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5. Refresh the configuration, using one of the following two options:
a) Click Refresh Configuration, as prompted or, if Refresh Configuration does not appear,
b) InActions, click Update Solr config-set for Ranger, then confirm.

How to configure when HDFS audit files close for each service.

By default, the Ranger Audit framework closes audit files created in HDFS or other cloud storage inline with audit
event triggers. In other words, when an audit event occurs, Ranger checks the configured rollout time and then closes
thefileif the threshold has reached. Default audit rollout timeis 24 hours. If no audit event occursin a 24 hour
period, files remain open beyond the 24 hour period. In some environments, audit log analysis that encounter an audit
file open beyond the current date can cause system exceptions. If you want the files to be closed every day, so that
the audit log file will have only that day's log and the next day’slog will be in the next day's file, you can configure
the audit framework to close files every day. To do this, you must add several configuration parameters to the ranger-
<service_name>-audit.xml (safety valve) file for each service, using Cloudera Manager.

1. From Cloudera Manager choose <service name> Configuration .
2. In <service_name> Configuration Search , type ranger-<service_name>, then press Return.
3. In<service name> Server Advanced Configuration Snippet (Safety Valve) for ranger-<service_name>-audit.xml,
do the following steps:
a) Click + (Add).
b) In Name, type xasecure.audit.destination.hdfs.file.rollover.enable.periodic.rollover
¢) InValue, typetrue.
When thisis enabled Ranger Audit Framework will spawn a Scheduler thread which monitors the occurrence
of closing threshold and closes the file. By default every night the file gets closed.
d) Click + (Add another).
€) In Name, type xasecure.audit.destination.hdfs.file.rollover.sec
f) InValue, type aninteger value in seconds.

Thisisthe timein seconds when the file has to be closed. The default value is 86400 sec (1 day) which triggers
the file to be closed at midnight and opens a new audit log for the next day. Y ou can override the default value

12
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can be overridden by setting this parameter. For example, if you set the value 3600 (1 hr), the file gets closed
every hour.

g) Click + (Add another).

h) In Name, type xasecure.audit.destination.hdfs.file.rollover.periodic.rollover.check.sec

i) InVaue, type an integer value in seconds.

Thisisthe time frequency of the check to be done whether the threshold time for rollover has occurred. By
default the check is done every 60 secs. Y ou can configure this parameter to delay the check time.

iﬁf H|VE_‘| Actions ~ Jul 14, 3:28 PM UTC
Status  Instances  Configuration ~ Commands  Charts Library ~ Compactions ~ Audits  Quick Links «
Q ranger-hive @ Filters  Role Groups History & Rollback
Filters
Show All Descriptions
scopE Hive Service Advanced Configuration Snippet HIVE-1 (Service-Wide) 'O Undo ®
(Safety Valve) for ranger-hive-audit.xml View as XML
HIVE-1 (Service-Wid 3 2 valy
(Service-Wide) e ranger_audit_safety_valve Name xasecure.audit.destination.hdfs file.rollover.enable.periodic.rollover we®
Value true
CATEGORY Description
Advanced 3 ([JFinal
Name xasecure.audit.destination.hdfs file.rollover.sec mwe
Value 3600
Description
(J Final
Name xasecure.audit.destination.hdfs file.rollover.periodic.rollover.check.sec JuNC]
STATUS
° Value 3600
A
(& Edited 1
% Non-Default 1 Description
([ Final
1 Edited Value Reason for change: = Modified Hive Service Advanced Configuration Snippet (Safety Valve) for ranger-hive-audit.xml ‘ Save Changes(CTRL+s) |

j) Click Save Changes (CTRL+S).
4. Repeat steps 1-3 for each service.
5. Restart the service.

Y ou can use Ranger audit filters to control the amount of audit log data collected and stored on your cluster.

Ranger audit filters allow you to control the amount of audit log data for each Ranger service. Audit filters are defined
using a JSON string that is added to each service configuration. The audit filter JSON string is a simplified form of
the Ranger policy JSON. Audit filters appear as rowsin the Audit Filter section of the Edit Service view for each
service. The set of audit filter rows defines the audit log policy for the service. For example, the default audit log
policy for the Hadoop SQL service appearsin Ranger Admin web Ul Service Manager Edit Service when you

scroll down to Audit Filter. Audit Filter is checked (enabled) by default. In this example, the top row defines an audit
filter that causes all instances of "access denied" to appear in audit logs. The lower row defines afilter that causes no

13
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metadata operations to appear in audit logs. These two filters comprise the default audit filter policy for Hadoop SQL

service.

Figure 2: Default audit filter policy for the Hadoop SQL service

‘?‘ admin ~

U Access Manager O Audit Security Zone #+ Settings

%) Ranger

Audit Filter :

Last Response Time : 05/26/2021 02:07:31 PM

Groups Roles

Is Audited Access Result Resources Operations Permissions Users
- ‘Add Permissions
Yes v DENIED x Type Action Name | T o Select User Select Group
=2
Add
No v Select Value % METADATA OPERATION |~ ~-rrmmrmmmmmooees Select User Select Group

Select Role

Select Role

(-] | *
Test Connection

.- JE==

Licensed under the Apache License, Version 2.0

Default Ranger audit filters

Default audit filters for the following Ranger service appear in Edit Services and may be modified as necessary by

Ranger Admin users.

HDFS
Figure 3: Default audit filters for HDFS service

Audit Filter :/
1s Ao Aecoss Resut Resources Operatons Users o o
o v e x| - E—— p——— o a
[+ ] ]
o v PR -  dot] (s rename p——— o a
[+ ] ]
v v " - T o a
om
 monirean
olESiLeg) (e
pati/userfoadelsharoi =
No v sooctvae v scapomisons [+ | (oo e o [ ]
(-] ]
[ ——— [Focrene
No v . B e - [ ]
pathuseriue [scursvs
No v " T Acton = . o [ ]
pathmbase =
N v " 5 = ; - [ ]
(-] ]
pathuseristory =
No v " ! " — ot Group a
(-] ]
[+ [ ]

Figure 4: Default audit filters for the Hbase service
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Audit Filter :

—— T S o o
an
No v oy Type Acton N ons[ + | |[atie) (snmese) ct o a
an
No v Select Value . am [ belance | hbase sl p 1 Roi B
Hadoop SQL
Figure 5: Default audit filters for the Hadoop SQL service
o v oeNED on Ty—— S—" B
Mo v ssoctvave | . [ METADATA OPERATION | tUser ot Group [ -]
Knox
Figure 6: Default audit filters for the Knox service
Yes v DENED x[v as Type Acton Name 1 Use B8
No v Select Val am Type Acton N * ko Group [ |
Solr
Figure 7: Default audit filters for the Solr service

Yes v DENIED x|+ Type Action Name

No v Select Value. . Type Action Name

Kafka
Figure 8: Default audit filters for the Kafka service
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Is Audited Access Result Resources Operations Permissions Users Groups Roles
_ Add
Yes v DENIED Type Action Name _Permissions | select User Select Group Select Role n
(+] | +
topic:ATLAS_ENTITIES,
ATLAS_HOOK, % describe | | % publish | A.dd —
No v Select Value v | ATLAS_SPARK_HOOK R _Permissions ' (% atlas Select Group Select Role n
* consume + —
(-] |
topic:ATLAS_HOOK Add [ hive | [% hbase | [ impala |
No v Select Value v % publish | [ describe | _Permissions | = = e Select Group Select Role n
. + x nifi |
topic:ATLAS_ENTITIES — A.dd
No v Select Value v % consume | | % describe Permissions [ Select Group Select Role n
(-] ] *
consumergroup:* Add
No v Select Value v * consume Permissions || (x atlas | (% Select Group Select Role n
(-] | *
. Add
No v Select Value - Type Action Name _Permissions [ yafka Select Group Select Role n
+
Ranger KMS
Figure 9: Default audit filters for the Ranger KMS service
e p— p— p—— = p— ==
Yes v DENIED M - ‘ype Action Name s[ + | [ select User Select Group Select Role n
[+ ] ]
No v Select Value -. = Add Permissions| + | [« keyadmin| | Select Group Select Role B
Atlas
Figure 10: Default audit filters for the Atlas service
Is Audited Access Result Resources Operations Permissions Users Groups Roles
- ‘Add Permissions
Yes v DENIED v Type Action Name || T + """" Select User Select Group Select Role n
[+ ] |
- /Add Permissions
No v Select Value Type Action Name || TTTTTT ; """" * atlas Select Group Select Role n
(+] ]
Figure 11: Default audit filters for the ADLS service
Is Audited Access Result Users Groups Roles
. Add
Yes v DENIED v Type Action Name _Permissions | Select User Select Group Select Role n
(+] | +
— x -status | | % read I! ’I: ! I -
No v Select Value v x ettata] x reac] =[x hive| [ hbase  [x hdfs Select Group Select Role n
n. [ = list] 4 —_—
Ozone
Figure 12: Default audit filters for the Ozone service
T e ) o = = =
[-T ]
[-T ]
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v i — e = = P
- v [
o v T = (<]
(-] ]
..... = P — 5 =
v e - a

Note:
E Default audit filter policies do not exist for Yarn, NiFi, NiFi Registry, Kudu, or schemaregistry services.

Y ou can configure an audit filter as you add or edit aresource- or tag-based service.

1. In Ranger Admin web Ul Service Manager clcik Add or Edit for either aresource-, or tag-based service.
Scroll down to Audit Filter.
3. Click Audit Filter flag.

Y ou configure a Ranger audit filter policy by adding (+), deleting (X), or modifying each audit filter row for the
service.

N
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4. Usethe controlsin the filter row to edit filter properties. For example, you can configure:

Is Audited: choose Yesor No

Resources; Add or Delete aresourceitem

Operations: Add or Remove an action hame

(click x to remove an existing operation)

Permissions: Add or Remove permissions

Users: click Select User to seealist of defined users

to include one or multiple usersin the audit log filter
Groups: click Select Group to see a list of defined groups

to include one or multiple groupsin the audit log filter
Roles: click Select Roleto see alist of defined roles

to include one or multiple rolesin the audit log filter

to include or not include afilter in the audit logs for a service
Access Result: choose DENIED, ALLOWED, or NOT_DETERMINED

to include that access result in the audit log filter

to include or remove the resource from the audit log filter

to include the action/operation in the audit log filter

a. Click +in Permissions to open the Add dialog.
b. Select/Unselect required permissions.

For example, in HDFS service select read, write, execute, or All permissions.

When you save the Ul selections described in the preceding list, audit filters are defined as a JSON list. Each
service references a unique list.

For example, ranger.plugin.audit.filters for the HDFS service includes:

[

{
"accessResul t": " DEN ED",

"i sAudi ted":true

},

"users":|
"unaudi t ed- user 1"

]

: roups": [
"unaudi t ed- gr oup1"
] il
"roles":|
"unaudi t ed-rol el"

| sAudi ted": f al se
}1
{

"actions": [
"listStatus",
"getfileinfo"
] L]
"accessTypes": [
"execut e"

1.
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"i sAudited": fal se
}1

{

"resources": {
"pat h": {

"val ues": [

"/ audited"

] il

"i sRecursive":true

i sAudi ted": true

P R W )

"resources": {
"pat h": {

"val ues": [

"/ unaudi t ed"

1,

"i sRecursive":true

i sAudi ted": f al se

—_——— s

e Eachvaueinthelist isan audit filter, which takes the format of a simplified Ranger policy, along with access
resultsfields.
e Audit filters are defined with rules on Ranger policy attributes and access result attributes.

« Policy attributes: resources, users, groups, roles, accessTypes
» Access result attributes: isAudited, actions, accessResult
* Thefollowing audit filter specifies that accessResult=DENIED will be audited.

TheisAudited flag specifies whether or not to audit.

{"accessResul t":"DEN ED', "i sAudi t ed": t rue}
« Thefollowing audit filter specifiesthat “resource => /unaudited” will not be audited.

{"resources":{"path":{"val ues":["/
unaudi ted"], "i sRecursive":true}}, "i sAudited": fal se}

« Thefollowing audit filter specifies that access to resource database=> sys table=> dump by user “use2” will not
be audited.

{"resources": {"dat abase": {"val ues":["sys"]}, "table":{"val ues":
["dunp"]}},"users":["user2"],"isAudited": fal se}

« Thefollowing audit filter specifies that access result in actions => listStatus, getfilelnfo and accessType =>
execute will not be audited.

{"actions":["listStatus","getfileinfo"],"accessTypes":
["execute"],"isAudited":fal se}
« Thefollowing audit filter specifies that access by user "superuser1" and group "supergroupl” will not be audited.

{"users":["superuser1"], "groups":["supergroupl”],"isAudited":fal se}
« Thefollowing audit filter specifies that access to any resource tagged as NO_AUDIT will not be audited.

{"resources":{"tag": {"values":["NO AUDI T"]}}, "i sAudi ted": fal se}

19



Cloudera Runtime Ranger Audit Filters

Y ou can set specific audit filter conditions for each service, using Create/Edit Service.

Creating audit filters for a service using the Ranger Admin Web Ul can prevent audit logs from being sent to
destinations like SOLR and HDFS.

1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Audit Filters.
a) Verify that Audit Filter is checked.

Optionally, define any of the following to include in the filter definition:
Is Audited

Defines whether audit logs are stored or not.

Is Audited=Y es: stores audit recordsin the defined audit destination.

Is Audited=No: do not store audit records.
Access Results

Denied, Allowed, or Not Determined

select to filter access=denied, access=allowed or all by selecting access=Not determined.
Resource

use Resource Details to include or exclude specific resources such as databases, tables, or columns.
Operations

select specific operations to filter
Permissions

select specific permissions
Users, Groups, Roles

select specific users, groups, and roles
b) Click Save.

Audit Filter :

Is Audited Access Result O i Permissi Users Groups Roles

Yes v ALLOWED n Type Action Name systest X Select... Select... n
4

3. Testyour filtersto verify that defined audit filters perform as expected.

Defining specific filtering properties can prevent access logs for service users from being stored in the configured
audit destination, if Is Audited = No.
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You can limit display of system access/audit log records generated by service usersin each service.

This topic describes how to limit the display of access log records on the Access tab in the Ranger Admin Web UI.

1. Goto Ranger Admin Web Ul Audit Access.
2. Check the Exclude Service Users box, as shown in:

@ Ranger U Access Manager [ Audit Security Zone %+ Settings

Access Admin Login Sessions Plugins Plugin Status User Sync Metrics
o
Q Search for your access audits...
i(clude Service Users: Last Updated Time: [{EIPZ7P Xl PEP2r AT | Entries: n <2 Columns~
V|
Policy ID Policy Version Event Time V¥ Application User Service (Name / Type)  Resource (Name / Type) Access Type

5

Licensed under the Apache License, Version 2.0
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3. Define specific component services and users for access logs to filter out, in ranger-admin-site.xml.
a) Goto ClouderaManager Ranger Configuration
b) In Search, type ranger-admin-site.

c) Definethefollowing properties:
Name
ranger.plugins.<service_name>.serviceuser
Value
<service_name>
Name
ranger.access ogs.exclude.users.list
Value
userl, user2

Figure 17: Filtering out service and user logs for Hive service

Ranger Admin Advanced Ranger Admin Default Group 'O Undo
Configuration Snippet (Safety View as XML
Valve) for conf/ranger-admin- ]
site.xml Name ranger.accesslogs.exclude.users.list o ®
& conf/ranger-admin-
site.xml_role_safety_valve Value test1
Description
(] Final
Name ranger.plugins.hive.serviceuser o @
Value hive
Description
(] Final

4. Click Save Changes (CTRL+S).
5. Restart the Ranger service.

Results

Setting Exclude Service Users to true and defining specific filtering properties prevents audit logs from service users
from appearing on Ranger Admin Web Ul Audit Access, but does NOT prevent access logs for service users from
being generated in Solr.
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Y ou can exclude audit records for specific users, groups, and roles from each service from appearing in the Ranger
Ul.

Ranger default log functionality creates audit log records for access and authorization requests, specifically around
service accounts such as hbase, atlas and solr. Writing so much data to solr can limit the availability of Solr for further
usage. This topic describes how to exclude audit records for specific users, groups, and roles from each service from
appearing in the Ranger UI. Excluding specific users, groups or roles is also known as creating a blacklist for Ranger
audits.

1. Inthe Ranger Admin Web Ul Service Manager , click Add New Service or Edit (existing service).
2. On Create/Edit Service, scroll down to Config Properties Add New Configurations .
3. Remove al audit filters from the existing service.
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4. Click +, then type one of the following property names:

* ranger.plugin.audit.exclude.users
 ranger.plugin.audit.exclude.groups
 ranger.plugin.audit.exclude.roles

followed by one or more values.

E Note: You can include multiple values for each exclude property using a comma-separated list.

Figure 18: Adding an exclude users property to the HadoopSQL service

“ﬁ Ranger U Access Manager [ Audit Security Zone # Settings

Last Response Time: 05/23/2023 03:32:52 PM
Add New Configurations Name Value
tag.download.auth.users hive,hdfs,impala n
policy.download.auth.users hive,hdfs,impala n
policy.grantrevoke.auth.users hive,impala n
enable.hive.metastore.lookup true n
default.policy.users impala,hive,hue,beacon,admin,dpj n
hive.site.file.path /etc/hive/conf/hive-site.xml n
ranger.plugin.audit.exclude.users| testuser2 n
*
b 4

After adding the above configuration; if testuser2 user performs any actions for HadoopSQL service, Audit
Access logswill not appear in the Ranger Ul, but are still sent to Solr.

Similarly, you can exclude (or blacklist) users belonging to a particular group or role by adding a user-specific or
role-specific configuration.

Configuring Ranger audits to show actual client IP
address

How to forward the actua client IP address to audit logs generated from a Ranger plugin.

About this task

Ranger audit logs record the IP address through which Ranger policies grant/authorize access. When Ranger is set up
behind a Knox proxy server, the proxy server |P address appearsin the audit logs generated for each Ranger plugin.

Y ou can configure each plugin to forward the actua client |P address on which that service runs, so that the audit logs
for that service more specifically reflect access/authorization activity. Y ou must configure each plugin individually.
This topic uses the Hive (Hadoop SQL) service as an example.
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From Cloudera Manager choose <service_name> Configuration .

In <service_name> Configuration Search , type ranger-plugin, then press Return.

In Ranger Plugin Use X-Forwarded for |P Address, check the box.

In Ranger Plugin Trusted Proxy |P Address, type the | P address of the Knox proxy server host.

T_CDEP Deployment from 2023-Feb-13 13:26 |

> w NP

m CLOUDZRE Cluster 1

Manager

9 ‘@ HIVE-1 Actions + Feb 23,9:40 PM UTC

Clusters
Status  Instances  Configuration =~ Commands  Charts Library ~ Audits  Quick Links ~

Q ranger plugin @Filters Role Groups  History & Rollback
Filters
Show All Descriptions
scopE Ranger Plugin Use X-Forwarded for IP Address HIVE-1 (Service-Wide) ' Undo o
ranger.plugin.hive.use x-forwarded-for.ipaddress
HIVE-1 (Service-Wide) 3 9 ranger_plugin_use_x_forwarded_for_ipaddress
Ranger Plugin Trusted Proxy IP Address HIVE-1 (Service-Wide) 'O Undo [6]
ranger.plugin.hive.trusted.proxy.ipaddress ‘ KnoxServerHost IPaddress) ‘
%€ ranger_plugin_trusted_proxy_ipaddress
CATEGORY Ranger Plugin URL Auth Filesystem Schemes HIVE-1 (Service-Wide) 6}
Main 3 ranger.plugin hive.urlauth filesystem.schemes ‘ hdfs: file:wasbs adl ‘

98 ranger_plugin_urlauth_filesystem_schemes

1-30f3

Hive audit logs will now show the I P address of the host on which Hive service runs.
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