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Cloudera Runtime Reference architecture

Hue server can support approximately 25 concurrent users, depending on what tasks the users are performing. Most
scaling issues occur as aresult of users performing resource-intensive operations and not from the number of users.
For example, large downloads of query results can impact resource availability for the other users who are using the
same Hue instance during the download operation. During that time, the users can experience slow performance.
Another common cause of noticeable performance changes are slow RPC calls between Hue and another service.
When this happens, queries may appear to suddenly "stop responding” after they are submitted.

Asaguide, 2 Hue servers can support up to:

* 100 unique users per week
» 50 users per hour at peak times executing up to 100 queries

A typical setup is 2 Hue servers.
General guidelines

» Deploy aload balancer in front of Hue.

« Useaproduction-quality database.

« Ensurethat other services, such as Impala, Hive, and Oozie, are healthy and not impacted by too few resources. If
these services are hanging, it adversely affects Hue performance.

» Consider moving workloads that are subject to SLAs (service-level agreements) or considered "noisy neighbors"
to their own compute cluster. Noisy neighbors are workloads that use the majority of available resources and
cause performance issues.

e Limit the number of rows that are returned for queries.

One way to limit the number of rows returned isto specify avalue for the download_row_limit configuration
property for the Hue Beeswax application. This property can be set in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini property in Cloudera Manager:

1. InCloudera Manager, click HueConfiguration , and enter Hue Service Advanced Configuration Snippet in the
search text box.

2. Inthetext box for the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini,
add the following configuration information:

[ beeswax]
downl oad_row | i mt=nunber_of rows
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3. Click Save Changes and click the restart icon at the top of the page to restart the Hue service:

C|DUdEI’E§I Manager Clusters ~ Hosts -

Cluster 1

G HUE-T Action

[ 4]

-

Status Instances Configuration Commar

Hue Service Advanced Configuration Snippet

Hue roles are configured with the following three configuration files: hue.ini, hue safety valve.ini, and
hue _safety valve server.ini.

The hue.ini fileisthefirst file that is auto-generated when you add the Hue service to your CDP cluster using
Cloudera Manager. The hue_safety valve.ini fileis used to override bugs or configure properties that are missing
from the Cloudera Manager Ul. The hue_safety valve server.ini fileis used to configure only the Hue role, and not
the full Hue service (which includes the Hue Load Balancer). The hue safety valve server.ini fileisnot used in
practice.

Cloudera recommends that you do not edit the .ini files from the command line because they are stored in dynamic
directories named by process ID and populated from the Cloudera Manager database. To add configurations that you
cannot add directly from the Cloudera Manager Ul, such as Authentication Backend for SAML, use the Hue Service
Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini field under the Hue service configurations
in Cloudera Manager.

Run the following command to view the .ini files per process ID:

I's -Itr /var/run/cl oudera-scm agent/process/ |s -valrt /var/run/cl oudera-scm
-agent/process | grep HUE SERVER | tail -1 | awk '{print $9}'"
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ra-scm-agent/process/ 1s -valrt /var/run/cloudera-scm-agent/pro

or.properties

Jini
server. ini

R R T L Y

The process directory for any given roleis mirrored in Cloudera Manager. Go to Hue Instances, select arole such as
Hue Server, and then click the Processes tab.

hue.ini

Cloudera Manager exposes properties that allow you to insert custom configuration text into XML configuration,
property, and text files, or into an environment. The configuration snippet mechanism isintended for use in cases
where there is a configuration setting that is not exposed as a configuration property in the Cloudera Manager web
interface. Configuration snippets generally override normal configuration. Y ou can configure custom properties for
Hue by specifying them in the Advanced Configuration Snippet (Safety valve) field in Cloudera Manager.
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The following table lists the safety valve parameters supported by Hue in CDP Runtime:

[[ deskt op] ]
app_bl ackl i st

[ deskt op]
[[session]]
tt 1 =[***NUVBER- OF- SECONDS* * * |

[j obbrowser]
[[query_store]]
server _ur| =[ *** QUERY- PROCESSOR- URL*

**]

[ aws

[[aws_account s] ]

[[[defaul t]]]

access_key id=[*** AW5- ACCESS- KEY* **]
secret _access_key=[ *** SECRET- ACCESS-
KEY***]

regi on=[ *** AWs- REG ON** *]

[ aws]

has_i am det ecti on=true
[[aws_account s] ]
[[[defaul t]]]

regi on=[ *** AWs- REG ON** *]

[ deskt op]
[ azure]
[[azure_accounts]]
[[[defaul t]]]

client _id=[*** AZURE- ACCOUNT- C
LI ENT- | D***]

client_secret=[*** AZURE- ACCOU
NT- CLI ENT- SECRET* * *]

t enant _i d=[ *** AZURE- ACCOUNT- T
ENANT- | D***]

[[abfs_clusters]]
[[[defaul t]]]
fs_defaul tfs=abfs://[***CONTAl NER-
NANME* **] @ * * * AZURE- STORAGE- ACCOUNT-
NAVE* **] > df s. cor e. Wi ndows. net
webhdfs_url =https://]
*** AZURE- STORAGE- ACCOUNT- NAME* **] . df

Used to add or remove applications, such as the File Browser, Impala,
Hive, Oozie, and so on from the blocked list of applications.

Used to configure the duration of a user session. The ttl property
determines the length of time that the cookie with the user's session ID
lives before expiring. After the ttl setting is reached, the user's session
expires whether it is active or not.

The default setting for ttl is 1,209,600 seconds, which equals two
weeks.

Used to display the Queriestab for Hive and Impala on the Job
Browser page. This configuration is enabled by default and is not
exposed in the Hue safety valve.

However, to hide the Queriestab, you can override the configuration
by adding the following linesin Cloudera Manager Clusters Hue
Configuration Hue Service Advanced Configuration Snippet (Safety
Valve) for hue_safety_valve.ini :

[j obbrowser]
[[query_store]]
i s_enabl ed=f al se

To enable the Queriestab, set is_enabled to true.

Used to enable the S3 File Browser for Hue without IDBroker.

Used to enable the S3 File Browser for Hue with IDBroker.

Used to enable the ABFS File Browser for Hue without IDBroker.

s.caore. wi ndows. net / 8

[ deskt op]
[ azur e]

Used to enable the ABFS File Browser for Hue with IDBroker.
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valves)

Contact Cloudera Support if you are required to use a configuration snippet that is not explicitly documented.

Introduction to Hue Advanced Configuration Snippet
(Safety valves)

To customize and configure Hue properties, such as authentication or enabling S3 or ABFS browsers, and so on that
you cannot directly configure from the Cloudera Manager Ul, you can use the Advanced Configuration Snippet field
under the Hue cluster configurations in Cloudera Manager.

Advanced safety valves

Thefield for hue_safety_valve.ini is service-wide and affects all Hue roles listed on the Instances tab. The field for
hue_safety valve_server.ini only affects Hue Server role instances.

O e HUE- Actions ~ Oct 19, 8:28 AMUTC
Status  Instances  Configuration Commands  Charts Library  Audits Web Ul ~  Quick Links ~
Q. ini| | @ Filters  Role Groups History & Rollback
Filters Show All Descriptions
- SCOPE Hue Service Advanced HUE-1 (Service-Wide) @
Configuration Snippet (Safety
HUE-1 (Service-Wide) 1 Valve) for
Hue Server 1 hue_safety_valve.ini
©f hue_service_safety_valve
\L ‘
~ CATEGORY
Hue Server Advanced Hue Server Default Group @
Configuration Snippet (Safety
Advanced 2 Valve) for
hue_safety_valve_server.ini
©f hue_server_hue_safety_valve
p

1-20f2

Environment safety valves

Environment safety-valves et you configure environment variables across the service or for specific role instances.
These safety-valves lack headers.
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) HUE-T  scton: -

Status Instances  Configuration

Q, environment

Filters

SCOPE

HUE-1 (Service-Wide)
Hue Server

Kerberos Ticket Renewer
Load Balancer

CATEGORY

Advanced

Commands  Charts Library  Audits Web Ul +  Quick Links ~

Hue Service Environment
Advanced Configuration
Snippet (Safety Valve)

HUE-1 (Service-Wide)

& hue_service_env_safety_valve

Hue Server Environment
Advanced Configuration
Snippet (Safety Valve)

Hue Server Default Group

o
HUE_SERVER_role_env_safety_valv

Kerberos Ticket Renewer
Environment Advanced
Configuration Snippet (Safety
Valve)

o
KT_REMEWER_role_env_safety_va

Kerberos Ticket Renewer Default Group

Oct 19, 8:47 AMUTC

& Filters Role Groups History & Rollback

Show All Descriptions
@

View Editor

@

View Editor

View Editor

Administrators are required to set up and enable the SQL Al Assistant before analysts can use it to generate, edit,
optimize, explain, and fix queries using natural language in Hue.

First, you must obtain clearance from your organization’'sinfosec team to ensure it is safe to use the SQL Al Assistant
because some of the table metadata and data, as mentioned in the previous section, is shared with the LLM.

Next, select and prepare one of the following Al services of your choice for hosting an LLM, and then configure the

SQL Al Assistant in Hue:

e Microsoft Azure OpenAl service

* Amazon Bedrock service

e OpenAl platform

To configure the SQL Al Assistant in Hue, you must pass the token required for connecting to the LLM service.
Learn about the open and secure approaches to pass the tokens, and use the one that fits your organization policy.

In this approach, you use Kubernetes method of distributing secrets. Y ou first encode the credentials and then add the
encoded bit asadataitem in the HUE_AI_INTERFACE_TOKEN property. The token becomes available in the Hue
pod as an environment variable.

Note: Secrets are lost when you rebuild the Virtual Warehouse. Y ou heed to redo this step to continue using
encoded credentials.

10
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1. Useabase64 encoding tool to convert your token to a base-64 representation by running the following command:
echo -n "[***MY-TOKEN***]"' | base64

Replace [***MY-TOKEN***] with the token value you want to encode.
2. Open aterminal session and run the following command to add the encoded secret:

kubect| edit secret hue-secret -n [***VI RTUAL- WAREHOUSE- NAMESPACE* * * |

Replace [*** VIRTUAL-WAREHOU SE-NAMESPACE* **] with the actual Virtual Warehouse ID (same as the
namespace) in which you want to add the secret.

3. Add the encoded value returned for your token in the HUE_AI_INTERFACE_TOKEN property as follows:

api Version: vl

dat a:
HADOOP_CREDSTORE_PASSWORD: [ *** ENCODED- HADOOP- CREDSTORE- PASSWORD* * * |
HUE_Al | NTERFACE_TOKEN: [ *** ENCODED- TOKEN- VALUE* * * ]

ki nd: Secret

Replace [*** ENCODED-TOKEN-VALUE***] with the actual encoded value returned for your token.

In this approach, you specify the token value in the Hue Advanced Configuration Snippet field in Cloudera
Manager.The credentials are saved in a configuration file in the plain text format.

Note: Clouderarecommends that you use the open approach to pass tokens in test deployments, for proof of
E concept use cases. Use the Secure approach for passing atoken in production deployments.

Here' salist of the open token values in the hue-safety-valve field to configure the SQL Al Assistant:

Microsoft Azure OpenAl

[ deskt op]
[[ai _interface]]
servi ce=' azure'
nodel _nane=" [ *** DEPLOYMENT- NAME* **] '
base url ="https://[***RESOURCE***] . openai . azure. com "
t oken="[ *** RESOURCE- KEY***] "

AWS

[aws]
[[ bedrock account]]
access_key id='[*** ACCESS- KEY***]"
secret _access_key='[***SECRET- KEY***]"'
regi on=' us-east-1'
[ deskt op]
[[ai _interface]]
servi ce=' bedr ock’
nodel =' cl aude'

OpenAl

[ deskt op]
[[al _interface]]

11
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servi ce=' openai '’
token='[***AP| - KEY***]"

Microsoft Azure allows for dedicated deployments of OpenAl GPT models. Y ou can use Azure' s OpenAl service
instead of the publicly hosted OpenAl APIs, asit enables data processing within your Azure Virtual Network (VNet)
network. GPT models can aso be integrated with the Hue SQL Al Assistant using Azure's OpenAl service.

Obtain a Microsoft Azure subscription by working with your organization’s IT team and registering for access to the
Azure OpenAl service. For more information, see Create and deploy an Azure OpenAl Service resource.

Log in to the CDP Management Console as an Administrator.
Go to Environments and select your environment.
Go to the Data L ake tab and click on the CM URL to open Cloudera Manager.

Goto Clusters Hue service Configuration and select add the following lines in the Hue Service Advanced
Configuration Snippet (Safety Valve) for hue_safety vave.ini field:

A w DN

[ deskt op]
[[ai _interface]]
service="azure'
nodel _name=' [ *** DEPLOYMENT- NAME***] '
base url="https://[***RESOURCE***] . openai . azure. com "

5. Click Save Changes.

+
You see + Assistant on the Hue SQL editor, and the SQL Al Assistant will connect to the specified model on the
Microsoft Azure OpenAl service.

This topic describes how to configure the SQL Al Assistant using the Amazon Bedrock Service.

Y ou must have an AWS account with Bedrock access. For more information on accessing keys, see Amazon
Bedrock.

Log in to the CDP Management Console as an Administrator.
Go to Environments and select your environment.
Go to the Data L ake tab and click on the CM URL to open Cloudera Manager.

Goto Clusters Hue service Configuration and select add the following lines in the Hue Service Advanced
Configuration Snippet (Safety Valve) for hue safety valve.ini field:

A w DN PR

[aws]
[[ bedrock_account]]

12
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access_key id_script="echo $AW5 BEDROCK ACCESS KEY | D
secret _access_key_ script='echo $AW5 BEDROCK SECRET ACCESS KEY'
regi on=' us-east-1'
[ deskt op]
[[al _interface]]
servi ce=' bedr ock’
nodel =' cl aude’

AWS BEDROCK_ACCESS _KEY_ID and AWS BEDROCK_SECRET_ACCESS_KEY must be added as
encoded values under hue-secret. For more information, see Secure approach for passing a token.

5. Click Save Changes.

+
You see + Assistant on the Hue SQL editor, and the SQL Al Assistant will connect to the specified model in the
Amazon Bedrock service.

This topic describes how to set up SQL Al Assistant and connect to a model on the OpenAl platform.
Y ou must have created an account with the OpenAl platform.

Log in to the CDP Management Console as an Administrator.
Go to Environments and select your environment.
Go to the Data Lake tab and click on the CM URL to open Cloudera Manager.

Goto Clusters Hue service Configuration and select add the following lines in the Hue Service Advanced
Configuration Snippet (Safety Valve) for hue safety valve.ini field:

A w DN PR

[ deskt op]
[[ai _interface]]
servi ce=' openai '

Y ou can specify the model_name (optional) and define the model. If no model is defined, the default model
(gpt-3.5-turbo-16k) will be used.

5. Click Save Changes.

*
You see + Assistant on the Hue SQL editor, and the SQL Al Assistant will connect to the specified model on the
OpenAl platform.

Review thelist of service, model, and semantic search-related configurations used for custom configuring the Al
services and models you want to use with the SQL Al Assistant and how to specify them in the Hue Advanced
Configuration Snippet in the Cloudera Manager.

13
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List of service and model-related configurations

Y ou can configure the Al services and models you want to use by going to Cloudera Manager Clusters Hue service
Configurations Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety valveini and adding the

following lines:

[ deskt op]

[[ai _interface]]

[ ***CONFI G- KEY1* **] =" [ *** VALUE***] "
[ *** CONFI G- KEY2* **] =" [ *** VALUE* **]

[[semanti c_search]]

[ *** CONFI G- KEY1***] =' [ *** VALUE***] "
[ *** CONFI G- KEY2* **] =' [ *** VALUE***] "

Al interface-related configurations

Hereisthe complete list of configurations under [[ai_interface]], which allows you to specify the service and model

to be used:

Al interface config key Description

service

API serviceto be used for Al tasks. Al isdisabled when a service is not configured. For exam
Workbench and Cloudera Al Inference service are API services.

service version

API service version to be used for Al tasks

trusted_service

Indicates whether the LLM istrusted or not. Turn on to disable the warning. The default value

model The Al model you want to use for Al tasks. For example, gptand llama.

model_name The fully qualified name of the model to be used. For example, gpt-3.5-turbo-16k.

model_ref The "'model_ref™ is a placeholder for adding the access key of the specific model you want to |
base url Service APl base URL.

add _table data When enabled, sample rows from the table are added to the prompt. The default value is True

table data cache size

Size of the LRU cache used for storing table sample data.

auto_fetch_table_ meta_limit

Number of tablesto load from a database, initially.

token Service API secret token.
token_script Provides a secure way to get the service API secret token.
enabled_sql_tasks A commarseparated list of SQL-related Al tasks available in the Editor.

Semantic search-related configurations

Specify the semantic search-related configurations used for RAG under the [[semantic_search]] section, aslisted in

the following table:

Semantic sear ch config key Description

relevancy The technology you want to use for semantic search. Acceptable values are vector_search or v
embedding_model The model you want to use for data-embedding. This must be compatible with SentenceTranst
top_k Number of top-ranking items returned by semantic search.

cache size Size of the LRU cache used for storing embedding.

14
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Cloudera Manager generates standard stream logs when each Hue role instance starts and stops. The Hue service,
which is built on the Django framework, generates log4j |ogs when the service is running.

Cloudera Manager logs the start and stop of each supervised Hue process in standard stream logs (stdout.log,
stderr.log).

When the Hue service restarts, Cloudera Manager generates a new directory for each supervised process of aHue role
instance:

I's -vrl /var/run/cl oudera-scm agent/process | grep HUE

[root@hued-cdh512-1 ~]# 1s -vrl SvardrunScloudera-scm-agent/process | grep HUE
drwx g 6 e-HUE_LOAD_BALANCER
T WER
HUE_LOAD_BALANCER
7-hue-HUE_SERVER
7 242-hue-HUE_LOAD_BALANCER

7 241-hue-HUE_SERVER

=hue=HUE_LOAD_BALANCER
=hue<HUE_SERVER
we-HUE_LOAD _BALANCER

SERVER

s3] ks

drwxr-x--x

drwxr-x--x

= 0O £ 0O 5

B0

B
4
4
4
B 4
4
4

-rw-r--r-- 1 root root 11148 Aug &
-rw-r--r-- 1 root root 447 Aug 6 14:

Configuration errors are written here because they prevent Hue servers and load balancers from starting properly.

Tip: Testing the LDAP configuration from Cloudera Manager ( Clusters Hue service Test LDAP
Configuration ) also writes to standard stream logs which you can search using the following command: Is -
vrl /var/run/cloudera-scm-agent/process | grep |daptest

When the Hue service is running, Hue generates logs in /var/log/hue using log4j. Load balancer logs are in /var/run/
httpd. Y ou can view these logsin Hue at http://hueserver:port/logs.

15
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Table 1: Hue service logs

e

access.log Filtered list of successful attempts to access Hue Web Ul.

audit.log Captures user operations, such as:

+ USER_LOGIN
« USER LOGOUT

«  EXPORT

«  DOWNLOAD

.+ DELETE_USER

« DELETE_GROUP

.+ EDIT_USER

+ CREATE_USER

.+ EDIT_GROUP

« CREATE_GROUP

+ EDIT_PERMISSION

+ ADD_LDAP_USERS

+ ADD_LDAP_GROUPS

«  SYNC_LDAP_USERS GROUPS

audit/hue_server_audit_wal.log Audit log visible in Apache Atlas.

error.log Filtered list of all nontrivial errors

kt_renewer.log Kerberos ticket renews

metrics-hue_server/metrics.log Populates chartsin Cloudera Manager

migrate.log Database and table migrations + First Run of Hue server
rungunicornserver.log Hue (Gunicorn) web server information.

hue_install.log Contains the log produced during installation

Enabling DEBUG logging for Hue logs

DEBUG isavailable for the Hue server logsin /var/log/hue. By default, the Hue service writes INFO level messages
and keeps a small buffer of log messages at al levelsin memory. If you want detailed, debug-level information, then
you can enable this feature from Hue configuration in Cloudera Manager.

About this task

In the debug mode, Hue displays a detailed traceback when an exception occurs. Debugging information may contain
sensitive data.

Procedure

1. Logintothe CDP web interface as an Administrator.
2. Goto Management Console Environments, select your environment and go to the Data L ake tab.
3. Click on the CM URL to open Cloudera Manager.
4. Goto Clusters Hue Configuration and select the Enable Django Debug Mode option.
The Enable Django Debug Mode option is used to toggle between INFO and DEBUG-level logging.
5. Restart the Hue service.
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Cloudera Runtime Hue logs

Several log files, such as access logs and error logs, are produced by the Apache HTTP server. Over time, these files
can grow in size and can cause disk issues. Y ou can prevent this problem by using Apache's rotatelogs utility and
defining when to rotate logs — either based on atime interval or maximum size of the log.

Y ou can configure the Apache server to rotate the logs when a certain filesize is reached (for example, 5 Bytes or 10
KBytes) or at a set timeinterval (for example, daily or weekly), or both. If you want to specify both the time and size,
the size must be specified after the time. Log rotation occurs whenever time or size limits are reached.

Thelog files are generated as per the configurations defined in the httpd.conf file.

The rotatelogs utility must be present on your Operating System, and you must know its location so that you can use
it. Run the following command from the Hue load balancer host system to get the path of the rotatel ogs utility:

[ root @xanpl e- domai n- hue- HUE_LOAD BALANCER] # whi ch rot at el ogs
[ usr/ sbi n/rotat el ogs

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue service Configuration .

3. Configure the log rotation policy based on your criteriain the Load Balancer Advanced Configuration Snippet
(Safety Valve) for httpd.conf field.

To rotate logs whenever the specific file sizeis reached, add the following lines:

CustonmLog "|/usr/sbin/rotatel ogs /var/log/ hue-httpd/ access_| og. %r- %m %d-
%1 9 %6 [***FI LE-SI ZE***] (B|KIM G " commopn

ErrorLog "|/usr/sbin/rotatel ogs /var/log/hue-httpd/error_| og. %/ %m %d- %1
9M %S [***FILE-SI ZE***] (BIKIM G "

For example:

CustomLog "|/usr/sbin/rotatel ogs /var/log/hue-httpd/ access_| og. %r- %m %d-
%1 9% %6 5B" common

ErrorLog "|/usr/sbin/rotatel ogs /var/log/hue-httpd/error_| og. %r- %m %- %1 _
9% %5 5B"

This configuration rotates the log file whenever it reaches a size of 5 bytes, and the suffix to the log file name will
be created with the format access log. YYYY-mm-dd-HH_MM_SSand error_log.YYYY-mm-dd-HH_MM_SS.

To rotate logs daily, add the following lines:

CustomLog "|/usr/sbin/rotatel ogs -1 /var/log/hue-httpd/access_I| og. %r- %m
%l- %1 9% %6 86400" common

ErrorLog "|/usr/sbin/rotatel ogs -1 /var/log/ hue-httpd/error_I| og. %r- %m %d-
%1 9% %6 86400"

This creates the files /var/log/access |og.yyyy.mm.dd and /var/log/error_log.yyyy.mm.dd where yyyy is the year,
mm is the month, and dd is the day of the month. The log operation switchesto a new file every day at midnight,
local time.

For more information, see rotatelogs - Piped logging program to rotate Apache logs.
4. Click Save Changes.
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Cloudera Runtime Hue supported browsers

5. Restart the affected services.

rotatelogs - Piped logging program to rotate Apache logs

Hue works with the two most recent LTS (long term support) or ESR (extended support release) browsers. Cookies
and JavaScript must be enabled.

The lists the minimum tested versions of the most common browsers:

e Chrome: (Version history)

» Firefox: (Version history)

o Sefari (Mac only): Version history
« Microsoft Edge: (Version history)

Hue can display in other browsers and in older versions of the common browsers, but you might not have accessto all
features.

Y ou can enable Hue to use HT TP headers such as Cache-Control, Pragma, and Expires to ensure that your broswer
always uses the fresh version of the resource. Y ou must set the value of the custom_cache _control property to truein
Hue's Advanced Configuration Snippet.

Note: Enabling the use of these cache-control HT TP headers can affect performance because your broswer
Ij tries to fetch the latest resources instead of using cached data. To disable cache-control HTTP headers, set the
value of the custom_cache _control property to false.

Log in to the CDP web interface as an Administrator.
Goto Management Console Environments, select your environment and go to the Data L ake tab.
Click on the CM URL to open Cloudera Manager.

Goto Clusters Hue Configuration and add the following line in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

pw DN

[ deskt op]
custom cache_control =true

5. Click Save Changes.
6. Restart the Hue service.

In Cloudera, “hue’ username is the default machine user and group name for Hue. Y ou can create a custom machine
user and group name on the Hue cluster and then specify them in the Hue configurations in Cloudera Manager.
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Cloudera Runtime Setting up a Hue service account with a custom name

1. SSH into the Hue server host as a user with sudo privileges
2. Create anew group for your custom Hue user account by running the following command:

sudo groupadd[ *** NEW HUE- GROUP- NANVE* * * |

Replace [*** NEW-HUE-GROUP-NAME***] with the custom group name you want to use.
3. Create anew user and assign it to the newly created group by running the following command:

sudo useradd -G [ *** NEW HUE- GROUP- NAME***] -m [ *** NEW HUE- USER- NAME* * * ]
s /usr/sbin/ nol ogin

The new user is stored in the /etc/passwd file, and group is stored in the /etc/group file.
4. Verify that the new user exists within the newly created group by running the following command:

grep [***NEW HUE- USER- NAME***] [ et c/ passwd

5. Change the ownership of the Hue directories as follows:

sudo chown -R [***NEW HUE- USER- NAME* **] : [ *** NEW HUE- GROUP- NAME***] /var/l o
g/ hue
sudo chown -R [***NEW HUE- USER- NAME* **] : [ * * * NEW HUE- GROUP- NAME***] /var/l o
g/ hue- htt pd
sudo chown -R [***NEW HUE- USER- NAME* **] . [ *** NEW HUE- GROUP- NAME***] [/t np/ hu
e_*
6. Modify the Hue configuration in Cloudera Manager as follows:
a) Loginto Cloudera Manager as an Administrator.
b) Goto Clusters Hue Configuration .
¢) Specify the custom group name you created earlier[*** NEW-HUE-GROUP-NAME***] in the Default User
Group field.
d) Specify the custom user name you created earlier[*** NEW-HUE-USER-NAME***] in the System User field.
€) Specify the custom group name you created earlier[*** NEW-HUE-GROUP-NAME***] in the System Group
field.

f) Add thefollowing linesin the Hue Service Advanced Configuration Snippet (Safety Valve) for
hue_safety valve.ini field.

[ deskt op]

server _user =[ *** NEW HUE- USER- NAVE* * * ]
server _group=[ *** NEW HUE- GROUP- NAME* * * ]
def aul t _user =[ *** NEW HUE- USER- NAME* * * |

g) Click Save Changes.
h) Restart the Hue service.

7. Tail the /var/log/hue/rungunicornserver.log log file for any issues.
8. Change the permissions of the Hue home directory as follows:

sudo cd /opt/cl ouderal/ parcel s/ CDH |i b/
sudo chown - R [***NEW HUE- USER- NAMVE* * *] : [ *** NEW HUE- GROUP- NAME* **] hue

9. Change the permissions of the process directory asfollows:

sudo cd /var/run/cl oudera-scm agent/
sudo setfacl -Rmuser:[***NEW HUE- USER- NAME***] : rwx process
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Cloudera Runtime

Options to restart the Hue service

10. Verify Access Control List (ACL) changes by running the following command:

getfacl process

Run the following Python script on your Hue hosts to validate that the new user and group names are valid and

configured correctly.

This script requires you to input the user (uid) and group (gid) IDs corresponding to the custom user and group names
you created and displays the effective user and group IDs that arein use. Y ou must ensure that the user belongs to the
same group while specifying the uid and gid. The script displays the “Permission denied: Operation not permitted”
error if there is a mismatch between the user ID and the group ID :

i mport os

def change_user _and_group(eui d,

try:

egi d):

# Change the effective group ID

0s. set egi d(egi d)

print(f"Effective Goup |ID changed to:
# Change the effective user

0s. set eui d(eui d)
print(f"Effective User
# Verify changes

print(f"Current Effective User

{egid}")
I D
I D changed to: {euid}")

ID: {os.geteuid()}")

print(f"Current Effective Goup ID: {os.getegid()}")
except Permni ssionError as e:
print(f"Permni ssion denied: {e}")

except Exception as e:

print(f"An error occurred: {e}")

__name__ ==

__min__
# Replace with actual user

# Change new euid to the

# Change "new egid to the
d.

# Exanple: new euid = 1001

# new egid = 1001

new euid = 1001 # Repl ace

new egid = 1001 # Repl ace

change_user _and_group(new_eui d,

and group IDs that you want to switch to
user ID (U D) of the custom user you created.
group ID (@ D) of the custom group you create

# Non-root user |ID

# Non-root group ID

with the new user |ID (Ul D
with the new group ID (d D)
new_egi d)

Restarting the Hue service is necessary after upgrading CDP or making configuration changes to the Hue service.
You can restart Hue in regular or rolling restart mode. Rolling restart reduces the service downtime to approximately

80 to 90 seconds.

Y ou can restart the Hue service independently or as a part of the cluster restart. When you restart the Hue service
normally, Hue can become unavailable for an average of 30 minutes from the restart time (this could vary depending
on the number of servicesin your cluster). When you restart the cluster containg the Hue service, Hue is stopped first
among other servicesin the cluster and restarted at the end. To reduce the service downtime, Cloudera recommends

that you use the “Rolling Restart” option.

K

Note: Cluster-leve rolling restart is supported only in High Availability (HA) clusters. However, you can
restart the Hue service and its roles independently in the rolling restart mode in both HA and non-HA clusters.

20



Cloudera Runtime Customizing the Hue web interface

Restarting the Hue service independently in rolling restart mode

To restart Hue service in the rolling restart mode, use one of the following steps:

Goto ClouderaManager Clusters and click * corresponding to the Hue service and then click Rolling Restart,
or

e Goto ClouderaManager Clusters Hue and click Actions Rolling Restart .
Cloudera Manager shows the following options to restart the Hue service in the rolling restart mode:

Category Restart options Description

Restart filters Restart roles with stale configuration only Select this option to restart Hue if you have
updated the Hue configuration.

Restart roles with the old software version Select this option to restart Hue if you have
only upgraded the cluster.
Role typesto restart Kerberos Ticket Renewer Selected by default. Restarts the Kerberos

Ticket Renewer role.

Load Balancer Selected by default. Restarts the Load
Balancer role after the Kerberos Ticket
Renewer.

Hue Server Selected by default. Restarts the Hue Server

role after the load balancer.

When you restart Hue, Hue' s non-worker roles, such as the load balancer, Kerberos ticket renewer, and Hue server
restart one after the other.

Restarting a CDP cluster containing the Hue service in the rolling restart mode

To restart an HA cluster containing the Hue service in the rolling restart mode, goto Cloudera Manager Clusters and

click * corresponding to your cluster name and select Rolling Restart. Y ou see the Rolling Restart modal with the
list of services that support rolling restart.

Note: All Hueroles (namely the load balancer, Kerberos ticket renewer, and Hue server) are of the non-
E worker type. Y ou must select one of the following options under the Roles to include section for ensuring that
the Hue service is restarted in the rolling restart mode, depending on your requierments:

¢ Non-Workers Only, or
e All Roles

Related Information
Rolling Restart

Customizing the Hue web interface

To customize the Hue web interface, add configuration properties in Cloudera Manager. Y ou can customize the
banner, the page logo, the cache timeout setting, and you can enable or disable anonymous usage data collection.

Adding a custom banner in Hue

Y ou can add a custom banner to the Hue web interface by adding your custom HTML to the Top Banner Custom
HTML property in Cloudera Manager.
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Cloudera Runtime Customizing the Hue web interface

Procedure

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration and add the banner test in the Top Banner Custom HTML field as

follows:
<H1>Y our company's custom Hue Web Ul banner</H1>

3. Click Save Changes.
4. Restart the Hue service.

Changing the page logo in Hue

Y ou can replace the Hue web interface logo with a custom log that is created with an SV G code. Add any type of
logo you want, but your custom logo should be designed to fit into a 160 x 40 pixel space.

About this task

For example, here is the Hue logo shown in the following image:

= aue a

Y Impala Add a name...

(0

¢ = default
Tables (4) 1

customers
sample_07
sample_08

web_logs

Y ou can change this Hue logo by adding the appropriate SV G code to the logo_svg property under the [desktop
] [[custom]] section in the Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety valve.ini
configuration parameter in Cloudera Manager.

Procedure

1. Loginto Cloudera Manager as an Administrator.
2. Goto Clusters Hue Configuration

22



Cloudera Runtime Customizing the Hue web interface

3. Inthe Search text box, type hue_safety valve.ini to locate the configuration parameter:

ClDUdﬂ'ra Manager Clusters = Hosts - Diagnostics - Audits Charts - Backug

Cluster 1

G HUE“I Actions -

Status Instances Configuration Commands Charts Library Audits Web Ul -

hue_safety_valve.ini

Filters
SCOPE Hue Service Advanced HUE-1 (Service-Wide)
HUE-1 (Service-Wide) ! Configuration Snippet limpalal
e - (Safety Valve) for
Hue Server 0 hue safety valve.ini server_port=21051
Kerberos Ticket Renewer 0 - ¥- ' [beeswax]
Load Balancer 0 hive_server_part=10016

4. Add the following parameters with your custom logo SV G code to the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini configuration parameter:

[ deskt op]

[[custony]
| ogo_svg='[***SVG CODE- FOR- CUSTOM LOGOx**] '

For example, the following SV G code replaces the Hue logo with ared heart:

[ deskt op]

[[custon]]

| ogo_svg=' <g><path stroke="nul|" id="svg 1" d="m44. 41215, 11. 43463c- 4. 05
017,-10.71473

-17.19753, -5.90773 -18.41353,-0.5567c-1.672,-5.70253 -14.497,-9. 95663
-18. 411, 0. 5643c-4. 35797, 11. 71793 16. 891, 22. 23443 18. 41163, 23. 95773c1. 518
1,-1.36927 22.7696, - 12. 43803

18. 4129, - 23. 96533z" fill="#ffffff"/> <path stroke="null" id="svg_2"
d="nD8. 41246, 10. 43463c- 4. 05016, - 10. 71473 -17. 19753, -5. 90773 -18. 41353, -

0. 5567c-1.672,-5. 70253

-14. 497, -9. 95663 -18.411, 0. 5643c- 4. 35796, 11. 71793 16. 891, 22. 23443 18. 4116
4,23.95773cl. 5181, -1. 36927

22.76959, - 12. 43803 18. 41289, - 23. 96533z" fill ="#FF5A79"/> <path stroke="nu
[1" id="svg_3"

d="ml54. 41215, 11. 43463c- 4. 05016, - 10. 71473 -17. 19753, -5. 90773 -18. 41353, -0
. 5567c-1.672, -5. 70253

-14. 497, -9. 95663 -18.411, 0. 5643c- 4. 35796, 11. 71793 16. 891, 22. 23443 18. 41164
,23.95773c1.5181, -1. 36927 22. 76959, - 12. 43803 18. 41289, - 23. 96533z" fill ="
#fffff"/> </ g>'

5. Click Save Changes.
6. Restart the Hue service.
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Cloudera Runtime Customizing the Hue web interface

7. Inthe Hue configuration page of Cloudera Manager, select Web Ul Hue Load Balanced to load Hue and view
your custom logo.

If you added the sample SV G code that defines ared heart as the logo, your Hue web Ul looks like this:

= v -

E L'F Im pd la Add a name... Add a de
£ = default
Tables (4) !
customers
sample_07
sample_08
web_logs
8.
9.
10.
Scalable Vector Graphics

Y ou can add a custom splash screen to the Hue web interface by adding your custom HTML to the Advanced
Configuration Snippet in Cloudera Manager.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration and add the banner test in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field asfollows:

[ deskt op]

[[custony]
| ogi n_spl ash_htm =[ *** CUSTOM HTML* * * ]

[ deskt op]

[[custom]
| ogi n_spl ash_ht ml =<h1>Hue, the next-gen SQL Assi stant</hl>

3. Click Save Changes.
4. Restart the Hue service.
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Cloudera Runtime Customizing the Hue web interface

Enable Hue Ul caching by setting a timeout value in milliseconds. The default is 10 days or 864000000 milliseconds.
Set the timeout to 0 to disable caching.

When you browse tables using the left assist panel or run queries, Hue caches this information for fetching
information faster and query autocompletion. Y ou can configure the time for which you want to Hue to cache this
information by setting the value of the cacheable ttl property under the [desktop][[custom]] section in the Hue
Service Advanced Configuration Snippet (Safety Valve) for hue _safety valve.ini configuration property in Cloudera
Manager.

1. Loginto ClouderaManager as an Administrator.
2. Goto Clusters Hue Configuration .

3. Inthe Search text box, type hue_safety valve.ini to locate the Hue Service Advanced Configuration Snippet
(Safety Valve) for hue_safety valve.ini configuration parameter.

4. Add the following parameters with the cache timeout value to the Hue Service Advanced Configuration Snippet
(Safety Valve) for hue_safety valve.ini configuration parameter:

[ deskt op]

[[custony]
cacheabl e_ttl =[***VALUE- | N-M LLI SECONDS* * *]

For example, the following configuration sets the cache timeout to the default value of 86400000 milliseconds:

[ deskt op]
[[custony]

cacheabl e_tt1 =86400000
5. Click Save Changes.
6. Restart the Hue service.

Hue tracks anonymized pages and application versions to gather information about application usage levels. The data
collected does not include hostnames or 1Ds. For example, the data collected has the format /2.3.0/pig or /2.5.0/beesw
ax/execute.

To enable or disable anonymous usage data collection:

1. Inthe Cloudera Manager Admin Console, select ClustersHueConfiguration to navigate to the configuration page
for Hue.

2. Inthe Search text box, type usage to locate the Enable Usage Data Collection check box:
« To enable anonymous data collection, check the box, which is the default setting.
» To disable anonymous data collection, clear the check box.

3. Enter aReason for change..., and then click Save Changes at the bottom of the page to save the configuration
change.
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Cloudera Runtime Disabling the share option in Hue

Refresh the browser page and click the restart icon at the top of the page so the new configuration changes
can be read by the server and the new data collection setting takes effect.

Hue allows you to share documents, queries, and workflows with other users, either for viewing only or viewing and
modifying. Sharing is enabled by default in the Hue Ul. For added privacy and control, you can disable sharing by
setting the enable_sharing property to false in the Advanced Configuration Snippet.

The sharing option is always available to the admin users. To disable the share option:

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration Hue Service Advanced Configuration Snippet (Safety Valve) for
hue safety valve.ini and set the value of the enable_sharing property to false in the [desktop] section:

[ deskt op]

enabl e_shari ng=f al se
3. Click Save Changes.
4. Restart the Hue service.

Most Hue applications are configured by default, based on the services you have installed. Cloudera Manager selects
the service instance that Hue depends on. If you have more than one service, you may want to verify or change

the service dependency for Hue. If you add a service such as Oozie after you have set up Hue, you must set the
dependency because it is not done automatically.

To add a dependency in Hue:

1. Inthe Cloudera Manager Admin Console, select ClustersHueConfiguration to navigate to the configuration page
for Hue.

2. Filter by ScopeHue (Service-Wide) and CategoryMain .
3. Select the <service_name> Service property that you want to set a dependency for. Select none to remove a

dependency.

4. Enter aReason for change..., and then click Save Changes at the bottom of the page to save the configuration
change.

5.
Refresh the browser page and click the restart icon at the top of the page so the new configuration changes

can be read by the server and the new setting takes effect.
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Cloudera Runtime Running shell commands

Y ou can run shell commands to administer Hue programmatically. For example, to reset the superuser password or to
assign an LDAP user superuser permissions.

To run Hue shell commands:

1. Set HUE_CONF_DIR to the latest Hue process directory:

export HUE_CONF_DI R="/var/run/cl oudera-scm agent/process/ Is -alrt /var/

run/ cl ouder a- scm agent/process | grep HUE SERVER | tail -1 | awk '{print
$9}| o

echo $HUE_CONF_DI R

2. Set environment variables used to run the Hue webserver:
¢ CentOS/RHEL:

for line in “strings /proc/$(lsof -i :8888|grep -nl python|awk '{ print
$2 }')/environ|egrep -v ""HOVE=| "TERME| *PWD=| "CLDR_JAVA OPTS=""; do expo
rt $line;done

¢ Ubuntu:

for line in “strings /proc/$(lsof -i :8888|grep -nl hue|lawk '{ print $2
}')/environ|egrep -v "~HOVE=| "TERM=| "PWD=| *CLDR_JAVA OPTS=""; do export
$l i ne; done

Note: Environment variables separated by spaces or underscores () are not parsed correctely, and must
be excluded by using a caret symbol () to prevent errors.
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Cloudera Runtime Running shell commands

3. Run shell subcommands

When true, HUE_IGNORE_PASSWORD_SCRIPT_ERRORS runs the Hue shell even if hue.ini contains
passwords generated by Cloudera Manager (such as bind_password and ssl_password).

Note: Do not export HUE_IGNORE_PASSWORD_SCRIPT_ERRORS or HUE_DATABASE_PAS
SWORD to ensure that they are not stored and only apply to this command.

For CDH parcel deployments:
« Runtheinteractive Hue Python shell (Ctrl+D to quit)

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/
bui | d/ env/ bi n/ hue shel |

Or with the database password:

HUE_| GNORE_PASSWORD_SCRI PT_ERRORS=1 HUE_DATABASE PASSWORD=<your db passw
ord> /opt/cl ouderal parcel s/ CDH |i b/ hue/ bui | d/ env/ bi n/ hue shel |

e Change auser password

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/cl ouder a/ parcel s/ COH | i b/ hue/ bu
i 1 d/ env/ bi n/ hue changepassword adm n

e Promote Hue user to superuser

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/ bu
i 1 d/ env/bi n/ hue shell

from dj ango. contri b. aut h. nodel s i nport User
a = User. obj ects. get (usernane=' gwen')
a.is_superuser = True

a. save()

¢ Count all of the documents of a certain user:

from dj ango. contri b. aut h. nodel s i nport User
from deskt op. nodel s i nport Docunent 2

user =User . obj ect s. get (user nane=' deno')
Docunent 2. obj ect s. docunent s(user =user) . count ()

out[X]: 1167

e List available subcommands

HUE_| GNORE_PASSWORD SCRI PT_ERRORS=1 /opt/ cl ouder a/ parcel s/ CDH | i b/ hue/ bu
i 1 d/ env/bin/hue

For CDH package deployments:

HUE_| GNORE_PASSWORD_SCRI PT_ERRORS=1 /usr/1i b/ hue/ bui | d/ env/ bi n/ hue shel |
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Cloudera Runtime Downloading and exporting data from Hue

Hue enables you to download or export data from Hue to HDFS or to an external storage location from Hue Editor,
Hue Dashboard, and the Hue File browser. Y ou can limit the number of rows or bytes that are downloaded or disable
the export feature altogether so that you do not run out of storage space.

For a service-wide change, go to Cloudera Manager Clusters Hue service Configuration and specify the
configurations in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini field.

By default, Hue users can download the query results from the Hue Editor, the Hue Dashboard, and the File browser.

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini to
limit the number of rows that can be downloaded from a query before it is truncated:

[ beeswax]
downl oad_row |imt=x

X represents the number of rows that you can download.

By default, there is no download limit, and you can configure this by setting the valueto “-1":

[ beeswax]
downl oad_row limt=-1

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue safety valve.ini to
limit the number of bytes that can be downloaded from a query beforeit is truncated:

[ beeswax]
downl oad_bytes_|init=x

X represents the number of bytes that you can download.

By default, there is no download limit, and you can configure this by setting the valueto “-1":

[ beeswax]
downl oad_bytes linmit=-1

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety vave.ini
field to disable your users from downloading query results:

[ deskt op]
enabl e_downl oad=f al se

Specify the following in the Hue Service Advanced Configuration Snippet (Safety valve) for hue_safety valve.ini
field to hide the Download button from the Hue File browser:

[fil ebrowser]
show_downl oad_but t on=f al se
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A multi-threaded environment can help reduce the time it takes to migrate data from one database to other. By
default, operations such as migrating data run on a single thread. For example, if you are switching from MySQL as
the backend database for Hue to Oracle, then enabling a multi-threaded environment significantly reduces the data
transfer time.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Hue service Configuration Hue Service Advanced Configuration Snippet (Safety Valve) for
hue_safety valveini .

3. Locate the [[database]] section under [desktop] and set threaded to true:

[ deskt op]
[ [ dat abase] ]
options={"t hreaded":true}

4. Click Save Changes.
5. Restart the Hue service.

The Query Processor service indexes Hive and Tez events and provides APIsto access them. It isrequired if you
want to view the Queriestab (query history and query details) on the Hue Job Browser.

Attention: Thistask isapplicable only if you are upgrading to CDP 7.1.8 and higher. If you are upgrading to
CDP 7.1.7 SP2, 7.1.7 SP1, 7.1.7, or lower, then you can skip this task.

Y ou can either install the Query Processor service as a dependency while adding the Hue service or after adding the
Hue service.

E Note: You must be assigned the DataHubCreator role to perform this task.

This task assumes that you already have a database installed on ahost in your cluster. On CDP, Hue Query Processor
supports PostgreSQL, MySQL, and Oracle databases. The supported PostgreSQL database version for Hue Query
Processor is 9.6 and higher.

Next, you need to create a database for the Query Processor service with the required roles. To create the Query
Processor database:

1. SSH into your database host as aroot user.
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2. Start the database terminal by running the following commands:
(PostgreSQL)

sudo -u postgres psql
(MySQL)

systenctt!l start mysqgld
(Oracle)

sql plus / as sysdba

3. Runthefollowing statement while specifying the username, password, and a database name for the Query
Processor:

(PostgreSQL)

CREATE ROLE [***QP-USER***] W TH LOG N PASSWORD ' [ *** QP- PASSWORD* * *] ' ;
ALTER ROLE [***QP- USER***] CREATEDB;

CREATE DATABASE [ *** QP- DATABASE* **] ;

GRANT ALL PRI VI LEGES ON DATABASE [ *** QP- DATABASE***] TO [***(QP- USER***] ;

(MySQL)

CREATE USER [ ***QP- USER***] | DENTI FI ED BY ' [ *** QP- PASSWORD***] ' ;
CREATE DATABASE [ *** QP- DATABASE* **] ;

USE [ *** QP- DATABASE* * *] ;

GRANT ALL PRI VI LEGES ON [***QP- DATABASE***].* TO [***(QP- USER***] ;

(Oracle)

CREATE USER [ ***QP- USER***] | DENTI FI ED BY [ *** QP- PASSWORD* **] ;
GRANT ALL PRI VI LEGES TO [***QP- USER***] ;

Note: When you create a user in the Oracle database, the associated schemais created automatically. This
schema becomes the default schemafor that user.

1. Logintothe CDP Management Console as an Administrator.
2. Goto your environment and click on CM Ul to open Cloudera Manager.

Goto Clusters : Add Service.
4. Select Query Processor on the Add Service to Cluster page and click Continue.
The required dependencies are automatically selected.
5. Select the host on which you want to install the Query Processor by clicking View By Host. Then click Continue.

6. Select the database type, and specify the database hostname, database name, and username and password to access
the database on the Setup Database page and click Test Connection.

i Attention:
¢ (For MySQL and Oracle databases) Ensure that you specify the same name in the Database Name and
Database Schemas fields.
e (For Oracle database) Y ou must specify the value of the query_processor_database schema property
(Database Schema) in upper case.

After the connection is verified, click Continue.
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7. Onthe Review Changes page, accept the default settings and click Continue.

If Kerberos or Auto-TL S are set up on your Data Hub cluster, then the corresponding settings are automatically
configured.

The Command Details page is displayed, which shows the status of the installation and configuration.
8. Click Continueif the operation is successful.
9. Click Finish on the Summary page.

Y ou are redirected to the Cloudera Manager home page. Y ou can now see the Query Processor service listed within
your cluster.

(Optional) To view the Queriestab on the Job Browser page in Hue, you must enable the Query Processor Service
option in Hue configurations using Cloudera Manager.

Y ou can remove the Query Processor service using Cloudera Manager when you no longer need it.

Because Hue has a dependency on the Query Processor service, desel ect the Query Processor Service option in the
Hue configurations before proceeding to remove service dependencies.

1. Logintothe CDP Management Console as an Administrator.
2. Goto your environment and click on CM Ul to open Cloudera Manager.

Goto Clusters Query Processor service : Delete.

If you have not removed the service dependencies before deleting the Query Processor, then a Remove Service
Dependencies dialog box is displayed.

a) Click Configure Service Dependency.

b) Deselect the Query Processor Service option on the Configuration page and click Save Changes.

Goto Clusters Query Processor service * Delete.

The Queries tab on Hue's Job Browser page allows you to view only Hive query history and query details. Y ou need
to enable the Query Processor service from the Hue configurations to enable the Queries tab. Hue does not display
Impala query history and query details.

The Query Processor service is automatically enabled in Hue if you select it as a dependency on the Select
Dependencies page while adding the Hue service to your cluster. But if you did not select it as a dependency while
adding the Hue service, you can add the Query Processor service to your cluster (if not installed already) and then
enable the Query Processor Service option in Hue configurations.
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Hub clusters

Log in to the CDP Management Console as an Administrator.

Go to your environment and click on CM Ul to open Cloudera Manager.

Goto Clusters Hue service Configuration and select the Query Processor Service option.
Click Save Changes.

Restart the Hue service.

o wbhpRE

Y ou can how view Hive query history and query details under the Queries tab on Hue's Job Browser page.

Query Processor Administrators have special privileges that enable them to view and monitor queries from all users,
including the ones that are submitted from query interfaces, such as Beeline, Hive Warehouse Connector (HWC),
Tableau, and so on.

Thistask is applicable only if you are running Hive queries.

1. Loginto ClouderaManager as an Administrator.

2. Goto Clusters Query Processor Configuration and enter thelist of usersin the Extra Auth Optionsfield as
follows:

"adminUsers': "hive, [***USER-1***], [*** USER-2***]"

Y ou can also add alist of admin groups as follows:

"adminGroups': "admin-group, [*** GROUP-1***], [*** GROUP-2***]"
3. Click Save Changes.
Restart the Query Processor service.

e

Learn how to schedule a query clean-up and how to use the API to manually clean up queries from the following
Query Processor tables: vertex_info, dag_details, dag_info, query_details, hive _query, tez app_info.

By default, the Hue Query Processor automatically clears queries from the Query Processor tables that are 30 days old
at 2 AM every day as per the timezone set on your server. Y ou can configure the following parametersin Cloudera
Manager Query Processor service Configurations Query Processor Extra Configurations to set up a schedule based
on your requirements:

» hue.query-processor.event-pipeline.cleanup.cron.expression
» hue.query-processor.event-pipeline.cleanup-interval -secs
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For example:
“hue. query- processor. event - pi pel i ne. cl eanup. cron. expression” : “0 0 2 * * 27
;hue.query—processor.event-pipeIine.cleanup-interval—secs" . “2592000"

The ability to clean up queries manually in addition to the scheduled clean-up routinesis useful when you have a high
load of queriesin a particular week that are hogging resources that you must free up. The APl also runsaVACUUM
command on the Query Processor table to reclaim storage that is occupied by dead tuples.

Y ou can send an API request using tools such as cURL or Postman.
API format: [ *** QUERY- PROCESSOR- ADDRESS* **] / api / admi n/ cl eanup/ [ *** EPOCH Tl ME* **]
Where,

e [***QUERY-PROCESSOR-ADDRESS***] isthe query processor host address
o [***EPOCH-TIME***] isthe Unix epoch time in seconds

Queries that were run before the specified epoch time are purged.

For example:

curl "http://machi nel. conpany. com 30700/ api / adni n/ cl eanup/ 1670006742"

The debug bundle isa ZIP file that contains the query details in JSON format and an error-reports.json file, which is
created only if an error occurs while the query isrun.

E Note: Thisfeatureis available only for Hive queries.

If Tez isused to run a query, then the debug bundle also contains DAG and Tez JSON files, as shown in the following
image:




Cloudera Runtime Configuring Hue to handle HS2 failover

v hive_20210426110050_fa18fal1-e7d2-47e4-a562-f8c9731d4085-hive-3
W error-reports.json
W version.json

v DAGO
v TEZ_AM
v INFO.json
v TEZ

w TASK_ATTEMPT.json
w TASK.json
w WERTEX.json
v DAG.json
v DAS
v VERTEX.|son
v DAG.json
w QUERY.json

1. Loginto the Hue web interface.
2. Click Jobs from the left assist panel.
The Job Browser pageis displayed.
3. Click Queries.
The Hive queries that were run are displayed.
4. Select aquery for which you want to download the debug bundle.
5. Click Download and save the ZIP file on your computer.
Thefilenameisin the following format:

hi ve_[***H VE- QUERY- | D***] [ ***USER- | D***] _[*** UNI QUE- | NDEX* * *]

Hue can handle HiveServer2 (HS2) failovers using ZooK eeper without the need to set up aload balancer.

Note: Zookeeper configuration only supports failover situations. It cannot be used to balance loads between
E the active HS2 servers.

1. Loginto Cloudera Manager as an Administrator.
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Enabling Spark 3 enginein Hue

Goto Clusters Hue Configuration and add the following linesin the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field:

[ beeswax]
hi ve_di scovery_hs2=true
hi ve_di scovery_hi veserver2_znode=/ hi veserver 2

Note: hiveserver2 isthe default value of the hive discovery_hiveserver2 znode property. If thisvaueis
different from the Hive-On-Tez configuration, then you must obtain the information from the hive.server2
.zookeeper.namespace property from Hive-On-Tez configuration.

Click Save Changes.
Restart the Hue service.

Hue leverages Apache Livy 3 to support Spark SQL queriesin Hue on the Apache Spark 3 engine. To enable the
Spark 3 engine, specify the Livy server URL in the Hue Advanced Configuration Snippet using Cloudera Manager,
and enabl e the Spark SQL notebook. Livy for Spark 3 and Spark 3 services are installed when you create a Data Hub
cluster with the Data Engineering cluster template.

Note: Livy v0.6 supports Python versions upto Python 3.7. If you install Python 3.8 or higher, then you may
see the following error: TypeError: required field "type_ignores' missing from Module.

Log in to Cloudera Manager as an Administrator.

Goto Clusters HDFS Configuration and add the following lines in the Cluster-wide Advanced Configuration
Snippet (Safety Valve) for core-site.xml field:

<property>
<name>hadoop. pr oxyuser . hue. gr oups</ name>
<val ue>*</ val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. hue. host s</ nane>
<val ue>*</ val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser . spar k. gr oups</ name>
<val ue>*</val ue>

</ property>

<property>
<name>hadoop. pr oxyuser . spar k. host s</ nane>
<val ue>*</ val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. | ivy. groups</ nane>
<val ue>*</ val ue>

</ property>

<property>
<nanme>hadoop. proxyuser. | ivy. host s</ name>
<val ue>*</val ue>

</ property>

Click Save Changes.
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4. Goto ClustersLivy for Spark 3 service Configuration and add the following configurations:
a) Add the hue user in the Admin Users (livy.superusers) field.
b) Gotothe HMS Service field and select Hive.
¢) Click Save Changes.

5. Goto Clusters SPARK_ON_YARN Configuration Admin Users, add hue to the list of admin users
(spark.history.ui.admin.acls) and click Save Changes.

6. Goto Clusters SPARK Configuration Admin Users, add hue to the list of admin users
(spark.history.ui.admin.acls) and click Save Changes.

7. Goto Clusters SPARK 3 Configuration Admin Users, add hueto the list of admin users
(spark.history.ui.admin.acls) and click Save Changes.

8. Goto Clusters Hue Configuration and enter the following lines in the Hue Service Advanced Configuration
Snippet (Safety Valve) for hue_safety valve.ini field and click Save Changes:

[ deskt op]

app_bl ackl i st =zookeeper, pig #customlist of blocked apps

[ spar k]

#This is not a thrift server port

#1f this TLS/SSL is enabl ed then check to see whether the livy url is on h
ttps or http and nodify the url accordingly.
livy_server_url=http(s)://[***LI VY- FOR- SPARK3- SERVER- HOST***] : [ ***L| VY-
FOR- SPARK3- SERVER- PORT* * * ]

ssl _cert _ca verify=fal se

security_enabl ed=true

[ not ebook]

[[interpreters]]

[[[sparksql]]]
name=Spar k SQL
i nterface=livy

i Attention:
» Ensure that the Spark application is not on the blocked list.

e Setsd cert ca verify=falseif an SSL certificateis not present in Hue's truststore. ssl_cert_ca veri
fy=trueif your environment is a secured environment.

e Set security_enabled=true for Kerberized clusters.
9. Restart the affected services.

Y ou can now select the “Spark SQL” dialect on the Hue editor and run Spark queries from Hue.

Note: Starting aLivy session can take 30-45 seconds. If you cancel arunning Spark SQL query and reruniit,
E the Livy session expires, and a new session is created.

Hue scripts help you to share workflows, set up default editors, change ownership of documents, and test the backend
processes using cURL commands. The Hue scripts are included with CDP.

Use the following command to share workflows with users and groups:

./ buil d/ env/ bi n/ hue share_all workfl ows --owner [***OANER- NAVE***] --sharegr
oups [***GROUPL/ USERL***] , [ *** GROUP2/ USER2***] --perni ssions read,wite
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To share users, use the --shareusers option instead of the --sharegroups option.

Use the following command to change the owner of the Hue documents;

. /' bui | d/ env/ bi n/ hue change_owner of docs --ol duser [***OLD- USER- NAVME***] --n
ewuser [***NEW USER- NAVE* * * ]

Use the following command to get the syntax for the backend cURL commands or to test the endpoints:

./ bui |l d/ env/ bi n/ hue get backend_curl --showcurl --testnanme [***SERVI CE- NAME-
VWHERE- TEST- NEEDS- TO- BE- PERFORVED* **] - -servi ce [*** COWA- SEPARATED- SERVI CES-
TO TEST]

Replace [*** SERVICE-NAME***] with the name of the service where you want to perform the test. Replace [**
*COMMA-SEPARATED-SERVICES-TO-TEST***] with options or services such as al, httpfs, solr, oozie, rm, jhs,
sparkhs, and so on.

Use the following command to set the default editor in Hue:

./ buil d/ env/ bin/hue set _default _editor --hive/inpala --usernanme [***USERNAME

***]

The default value for the usernameisall.

When you run a Hive query from Hue or Beeline, HiveServer2 submits the query in YARN in the queue mapped
from an end user instead of a hive user. If you run a query while specifying doAs=false, then the queries are
submitted and run as a hive user, using impersonation. Thisis the default behaviour. Y ou can change this behaviour
by configuring the queue using "yarn_queue_manager" and "application tag" parametersin YARN.

If you see go to the Job Browser page in Hue and see that the Hive queries are appearing under the default queue,
and not the actual user who ran the query, then this means that the queries are not being run in their dedicated queue
in YARN. To submit a Hive query in its dedicated queue, you must enable application-tag based scheduling by
configuring queue mapping and per queue properties.

Configuring queue mapping to use the user name from the application tag using Cloudera Manager
Configure Per Queue Properties

Y ou can configure the timezone for Hue using Cloudera Manager. The default value is AmericalLos_Angeles.

1. Loginto Clouder Manager as an Administrator.
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Cloudera Runtime Configuring timezone for Hue

2. Goto Clusters Hue Configuration Time Zone and set adesired value.

The default valueis“ AmericalLos Angeles’. You can refer to https://timezonedb.com/time-zones for information
on the timezones.

3. Click Save Changes.
4. Restart the Hue service.
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