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Overview of Oozie

Apache Oozie Workflow Scheduler for Hadoop is a workflow and coordination service for managing Apache Hadoop
jobs:

» Oozie Workflow jobs are Directed Acyclic Graphs (DAGs) of actions; actions are Hadoop jobs (such as
MapReduce, Streaming, Hive, Sqoop and so on) or non-Hadoop actions such as Java, shell, Git, and SSH.

» Qozie Coordinator jobstrigger recurrent Workflow jobs based on time (frequency) and data availability.

» Oozie Bundle jobs are sets of Coordinator jobs managed asasingle job.

Oozieis an extensible, scalable and data-aware service that you can use to orchestrate dependencies among jobs
running on Hadoop.

Apache Oozie Workflow Scheduler for Hadoop

The Oozie service can be automatically installed and started during your installation of CDP with Cloudera Manager.
If required, you can install Oozie manually with the Add Service wizard in Cloudera Manager. The wizard configures
and starts Oozie and its dependent services.

Note: If your instance of Cloudera Manager uses an external database, you must also configure Oozie with
an external database.

If you want to access Amazon Web Services (AWS) S3 data through Oozie, then ensure that the required AWS
credentials are configured in core-site.xml.

Oozie has to use its Kerberos credentials to obtain delegation tokens on behalf of the user from the services. Y ou must
add additional configurations in the Oozie workflow for it to obtain this delegation token.

A secure cluster requires the Oozie actions to be authenticated; typically using Kerberos. However, due to the way
that Oozie runs actions, Kerberos credentials are not available to them. Some actions require communication to an
external service like HCatalog, HBase, and Hive or a secure file system like Amazon S3. For these situations, Oozie
hasto useits Kerberos credential s to obtain delegation tokens which allows Oozie to access the external service or
file system.

For information about Action Authentication, see Apache Oozie documentation.



https://oozie.apache.org/
https://oozie.apache.org/docs/5.2.1/DG_ActionAuthentication.html

Adding file system credentials to an Oozie workflow

To alow Oozieto access S3, ABFS, and other filesystems, it has to request a delegation token to obtain credentials.
Although HUE supports only the built-in credentials (see Hue limitation) this can be done through properties. There
are three options to set file system credentials for an Oozie workflow or action which are resulting the same. Y ou can
choose any of them based on your current usage and preference.

1. Setfile system credentials for Oozie through hadoop properties using Hue Editor
2. Set default credentials using Cloudera Manager
3. Modify the workflow XML file manualy

Y ou can use the advanced settings to override the default configurations.

This option alows you to configure additional Oozie credentials with configuration properties. The following
example shows how to set up an Oozie workflow with a shell action which uses additional file system credentials.

Note: Hue Limitation - Hueis not capable of adding user defined file system credentials to the Oozie
workflow, only built-in credentials can be added. Hence, you must manually define file system credentials for
Oozie workflow.

1. InHueweb Ul, click Scheduler > Workflow to create a new workflow.
2. Click Documents and select Actions in the drop-down list.



https://docs.cloudera.com/runtime/7.3.1/configuring-oozie/topics/oozie-hue-limitation.html

Adding file system credentials to an Oozie workflow

3. Select the Shell icon to the workflow to add a shell action. The shell command can be echo and its parameter can
be Hello world for this example.

Q)] Oozie Editor

-’-‘ -*'@-"ITECJ'ZTPETE.—_'?E
D

) : raqg & drop a
Chose "Actions” - g . P
My TestWorkflow shell action

Oozie additional filesystemn credentials example




Adding file system credentials to an Oozie workflow

4. Select the settings under the Edit menu to add properties to the workflow. The Workflow Settings dialog box is

displayed.
> |

p — D - . [ New
> B —
( O &y Workflows
MyTestWorkflow &3 Schedule

Oozie additional filesystem credentials example © Settings

& Workspace

& Share

ARGUMENTS + FILES +

Hello world -

5. Inthe Workflow Settings dialog box, under the Hadoop Properties section, click + Add
property and add the necessary credentials. The property name must be in the format similar to
oozie.action.credential s.fil esystem.< myCustomCredential> where myCustomCredential is the description of the
credential. The value of this property must be set to avalid filesystem URI, for example, an S3 bucket URL. Click




Adding file system credentials to an Oozie workflow

+ Add property to add additional propertiesif you want to access more than one s3 bucket, and so on, as shown in
the below figure.

Workflow Settings

Variables

oozie use. system libpath true -

4+ Add parameter

Workspace

hue-0ozie-1638357710.62

Hadoop Properties

oozie.action.credentials filesystem myCustomCredential s3a:.//myBucketName -

oozie.action.credentials.filesystem.myOtherCustomCredential abfs://myOtherBucketName

4+ Add property

Show graph arrows

Version

uri:.oozie:workflow:0.5 v

10



Adding file system credentials to an Oozie workflow

6. Click Action Settings to set the credential defined in the previous step to use it in the workflow action whereit is
needed.

+ @ >_ Shel x

echo o

ARGUMENTS FILES i j
S UMENTS + ES+ Action settings

old b_+f"| 0 WOI 1 —

7. Add anew property to the action with the name oozie.action.credentials.filesystem and its value
must be a comma-separated list of credential names defined in the hadoop properties. For example
“myCustomCredential,myOtherCustomCredential”. Based on this property, Oozie requests del egation tokens for
the file-systems defined in the given credentials.

Properties SLA Credentials Transitions

Capture output
ENVIRONMENT VARIABLES +

PREPARE

Directory ¥ Delete ¥
JOB XML

PROPERTIES +

pozie.action.credentials.filesystem myCustomCredential myOtherCustomCrede

ARCHIVES +
No archives defined
RETRY

Max 4 Interval 4

11



Adding file system credentials to an Oozie workflow

Results

Now the workflow is ready to be submitted and the following is the generated workflow.xml

file.

@ Job Browser

MyTestWorkflow

ID

0000006-2111232252100
04-oo0zie-o0zi-W

DOCUMENT

MyTestWorkflow i

STATUS

SUCCEEDED

USER

hrt_qga

PROGRESS

100%
—
DURATION

53s

SUBMITTED

November 25, 2021 11....

Jobs

Impala Workflows

Schedules Bundles SLAs

Graph  Properties Logs  Tasks RN

34
35

<workflow-app name="MyTestWorkflow" xmlns="uri:oozie:workflow:8.5">

<global>
<configuration=>
<property>
<name>oozie,action.credentials.filesystem.myCustomCrec
<valuess3a: //myBucketName</value>
</property>
<property>
<name>oozie.action.credentials.filesystem.myOtherCuste
<value>myOtherCredentialURI</value>
</property>
<[/configuration>
</global=
<start to="shell-4e83"/>
<kill name="Kill"»
<message>Action failed, error message[${wf:errorMessage(wf:lastErr
</kill>
<action name="shell-4eB83">
<shell xmlns="uri:oozie:shell-action:6.1">
<job-tracker>5{jobTracker}</job-tracker>
<name-node>5{nameNode }</name-node>
<configuration>
<property>
<name>oozie.action.credentials.filesystem</name>
<valuesmyCustomCredential,myOtherCredentialURI</value:
</property>
</configuration=
<exec>echo</exec>
<argument>&quot;Hello worldiquot;</argument>
<capture-output/>
<[shell=>
<ok to="End"/>
<error to="Kill"/>
<faction>
<end name="End" [>

36 </workflow-app>

Setting default credentials using Cloudera Manager

In scenarios where you need to set a credential for every action of every workflow, you can set the credential
definitions and its usages using Cloudera Manager. Y ou can also set these as the default configurations.

Procedure

1. InClouderaManager, click the Oozie service.

2. Click the Configuration tab.

3. Search for action_conf and add the following in the Oozie Server Advanced Configuration Snippet (Safety Valve)
for action-conf/default.xml field:

Definition (can be seen by all

the actions started by Qozie)

12



Adding file system credentials to an Oozie workflow

Nanme: oozie.action.credentials.filesystem nmyCustonCredenti al
Val ue: s3a://<bucket - name>

Nane: oozie.action.credentials.filesystem nyother CustonCredenti al
Val ue: abfs://<bucket-nanme>

Usage (applies to all the actions started by Qozie)

Name: oozie.action.credentials.filesystem
Val ue: myCust onCredenti al , nyot her Cust onCr edent i al

4. Click Save Changes on the bottom right corner.

Q ﬁ OOZ' E‘1 Actions «

Status Instances  Configuration Commands Charts Library Audits WebUl ~  Quick Links ~

Q action_conf @ Filters Role Gre
Filters
- SCOPE Oozie Server Advanced Oozie Server Default Group "D Undo

Configuration Snippet (Safety
Valve) for action-

i . e e Name oozie.action.credentials.filesystem.myCustomCreden
of
+~ CATEGORY o:azlfgacuon_conffg_defaull_safew Value s3a://myBucketName
Advanced 1 Description
(] Final
Name oozie.action.credentials. filesystem.myOtherCustomC
Value abfs://myAbfsBucketName
v STATUS
o Description
A
# Edited 1 (] Final
* Non-Default 1
Name oozie.action.credentials.filesystem
Value myCustomCredential,myOtherCustomCredential
Description

1 Edited Value Reason for change: | Modified Oozie Server Advanced Configuration Snippet (Safety Valve) for action-conf/default.xml

Click Stale Service Restart that is next to the Oozie service name.

13



Adding file system credentials to an Oozie workflow

6. Review the properties added to the default action configuration. All these properties will be availablein every
Oozie action.

Stale Configurations

File: action-conf/default.xml 00ZIE-1(1)  sho

Filters Eanar & : @0 -1,5 +1,18 0@
! 1 <?xml version="1.8" encoding="UTF-8"7>
3 3 <!--Autogenerated by Cloudera Manager-->
4 -<configuration/>
4 +<configuration>

+ <property>

+ <name>oo0zie.action.credentials.filesystem.myCustomCredential</name>

+ <value>s3a://myBucketName</value>

+ </property>

+ <property=>

+ <name>oo0zie.action.credentials.filesystem.myOtherCustomCredential</name>

- <value=abfs://myAbfsBucketName</value=

+ </property>

+ <property>

+ <name>oo0zie.action.credentials.filesystem</name>

+ <value>myCustomCredential , myOtherCustomCredentiale</values
</property>

+</configuration>

Restart Stale Services

Note: After this configuration, you need not add anything in HUE, Oozie obtains a delegation token for
E those file-system paths for every action.

7. Click Restart Stale Services to make this change happen on the Oozie instances.

Y ou can override the default value set using Cloudera Manager, if required. For example, you have five different
actions in the workflow and four of them use S3 buckets and one use ABFS. In this case, the S3 can be set as a default
credential and can be overridden in only that one action to have a different value.

1. Using Cloudera Manager, set the credentials to use s3 bucket in the Oozie Server Advanced Configuration Snippet
(Safety Valve) for action-conf/default.xml field:

Nanme: oozie.action.credentials.filesystem nmyCustonCredenti al
Val ue: s3a://<bucket - name>

2. Using the HUE editor, edit the action for which you want to use a different credential and add the following:

Nane: oozie.action.credentials.filesystem nyCustonCredenti al
Val ue: abfs://myAbf sBucket Name

Add the following property as described in the Step 4 and 5 of the Option 1: Setting file system credentials for
Oozie through hadoop properties using Hue Editor .

Now QOozie actions will use the default S3 credential except the one which has the non-default value. It isalso
possible to combine the global configuration, where you define the possible file-system credentials, and in HUE
you use the pre-defined global credentials.

14



Adding file system credentials to an Oozie workflow

You can modify or add the" <cr edenti al s>. .. </ credenti al s>" block at the beginning of the Oozie
workflow.xml file. Do not remove any existing credentials from this block, add the new file system credential. Refer
the newly defined credential in the action where it needs to be used.

<wor kf | ow app name="M/Test Wor kf | ow' xm ns="uri :oozi e: wor kfl ow. 0. 5" >
<credenti al s>
<credential nane="my-s3-creds" type="fil esysteni>
<property>
<nanme>fi |l esyst em pat h</ nane>
<val ue>s3a://{your Bucket Nane} </ val ue>
</ property>
</credenti al >
</credenti al s>
<start to="shell-action"/>

<ki Il name="Kill">
<nessage>Action fail ed</ message>
</kill>

<action name="shel |l -acti on" cred="ny-s3-creds">
<shel | xm ns="uri:oozie:shell-action:0.1">
<j ob-tracker >${j obTracker}</job-tracker>
<nane- node>${ naneNode} </ nane- node>
<exec>echo</ exec>
<ar gunment >&quot ; Hel | o wor | d&quot ; </ ar gunent >
<capt ur e- out put />

</ shel | >

<ok to="End"/>

<error to="Kill"/>
</ action>

<end name="End"/>
</ wor kf | ow app>

Hue is not capable of adding user defined file system credentials to the Oozie workflow but can add only built-in
credentials as seen in the below figure.

15



User authorization configuration for Oozie

Properties SLA Credentials Transitions

(] hcat
(] hive2

(] hbase

Learn about user authorization model for Oozie and Access Control List (ACL). Also, learn about how to define
admin usersfor Oozie jobs and ACL.

Oozie has abasic authorization model which is as follows:

» Usershave read accessto al jobs

» Users have write accessto their own jobs

» Users have write access to jobs based on an ACL, which isalist of usersand groups
» Users have read access to admin operations

e Admin users have write access to al jobs

* Admin users have write access to admin operations

If security is disabled all users are admin users.

Oozie security is set through the following configuration property, which isfalse by default:
0ozi e. servi ce. Aut hori zati onServi ce. security. enabl ed=f al se

Note: The old ACL model where a group was provided is still supported if the following property isset in
IS the oozie-site.xml file:

0ozi e. servi ce. Aut hori zati onServi ce. def aul t. group. as. acl =true

Admin users are determined from the list of admin groups, specified in the oozie.service.AuthorizationService.admin
.groups property. Use commas to separate multiple groups. Spaces, tabs, and ENTER characters are trimmed.

If the above property for admin groupsis not set, then you can define the admin usersin the following manner. The
list of admin users can be in the conf/adminusers.txt file. The syntax of thisfileis asfollows:

¢ Oneuser name per line
» Empty lines and lines starting with # are ignored

16



Redeploying the Oozie ShareLib

Admin users can aso be defined in the oozie.serviceAuthorizationService.admin.users property. Use commas to
separate multiple admin users. Spaces, tabs, and ENTER characters are trimmed.

In case there are admin users defined using both methods, the effective list of admin users will be the union of the
admin users found in the adminusers.txt file and those specified with the oozie.serviceAuthorizationService.admin.
users property.

ACLs are defined in the following ways:
» workflow job submission over CLI

Configuration property group.name of job.properties.
« workflow job submission over HTTP

Configuration property group.name of the XML submitted over HTTP.
» workflow job re-run

Configuration property oozie.job.acl (preferred) or configuration property group.name of job.properties.
» coordinator job submission over CLI

Configuration property oozie.job.acl (preferred) or configuration property group.name of job.properties.
e bundle job submission over CLI

Configuration property oozie.job.acl (preferred) or configuration property group.name of job.properties.
For all other workflow, coordinator, or bundle actions, the ACL set in beforehand are used as basis.

Once the ACL for the job is defined, Oozie checks over HDFS whether the user trying to
perform a specific action is part of the necessary group(s). For implementation details, check out
org.apache.hadoop.security.GroupstgetGroups(String user).

Note that it is enough that the submitting user be part of at least one group of the ACL. Note a so that the ACL can
contain user names aswell. If thereisan ACL defined and the submitting user is not part of any group or user name
present in the ACL, an AuthorizationException is thrown.

Example: A typical ACL setup

Detail of job.properties on workflow job submission:

user. nane=j oe
gr oup. nane=nar ket i ng, adm n, qa, r oot

HDFS group membership of HDFS user joeisga. That is, the check to
org.apache.hadoop.security.GroupstgetGroups("'joe") returns ga. Hence, ACL check passesinside
AuthorizationService, because the user.name provided belongs to at least one of the ACL list elements provided as
group.name.

Some Oozie actions — specifically DistCp, Streaming, Sqoop, and Hive — require external JAR filesin order to run.
Instead of having to keep these JAR filesin each workflow's lib folder, or forcing you to manually manage them
using the oozie.libpath property on every workflow using one of these actions, Oozie provides the ShareL.ib.

The ShareLib behaves very similarly to oozie.libpath, except that it is specific to the aforementioned actions and their
required JARs.

17



Oozie configurations with CDP services

When you switch between MapReduce and Y ARN computation frameworks, you must redeploy the Oozie ShareLib.

1. Gotothe Oozie service.
2. Select ActionsInstall Oozie Sharelib .

Y ou can configure Oozie to work with different CDP services.
Some of the different services for which you can configure Oozie are as follows:

« Using Sgoop actions with Oozie
« Enabling MapReduce jobs controlled by Oozie to read from or write to Amazon S3 or Microsoft Azure ADLS
¢ Configuring Oozie to use HDFS HA

There are certain recommendations that you must consider for using Sgoop actions with Oozie.

Note: Sqoopl does not ship with third party JDBC drivers. Y ou must download them separately and save
E them to the /var/lib/sqoop/ directory on the Oozie server.

¢ Clouderarecommends that you not use Sqoop CLI commands with an Oozie Shell Action. Such deployments are
not reliable and prone to breaking during upgrades and configuration changes.

« Toimport datainto Hive, use a combination of a Sqoop Action with a Hive2 Action.

* A Sgoop Action to simply ingest datainto HDFS.
* A Hive2 Action that loads the data from HDFS into Hive.

Y ou must deploy and configure the Oozie Sqoopl action JDBC drivers on HDFS.

Confirm that your Sqoopl JDBC drivers are present in /var/lib/sqoop.

e SSH to the Oozie server host and run the following commands to deploy and configure the drivers on HDFS.

cd /var/lib/sqgoop

sudo -u hdfs hdfs dfs -nkdir /user/oozie/libext

sudo -u hdfs hdfs dfs -chown oozie: oozie /user/ooziellibext

sudo -u hdfs hdfs dfs -put /opt/clouderalparcel s/ SQOOP_NETEZZA CONNECTOR/ s
goop- nz-connector*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -put /opt/clouderalparcel s/ SQOOP_TERADATA CONNECTOR/
lib/*.jar /user/ooziellibext/
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sudo -u hdfs hdfs dfs -put /opt/clouderalparcel s/ SQOOP_TERADATA CONNECTOR/
sqoop- connector-teradata*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -put /var/lib/sqoop/*.jar /user/ooziellibext/

sudo -u hdfs hdfs dfs -chown oozie: oozie /user/ooziellibext/*.jar

sudo -u hdfs hdfs dfs -chnmod 755 /user/oozie/libext/*.jar

sudo -u hdfs hdfs dfs -1s /user/oozie/libext

# [sanpl e contents of /user/ooziellibext]

- T WXT - XTI - X 3 oozi e oozie 959987 2016-05-29 09: 58 /user/ooziellibext/
mysql - connector-j ava. j ar
- F WX - XTI - X 3 oozi e oozie 358437 2016-05-29 09: 58 /user/ooziellibext/

nzj dbc3.jar

- I WXT - XTI - X 3 oo0zi e oozie 2739670 2016-05-29 09: 58 /user/oozie/libext/
oj dbcé. j ar

- T WXT - XTI - X 3 oozi e oozie 3973162 2016-05-29 09:58 /user/ooziellibext/
sqoop- connect or-teradata- 1. 5c5.j ar

- T WXT - XTI - X 3 oozi e oozie 41691 2016-05-29 09:58 /user/ooziel/libext/
sqoop- nz- connector-1. 3c5.j ar

- I WXT - XTI - X 3 oo0zi e oozie 2405 2016-05-29 09:58 /user/ooziellibext/
tdgssconfig.jar

- T WXT - XTI - X 3 oozi e oozie 873860 2016-05-29 09: 58 /user/ooziellibext/

teraj dbc4.jar

Y ou must confirm that the Sqoopl JDBC drivers are present in HDFS and then configure the required variables.

1. Confirm that the Sqoopl JDBC drivers are present in HDFS. To do this, SSH to the Oozie Server host and run the
following command:

sudo -u hdfs hdfs dfs -lIs /user/ooziel/libext

2. Configure the following Oozie Sqoopl Action workflow variablesin Oozi€'s job.properties file as follows:

00zi e. use.system libpath = true
oozie.libpath = /user/ooziel/libext

MapReduce jobs controlled by Oozie as part of aworkflow can read from and write to Amazon S3.

You will need your AWS credentials (the appropriate Access key ID and Secret access key obtained from Amazon
Web Services for your Amazon S3 bucket). After storing these credentialsin the keystore (the JCEK Sfile), specify
the path to this keystore in the Oozie workflow configuration.

This setup isfor use in the context of Oozie workflows only, and does not support running shell scripts on Amazon
S3 or other types of scenarios.

Note: Inthe following steps, replace the path/to/file with the HDFS directory where the .jceksfileis located,
and replace access key ID and secret_access _key with your AWS credentials.

19



Oozie configurations with CDP services

1. Create the credential store (.jceks) and add your AWS access key to it as follows:

hadoop credential create fs.s3a.access. key -provider \
jceks://hdfs/path/to/file.jceks -value access_key_id

For example:

hadoop credential create fs.s3a.access. key -provider \
j ceks:// hdf s/ user/root/awskeyfile.jceks -val ue AKI Al PVYH. . ..

2. Addthe AWS secret to this same keystore.

hadoop credential create fs.s3a.secret.key -provider \
jceks://hdfs/path/to/file.jceks -val ue secret access_key

3. Set hadoop.security.credential.provider.path to the path of the .jceksfile in Oozie's workflow.xml file in the
MapReduce Action's <configuration> section so that the MapReduce framework can load the AWS credentials
that give access to Amazon S3.

<action name="S3j ob">
<map- r educe>
<j ob-tracker>${j obtracker}</job-tracker>
<name- node>${ nanenode} </ nane- node>
<confi guration>
<property>
<nanme>hadoop. security. credential . provi der. pat h</ nane>
<val ue>j ceks://hdfs/path/to/file.jceks</val ue>
</ property>

</ acti on>

To configure an Oozie workflow to use HDFS HA, use the HDFS nameservice instead of the NameNode URI in the
<name-node> element of the workflow.

<acti on nanme="nr-node" >
<map- r educe>
<j ob-tracker>${j obTracker}</job-tracker>
<nane- node>hdf s: // ha- nn</ nanme- node>

where ha-nn is the value of dfs.nameservicesin hdfs-site.xml.

Additional considerations when configuring TLS/SSL for Oozie HA

Y ou can use Hive Warehouse Connector (HWC) with Oozie Spark action by updating job.propertiesfile or action-
level configurations.
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Note: There are known issues related to using Hive Warehouse Connector with Oozie Spark Action. Read
E the known issues and use the workaround listed in the Cloudera Runtime Release Notes.

Steps

1. Create anew SharelLib using a different name, such as hwc.

2. Placethe HWC JAR onto the new Sharel ib. For information about placing HWC JARs in the new Sharel.ib,
see the Appendix - Creating a new ‘hwc’ ShareL ib section below.

3. Execute a ShareLib update.
4. When executing a Spark action using the HWC include the following propertiesin the job.properties file:

oozi e. action. sharelib. for. spark=spark, hnc

Y ou can update the action-level configurations to execute Hive commands using both HWC and non-HWC. If you
have a workflow which contains an action where you would like to use HWC and another action where you do not
want to use HWC, you can achieve the same by specifying the ShareLib properties at the action level.

Example
<spark xm ns="uri:oozie:spark-action:1.0">

<confi guration>

<property xm ns="">

<name>o00zi e. acti on. sharel i b. f or. spar k</ nane>
<val ue>spar k, hwe</ val ue>

</ property>

</ configuration>

</ épar k>
Hive Warehouse Connector for accessing Apache Spark data

The oozie admin commands have to be executed by the oozie user.
1. Kinitasoozie.
2. Check the current available ShareLibs:

oozie admn -shareliblist -oozie {url}

3. Createthefolder for it on HDFS:

hdf s dfs -nkdir /user/ooziel/share/lib/lib_{latestTi mestanp}/hwc
4. Addthe JAR filesto it from the /opt/cloudera/parcel sCDH/jars directory:

* hive-warehouse-connector-assembly-1.0.0.***VERSION NUMBER***-X XX .jar
* hive-jdbc-3.1.3000.***VERSION NUMBER***-X X X_jar
 hive-jdbc-handler-3.1.3000.***VERSION NUMBER***-X XX .jar
 hive-service-3.1.3000.***VERSION NUMBER***-X XX jar

+ spark-sgl-kafka-0-10_2.11-***VERSION NUMBER***-XXX jar

E Note: Do not add any standalone JARs (*-standalone.jar) in this directory.
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5. Update the ShareLib property:

oozi e admi n -sharelibupdate -oozie {url}

6. Listthe Sharelibs again to check if hwcis present:

oozie admin -shareliblist -oozie {url}

Understand how you can use the Hive Warehouse Connector (HWC) with Oozie Spark actions through an example
that creates an application to read tables from Hive using HWC and display its contents. Y ou can do it either by using
aJAR application or by using a Python application.

This example provides detailed information about the job.properties file, workflow.xml file, and application logic
required for this task, and lists the necessary information required for using HWC in Oozie Spark action when you
build an application JAR.

Example application logic

Y ou can package the following Scala application logic into a JAR by using either Maven or SBT
command line utility with the compatible CDP versions. Y ou can call it the org.example package.
The following application logic requires only two dependencies - spark-sgl and HWC.

i nport com hortonwor ks. hwe. Hi veWar ehouseSessi on
i mport org. apache. spark. sqgl . Spar kSessi on

obj ect Exanpl eRun {
def main(args: Array[String]): Unit = {

println("Using H ve Warehouse connector")

// Create a Spark session

val spark = SparkSession. buil der().enabl eH veSupport().getOrC
reate()

// Create a HWC sessi on using the Spark Session

val hive = H veWar ehouseSessi on. sessi on(spark). buil d()

println(args(0)) // Print the input

[/l Query the string provided in the argunments using hive.sql ()

hi ve. sqgl (“SELECT * FROM " + args(0)).show

/1 Cl ose the Spark session

spar k. cl ose()

* Maven method

Add the following dependencies when you build an application JAR by using Maven:

<dependency>

<gr oupl d>or g. apache. spar k</ gr oupl d>
<artifactld>spark-sql_2.11</artifactld>
<ver si on>${ spar k. ver si on} </ ver si on>

</ dependency>

<dependency>
<gr oupl d>com hort onwor ks. hi ve</ gr oupl d>
<artifactld>hi ve-war ehouse-connector_2.11</artifactld>
<versi on>${ hwec. ver si on} </ ver si on>
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</ dependency>
Create a JAR using the following command:

nvn cl ean package - Dspark. versi on=<CDP Spark versi on> - Dhwc.
ver si on=<CDP HWC Ver si on>

For example,

mvn cl ean package -Dspark.version=2.4.7.7.1.7.61-1 -Dhwc. ver
sion=1.0.0.7.1.7.61-1

* SBT method
Add the following library dependencies when you build an application JAR by using SBT:

val sparkVersion = sys. props. get O El se("spark. versi on", "<CDP
Spar k versi on>")

val hwcVersion = sys. props. get O El se("hwe. version", "<CDP HWC
Ver si on>")

| i braryDependenci es ++= Seq(

"com hort onwor ks. hi ve" % "hi ve-war ehouse-connector_2.11" %h
weVer si on % "provi ded",

"org. apache. spar k" %% "spark-sql" % sparkVersion % "provid
ed" force()

Create a JAR file using the following command:

sbt cl ean conpil e assenbly -Dspark. versi on=<CDP Spark versi on>
- Dhwe. ver si on=<CDP HWC Ver si on>

For example,

sbt clean conpil e assenbly -Dspark.version=2.4.7.7.1.7.61-1 -
Dhwc. version=1.0.0.7.1.7.61-1

Save these JAR filesin HDFSin a specific location so that it can be used later in the job.properties
file. The class name here is org.example.ExampleRun which you will use later while specifying the
job.

Examplejob.propertiesfile

HCAT _METASTORE URI =t hrift://myhost-1. nyhost. exanpl e. site: 9083
ROOT_LOGCGER_LEVEL=I NFO

HCAT_PRI NCI PAL=hi ve/ _HOST@XAMPLE. COM

oozi e. action.sharelib. for.spark=spark, hwc

MASTER=yar n

JDBC_PRI NCI PAL=hi ve/ _HOST@EXAMPLE. COM

JDBC_URL=j dbc: hi ve2:// nyhost - 1. myhost . exanpl e. si te: 10001/ def aul t;
transport Mode=ht t p; htt pPat h=cl i servi ce; ssl =t rue; ssl Trust St ore=/v
ar/lib/cloudera-scm agent/agent-cert/cm auto-gl obal truststore.j
ks; trust St or ePasswor d=updat e_t hi s_password

oozi e. wf. appl i cati on. pat h=hdfs:///tnp/ workdir

H VE_TABLE_NAME=sanpl eTabl e

JDBC_MODE=JDBC_CLUSTER

APP_NAME=My App

MODE=c| ust er

JAR=hdf s:///t mp/ wor kdi r/ hwc- exanpl es-1. 0. j ar

CLASSNAME=or g. exanpl e. Exanpl eRun

Ozl E_LAUNCHER_OPTS=" - ver bose: cl ass”
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SPARK _OPTS=--conf spark.driver.extralavaOpti ons='-verbose: cl ass'
--conf spark. executor. extraJavaQpti ons='-verbose: cl ass'

All the values are example values and are indicative of what you need to writein thefile.

HCAT_METASTORE_URI represents the Hive metastore URI and HCAT_PRINCIPAL isthe
configuration required for Kerberos authentication for the Hive metastore. oozie.action.shareli
b.for.spark=spark,hwc must be set asit is. MASTER specifies running Spark in the Y ARN mode.
JDBC_PRINCIPAL isrequired for Kerberos authentication for HiveServer2. JDBC_URL is
required to create a connection to Hive Server 2.

If you run into any classpath issues while executing the Oozie job, then you can check the details
by using OOZIE_LAUNCHER_OPTS and SPARK_OPTS. These configurations show you what
classes are loaded from which JAR filesin the Spark job by checking the YARN logs of the Spark
jab.

Note: The sharelib folder contains an additional folder by the name hwc and this
B folder must not contain a *-standalone.jar (standalone JAR files) in it.

Example wor kflow.xml file

<?xm version="1. 0" encodi ng="utf-8"?>
<wor kf | ow app name="spar k- hwe- hi ve-wf" xm ns="uri : oozi e: wor kf | ow.
1.0">
<credenti al s>
<credential nane="hcatauth" type="hcat">
<property>
<nanme>hcat . met ast ore. uri </ name>
<val ue>${ HCAT_METASTORE_URI } </ val ue>
</ property>
<property>
<name>hcat . net ast or e. pri nci pal </ name>
<val ue>${ HCAT_PRI NCI PAL} </ val ue>
</ property>
</credenti al >
<credential nane="hs2-creds" type="hive2">
<property>
<name>hi ve2. server. pri nci pal </ name>
<val ue>${ JDBC_PRI NCI PAL} </ val ue>
</ property>
<property>
<nane>hi ve2. j dbc. ur | </ name>
<val ue>${ JDBC_URL} </ val ue>
</ property>
</credential >
</credenti al s>

<start to="SPARK HWC JDBC READ'/ >
<action name="SPARK HWC JDBC READ' cred="hs2-creds, hcat aut h">
<spark xm ns="uri: oozie: spark-action:1.0">
<confi guration>
<property>
<name>mapr educe. j ob. hdf s- server s</ nanme>
<val ue>${first Not Nul | (wf: conf (' HDFS_SERVER
S)," '")}</val ue>
</ property>
<property>
<nanme>oo0zi e. | auncher . mapr educe. map. j ava. opt s<
/ nane>
<val ue>${firstNot Nul | (wf:conf (' OOZI E_LAUNCHER OPTS'),' ')1}<
/ val ue>
</ property>
<property>
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<nane>o00zi e. acti on. rootl ogger.| og. | evel </ na
me>
<val ue>${first Not Nul | (wf: conf (' ROOT_LOGGER L
EVEL'),' INFO )}</val ue>
</ property>
</ configuration>
<mast er >${ MASTER} </ nast er >
<nmode>${ MODE} </ node>
<nane>${ APP_NAME} </ nanme>
<cl ass>${ CLASSNAME} </ cl ass>
<jar>${JAR} </ j ar>
<spar k- opt s>--conf spark. sql . hi ve. hi veserver2. jdbc
.url =${JDBC_URL} --conf spark.sql.extensions="com hortonworks.s
park.sql . rul e. Ext ensi ons" --conf spark. datasource. hive. war ehouse
.read. node=${JDBC_MODE} --conf spark.sql.hive. hiveserver2.jdbc.u
ri.principal =${JDBC_PRI NCl PAL} ${firstNot Nul | (wf:conf ("' SPARK_OPT
S)," ')}</spark-opts>
<ar g>${ H VE_TABLE_NAME} </ ar g>
</ spar k>
<ok to="end"/>
<error to="fail"/>
</ action>

<kill name="fail">
<nmessage>Wor kfl ow failed, error nmessage[ ${wf: error Mess
age(wf: | ast ErrorNode())} </ nessage>
</Kill>
<end nanme="end"/>
</ wor kf | ow app>

Save this workflow.xml file in the directory where you have defined oozie.wf.application.path.

The different properties seenin “${}” are properties that are written either in the job.properties

file or can be passed in the command line. Notice that the <spark-opts> tag contains the necessary
configurations that are required for HWC. The <arg> tag contains the input for the application. The
<arg>tag is currently set to a Hive table name which is used by a SELECT statement written in the
application code.

Note: Do not include the HWC JAR file anywhere in the workflow.xml file as part
E of the Spark Job. Thefileis present in the sharelib folder that is explicitly created for
HWC.

This example provides detailed information about the job.properties file, workflow.xml file, and application logic
required for this task, and lists the necessary information required for using HWC in Oozie Spark action when a
Python application is built.

Example application logic

i mport sys
from pyspark.sql inmport SparkSession
from pyspark_|lap inport H veWar ehouseSessi on

spark = SparkSessi on. bui | der. enabl eHi veSupport (). get O Creat e()
hwe = Hi veWar ehouseSessi on. sessi on(spark) . buil d()

t abl eNanme = sys. argv[ 1]

print "=======Reading hive table - " + tableNane + " via ===

# Read via HWC
hwe. sql ("select * from" + tabl eNane). show()

hwe. cl ose()
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spar k. st op()

Y ou are using the pyspark module and HWC specific pyspark_llap module for executing the Python
program. The pyspark_llap module is derived from the HWC artifacts given in the CDP builds.

Examplejob.propertiesfile

HCAT_METASTORE_URI =t hri ft://nyhos

t-1. myhost . exanpl e. site: 9083

ROOT_LOGGER_LEVEL=l NFO

HCAT_PRI NCl PAL=hi ve/ _HOST@XAVPLE. COM

oozi e. action.sharelib. for.spark=spark, hwc

MASTER=yar n

JDBC_PRI NCI PAL=hi ve/ _HOST@EXAMPLE. COM

JDBC_URL=j dbc: hi ve2: // nyhost - 1. nyhost . exanpl e. si te: 10001/ def aul t

;transport Mode=htt p; htt pPat h=cli servi ce; ssl =true; ssl Trust St or e=/

var/|i b/ cl ouder a- scn agent/ agent -cert/cm aut o- gl obal _truststore.

j ks; trust St or ePasswor d=update_t hi s_password

oozi e. wf. appl i cati on. pat h=hdfs:///tnp/ workdir

H VE_TABLE_NAME=sanpl eTabl e

JDBC_MODE=JDBC_CLUSTER

APP_NAME=My App

MODE=c| ust er

PY_FI LE=hdf s: ///t np/ wor kdi r/ t est hwcr ead. py

PYSPARK HWC ZI P=/ opt/ cl ouder a/ par cel s/ CDH | i b/ hi ve_war ehouse_con

nector/pyspark_hwc-1.0.0.7.1.7.61-1.zip

Ozl E_LAUNCHER_OPTS=" - ver bose: cl ass”

SPARK _OPTS=--conf spark.driver.extralJavaOpti ons='-verbose: cl ass'
--conf spark. executor. extraJavaQpti ons='-verbose: cl ass'

All the values are example values and are indicative of what you need to write in the file.

HCAT_METASTORE_URI represents the hive metastore URI and HCAT_PRINCIPAL isthe
configuration required for Kerberos authentication for the Hive metastore. oozie.action.shareli
b.for.spark=spark,hwc must be set asit is. MASTER specifies running Spark in the Y ARN mode.
JDBC_PRINCIPAL isrequired for Kerberos authentication for HiveServer2. JDBC_URL is
required to create a connection to Hive Server 2.

If you run into any classpath issues while executing the Oozie job, then you can check the details
by using OOZIE_LAUNCHER_OPTS and SPARK_OPTS. These configurations show you what
classes are loaded from which JAR filesin the Spark job by checking the Y ARN logs of the Spark
job.

Note: The sharelib folder contains an additional folder by the name hwc and this
B folder must not contain a*-standalone.jar (standalone JAR files) init.

Example wor kflow.xml file

<?xm version="1.0" encodi ng="utf-8"?>
<wor kf | ow- app name="spar k- hwec- hi ve-wf" xm ns="uri: oozi e: wor kf | ow
1.0">
<credenti al s>
<credential nane="hcatauth" type="hcat">
<property>
<nane>hcat . net ast or e. uri </ name>
<val ue>${ HCAT METASTORE URI } </ val ue>
</ property>
<property>
<name>hcat . met ast or e. pri nci pal </ name>
<val ue>${ HCAT_PRI NCI PAL} </ val ue>
</ property>
</credential >
<credential nane="hs2-creds" type="hive2">
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<property>
<nane>hi ve2. server. pri nci pal </ name>
<val ue>${ JDBC_PRI NCI PAL} </ val ue>

</ property>

<property>
<name>hi ve2. j dbc. url </ name>
<val ue>${JDBC_URL} </ val ue>

</ property>

</credenti al >
</credenti al s>

<start to="SPARK HWC JDBC READ'/ >
<action name="SPARK HWC JDBC READ' cred="hs2-creds, hcat aut h">
<spark xm ns="uri: oozie: spark-action:1.0">
<confi guration>
<property>
<nanme>mapr educe. j ob. hdf s- ser ver s</ name>
<val ue>${first Not Nul | (wf: conf (' HDFS_SERVER
S)," ')}</val ue>
</ property>
<property>
<name>o00zi e. | auncher . mapr educe. nap. j ava. opt s<
/ nane>
<val ue>${first Not Nul | (wf: conf (' O0ZlI E_LAUNCHER
_OPTS ),"' ')}</val ue>
</ property>
<property>
<name>o00zi e. acti on. root | ogger. | og. | evel </ nane
>
<val ue>${first Not Nul | (wf: conf (' ROOT_LOGGER
_LEVEL'),'INFO ) }</val ue>
</ property>
</ configuration>
<mast er >${ MASTER} </ nast er >
<node>${ MODE} </ node>
<name>${ APP_NAME} </ nane>
<jar>${PY_FILE}</j ar>
<spar k- opt s>- - conf spark. sql . hi ve. hi veserver2.jdbc. ur
| =${JDBC_URL} --conf spark.sqgl.extensi ons="com hortonworks. spar
k.sqgl . rul e. Ext ensi ons" --conf spark. datasource. hi ve. war ehouse. re
ad. node=${ JDBC_MODE} --conf spark.sql.hive.hiveserver2.jdbc.url.
princi pal =${ JDBC PRI NCl PAL} --conf spark. submnit. pyFil es=${ PYSPAR
K HAC ZI P} ${firstNotNull (wf:conf(' SPARK_ OPTS'),"' ')}</spark-opt
S>
<ar g>${ H VE_TABLE_NAME} </ ar g>
</ spar k>
<ok to="end"/>
<error to="fail"/>
</ action>

<kill name="fail">
<message>Wor kfl ow failed, error nmessage[ ${wf: error Mess
age(wf: | ast ErrorNode())} </ message>
</kill>
<end nane="end"/>
</ wor kf | ow app>

Save thisworkflow.xml file in the directory where you have defined oozie.wf.application.path. The
different propertiesseenin “${}” are properties that are written either in the job.properties file or
can be passed in the command line. The <spark-opts> tag contains the necessary configurations that
arerequired for HWC. The <arg> tag contains the input for the application that needsto be run. Itis
currently set to a Hive table name which is used for executing a SELECT query on the same table.
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Note: Do not include the HWC JAR anywhere in the workflow.xml file as part of
E the Spark Job. It is aready present in the sharelib folder that is explicitly created for
HWC.

Learn about how Oozie handles the client configuration files for different actions that rely on Hadoop, Hive, and so
on, clients.

In certain cases, it is necessary to have the required client configurations (site.xml files) available for action
executionsin YARN. Previously, you manually copied some site.xml files to either your workflow lib folder or the
corresponding Oozie ShareLib. This section summarizes how Oozie utilizes the client configuration files.

The hive-sitexml is not automatically propagated to Y ARN. The Hive2 action executes the beeline command, which
uses the hive-sitexml file from /etc/hive/conf.

Oozie automatically propagates the hbase-site.xml to Y ARN if the conditions described in the Conditions section are
met.

The hbase-site.xml, hive-site.xml, and sqoop-site.xml are propagated to the Y ARN container if the corresponding
conditions mentioned in the Conditions section are met.

Oozie automatically propagates the sqoop-site.xml to YARN if the conditions described in the Conditions section are
met.

Oozie automatically propagates the hive-site xml to YARN if the Hive service dependency is enabled for Ooziein
Cloudera Manager.

Oozie automatically propagates the hbase-site.xml to YARN if the HBase service dependency is enabled for Oozie in
Cloudera Manager.

Oozie automatically propagates the hive-site xml to YARN if the conditions described in the Conditions section are
met.

Oozie automatically propagates the sqoop-sitexml to YARN if the Sqoop client dependency is enabled for Oozie in
Cloudera Manager.

Oozie automatically propagates the hbase-site.xml to YARN if the HBase service dependency is enabled for Ooziein
Cloudera Manager.

All the client configurations are only automatically saved to the YARN container if no existing file is already
present. This allows you to manually make a client configuration file available in the Workflow's lib folder or the
corresponding Oozie ShareLib.

The following applies to the client configurations mentioned in the sections above, where the Conditions section is
referenced:

To enable Oozie to automatically copy the client configuration files, the following dependencies must be enabled in
Cloudera Manager for Qozie:
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¢ hbase-sitexml

HBase service dependency.
* hive-sitexml

Hive service dependency.
e sgoop-sitexml

Sqoop client dependency.
Automatic propagation of these configurations can be disabled by setting the following settings to true:

* hbase-site.xml: oozie.action.propagate.hbase-site.xml.disabled
« hive-site.xml: oozie.action.propagate.hive-site.xml .disabled
* sgoop-site.xml: 0ozie.action.propagate.sqoop-site.xml.disabled

Y ou can configure these settings globally using a safety-valve, or in the Workflow's global configuration, or in the
job.propertiesfile, or at the action-level through the action's configuration in the workflow definition. The order of
precedenceis as follows:

1. Action-level configuration

2. Workflow global configuration
3. job.properties configuration

4. Global safety-valve configuration

This section describes how to re-enable the Spark actions, provides guidance on migrating your workflows from
Spark actions to Spark 3 actions, highlights the differences between the two, and outlines the enhancements made to
Spark actions to simplify the migration process.

Spark actions based on Spark 2 are no longer supported in Oozie because Spark 2 is deprecated. Both schema
definitions and action execution implementations for Spark 2 are completely removed from Oozie. Hence, any
Workflow file containing a Spark action fails to parse. Since Spark actions are removed and no longer available, you
cannot re-enable them. Oozie supports the new Spark 3 based Spark 3 actions. To continue using Apache Spark with
Oozie, you must migrate to Spark 3.

While Spark actions are initially disabled, you have the flexibility to enable them at your discretion if you still want to
utilize them.

Perform the following steps to enable Spark action globally through Cloudera Manager:

1. Navigateto Oozie's configuration page in Cloudera Manager.
2. Search for Oozie Server Advanced Configuration Snippet (Safety Valve) for oozie-site.xml.
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3. Add anew property named oozie.action.spark.enabled with the value true.

@ OOZIE-1  Actons~

Status  Instances  Configuration = Commands  Charts Library  Audits Web Ul v  Quick Links ~

Q Oozie Server Advanced Configuration Snippet (Safety Valve) for oozie-site.xml

Filters
Oozie Server Advanced Configuration Snippet Oozie Server Default Group 'O Undo

v SCOPE (Safety Valve) for oozie-site.xml

00ZIE-1 (Service-Wide) 0 IR R LSRN Name ‘ oozie.action.spark.enabled

Oozie Server 1

Value ‘

v CATEGORY true

Mair 0 o

Advanced 1 Description ‘

Database (

Logs ¢ (JFinal

Monitoring

4. Savethe modifications.
5. Allow Cloudera Manager some time to recognize the changes.
6. Redeploy Oozie.

Note: You can aso enable the above setting through the same safety-valve property before upgrading to
Private Cloud Base 7.1.9 or higher. By doing so, you can ensure that your scheduled Spark 2 applications
with Oozie continue to run successfully after the upgrade, avoiding any potential failures.

If you do not want to enable Spark actions globally, you can enable them on a per workflow basis. To do so, set the
value of the oozie.action.spark.enabled property to true in the global configuration of the specific workflow. For
example:

<wor kf | ow app nanme="spar k_wor kf | ow' xm ns="uri: oozi e: wor kf| ow 1. 0" >
<gl obal >
<confi guration>
<property>
<nanme>o00zi e. acti on. spar k. enabl ed</ name>
<val ue>t rue</val ue>
</ property>
</ configuration>
</ gl obal >
<start to="spark_action"/>
<action name="spark_action">

By following this approach, if your workflow contains multiple Spark actions, all of them will be enabled and
operational.

Y ou can also enable Spark actions for a given workflow by specifying the oozie.action.spark.enabled property in your
job.propertiesfile.
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If you want to further restrict the enablement of a Spark action, you have the option to enable it only for a specific
Spark action within aworkflow. This can be achieved by utilizing the oozie.action.spark.enabled property in the
configuration of that particular action. For example:

<wor kf | ow app nanme="spar k_wor kf | ow' xm ns="uri: oozi e: wor kf| ow 1. 0" >
<start to="spark_action"/>
<action name="spark_action">
<spark xm ns="uri:oozie: spark-action:1.0">
<r esour ce- manager >${ r esour ceManager } </ r esour ce- nanager >
<nane- node>${ naneNode} </ name- node>
<confi guration>
<property>
<name>o00zi e. acti on. spar k. enabl ed</ nane>
<val ue>t rue</ val ue>
</ property>
</ configuration>

The order of precedence for the above optionsis as follows:

1. If you have configured the property at the action level, it takes precedence over all other settings, and the
remaining configurations are disregarded.

2. If you have configured the property in the global configuration of the workflow, the value from there is used.

3. If the setting is not available in either of the previous locations, the value configured in your job.propertiesfileis
used instead.

4. Lastly, the global safety-valve setting comesinto effect.

Spark 2 supports both PySpark and JavaSpark applications. Learn how to use a custom Python executable in agiven
Spark action.

In case of PySpark, in Spark 2, you can designate a custom Python executable for your Spark application by utilizing
the spark.pyspark.python Spark conf argument. For more details, see Spark 2.4 documentation. Consequently, if you
include the spark.pyspark.python Spark conf argument in your Oozie Spark action, the Python executable you specify
is used when executing the Spark action through Oozie.

To simplify the usage of a customized Python executable with Oozie's Spark action, you can use the oozie.service.Sp
arkConfigurationService.spark.pyspark.python property. This property functions similarly to Spark's spark.pyspar
k.python conf argument, allowing you to specify a custom Python executable. Oozie then passes this executable to the
underlying Spark application executed through Oozie.

Y ou can specify the oozie.service.SparkConfigurationService.spark.pyspark.python property in different ways.

You can set it globally in Cloudera Manager through a safety-valve. To do that, perform the following steps:

1. Navigateto Oozie's configuration page in Cloudera Manager.
2. Search for Oozie Server Advanced Configuration Snippet (Sefety Valve) for oozie-sitexml.
3. Add anew property named oozie.service.SparkConfigurationService.spark.pyspark.python.
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4. Specify itsvalue to point to your custom Python executable.

For example, if you installed Python 3.7 to /opt/python37-for-oozie, then specify the value as /opt/python37-for-
oozie/bin/python3.

®© @ OOZIE-1  Actions~

Status  Instances  Configuration = Commands  Charts Library  Audits Web Ul v  Quick Links ~

Q Oozie Server Advanced Configuration Snippet (Safety Valve) for oozie-site.xml

Filters
Oozie Server Advanced Configuration Snippet Oozie Server Default Group 'O Undo
v SCOPE (Safety Valve) for oozie-site.xml
1 % oozie_config._safety_valve Name oozie.service.SparkConfigurationService.spark.pyspark.python
Oozie Server 1
Val -for-0ozi

« CATEGORY alue /opt/python37-for-oozie/bin/python3

Advanced 1 Description

[(JFinal

5. Save the modifications.
6. Allow Cloudera Manager some time to recognize the changes.
7. Redeploy Oozie.

Y ou can also specify a custom Python executable for a given workflow using the same property:

<wor kf | ow- app nanme="spar k_wor kf | ow' xm ns="uri :oozi e: wor kfl ow. 1. 0" >
<gl obal >
<confi guration>
<property>
<name>00zi e. servi ce. Spar kConfi gurati onServi ce. spar k. pyspar k
pyt hon</ nane>
<val ue>/ opt/ pyt hon37-f or - oozi e/ bi n/ pyt hon3</ val ue>
</ property>
</ configuration>
</ gl obal >
<start to="spark_action"/>
<action name="spark_action">

The same workflow-level Python executable can be achieved if you set the property in your job.propertiesfile.

Finally, you can only change the Python executable for a given Spark action. For example:

<wor kf | ow- app nanme="spar k_wor kf | ow' xm ns="uri : oozi e: wor kfl ow. 1. 0" >
<start to="spark_action"/>
<action name="spark_action">
<spark xm ns="uri:oozie:spark-action:1.0">
<r esour ce- manager >${r esour ceManager } </ r esour ce- nanager >
<nane- node>${ naneNode} </ nane- node>
<confi guration>
<property>
<name>o00zi e. servi ce. Spar kConf i gurati onSer vi ce. spar k. pys
par k. pyt hon</ nane>
<val ue>/ opt/ pyt hon37-f or - oozi e/ bi n/ pyt hon3</ val ue>
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</ property>
</ configuration>

The following order of precedenceis applied for this configuration:

1. Oozie does not override the configuration of spark.pyspark.python in the <spark-opts> tag of your action
definition if you have aready set it.

2. If you have configured the property at the action level, it takes precedence over al other settings, and the
remaining configurations are disregarded.

3. If you have configured the property in the global configuration of the workflow, the value from there is used.

4. If the setting is not available in either of the previous locations, the value configured in your job.propertiesfileis
used.

5. Lastly, the global safety-valve setting comesinto effect.

It isalso possible to inform Oozie that you do not want to use a custom Python executable in a given Spark action, but
you want to use the default one configured for Spark 2, even if you already configured at alower level of precedence.
For instance, if the oozie.service.SparkConfigurationService.spark.pyspark.python is set as a safety-valve to /opt/pyt
hon37-for-oozie/bin/python3, but in aworkflow or in a specific action you want to use the default Python executable
configured for Spark 2, you can set the value of the property to default. For example:

<wor kf | ow- app nanme="spar k_wor kf | ow' xm ns="uri : oozi e: wor kfl ow. 1. 0" >
<gl obal >
<confi guration>
<property>
<nanme>o00zi e. servi ce. Spar kConfi gur ati onSer vi ce. spar k. pyspark.
pyt hon</ nane>
<val ue>def aul t </ val ue>
</ property>
</ configuration>
</ gl obal >
<start to="spark_action"/>
<action name="spark_action">

In this scenario, the value set in Cloudera Manager in Oozi€' s safety-valve configuration, isignored, and the spark.py
spark.python Spark conf isnot set at all.

Important: If you choose to use a custom Python executable in Spark actions, then the given executable
& must be available on al nodes where Y ARN Node Manager is aso available.

Note: Since Spark 2 supports Python up to Python 3.7, you can use the above configuration option to specify
Ij any custom Python installation from 2.7 to 3.7.

Refer to the following for the schema of a Spark 3 Oozie action.

<xs: schema el enent For mDef aul t =" qual i fi ed"
t ar get Namespace="uri: oozi e: spar k3-action: 1. 0"
xm ns: spar k3="uri: oozi e: spark3-action: 1. 0"
xm ns: xs="http://ww. w3. or g/ 2001/ XM_Schena" >
<xs:include schemaLocati on="00zi e- common- 1. 0. xsd"/ >
<xs: el ement nane="spark3" type="spark3: ACTI ON'/ >
<xs: conpl exType nane="ACTI ON'>
<XsS: sequence>
<xs: el ement nmaxQccurs="1" minCccurs="1" name="resour ce- manager"
type="xs:string"/>
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<xs: el ement maxQOccurs="1" mni nCccurs="0" nanme="nane- node" type=
"xs:string"/>

<xs: el ement nmaxQccurs="1" minCccurs="0" nanme="prepare" type="s
par k3: PREPARE" / >

<xs: el ement maxQOccurs="1" m nCccurs="0" nanme="I| auncher" type="s
par k3: LAUNCHER' / >

<xs: el ement maxQccur s="unbounded" mi nCccurs="0" nanme="j ob-xm "

type="xs:string"/>

<xs: el ement maxQccurs="1" minCccurs="0" name="configuration" typ
e="spar k3: CONFI GURATI ON'/ >

<xs:el ement maxQOccurs="1" m nCccurs="1" nanme="master" type="x
s:string"/>

<xs: el ement maxQccurs="1" mi nCccurs="0" name="node" type="xs:str

ing"/>

<xs: el ement nmaxQccurs="1" mi nCccurs="1" name="nane" type="xs:
string"/>

<xs: el ement maxQOccurs="1" m nCccurs="0" nanme="cl ass" type="xs:
string"/>

<xs:el ement maxCccurs="1" m nCccurs="1" nane="jar" type="xs: st
ring"/>

<xs: el ement nmaxQccurs="1" mi nCccurs="0" nanme="spark-opts" type="
Xs:string"/>
<xs: el ement maxCccur s="unbounded
="xs:string"/>
<xs: el ement maxQccur s="unbounded" mi nCccurs="0" name="file" t
ype="xs:string"/>
<xs: el enent nmaxQOccur s="unbounded
type="xs:string"/>
</ xs: sequence>
</ xs: conpl exType>
</ xs: schema>

m nOccur s="0" name="arg" type

m nCccur s="0" nane="ar chi ve"

Learn about the differences between a Spark action and a Spark 3 action definition, the difference in the logging
frameworks used in Spark and Spark 3, and the action credentials.

There are several notable distinctions between a Spark action and a Spark 3 action definition. Firstly, the XML
element representing the action differs between the two. For Spark actions, it is denoted as spark, whereas for Spark 3
actions, it islabeled as spark3.

Additionally, the support for certain tags also varies. Specifically, the Spark 3 action definition does not include
support for the job-tracker tag, but instead exclusively employs the resource-manager tag.

In contrast to Oozie's Spark action, where omitting the <mode> tag in the workflow definition allows setting the <mas
ter> tag to either yarn-cluster or yarn-client, the same flexibility does not apply to Spark 3 actions. With Spark 3
actions, if you previously set the <master> tag to yarn-cluster in Spark actions, you must set the <master> tag to yarn
and the <mode> tag to cluster in Spark 3 actions. Similarly, if you previously set the <master> tag to yarn-client in
Spark actions, for Spark 3 actions, you must set the <master> tag to yarn and the <mode> tag to client.

To configure Spark actions, there are multiple configuration options available. These options are prefixed with 00zi
e.service.SparkConfigurationService. For example:

» oozie.service.SparkConfigurationService.spark.configurations.blacklist
« oozie.service.SparkConfigurationService.hive2.configurations

In order to differentiate between configurations for Spark actions and Spark 3 actions, the prefix for properties related
to Spark 3 actionsis modified to oozie.service.Spark3ConfigurationService.
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During the migration from Spark actionsto Spark 3 actions, it is necessary to adjust the prefix for any Spark action
configuration that is configured in Cloudera Manager using a safety-valve.

When comparing Spark 2 and Spark 3, there is a difference in the logging frameworks used. While Spark 2 relies on
log4j or reloaddj, Spark 3 has transitioned to log4j2. As aresult, Oozie's Spark 3 action also utilizes log4j2.

Oozie provides alogging property file for both Spark and Spark 3 actions. However, thereisadistinctionin the
naming conventions of these files. In the case of Spark actions, the file is named spark-log4j.properties, whereas for
Spark 3 actions, it is named spark3-1og4j2.properties.

During the migration process from Spark to Spark 3 actions, if you have a custom spark-log4j.properties file located
in the lib folder of your workflow or within Oozi€'s ShareLib, you need to rename thisfile. Since Spark 3 useslog4j2,
you might also need to modify your custom Spark logging configuration file to ensure compatibility with log4j2.

The Spark 3 action in Oozie provides support for the same credential s as Spark actions.

Learn how to use a custom Python executable in a given Spark 3 action.

Similar to Spark 2, Spark 3 aso provides the capability to define a custom Python executable for use with spark3-
submit through the spark.pyspark.python Spark 3 conf argument. For more details, please see the Latest Spark3
documentation. Consequently, if you include the spark.pyspark.python Spark 3 conf in your Oozie Spark 3 action, the
Python executable you specify is used when executing the Spark 3 action through Oozie.

To simplify the usage of a customized Python executable with Oozi€'s Spark 3 action, you can use the oozie.servic
e.Spark3ConfigurationService.spark.pyspark.python property. This property functions similar to Spark 3's spark.py
spark.python conf argument, allowing you to specify a custom Python executable. Oozie then passes this executable
to the underlying Spark 3 application executed through Oozie.

Y ou can specify this configuration in different ways.

You can set it globally in Cloudera Manager. To do that, perform the following steps:

1. Navigateto Oozie's configuration page in Cloudera Manager.
2. Search for Python Executable for Spark3 Actions.
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3. Specify itsvalueto point to your custom Python executable.

For example, if you installed Python 3.7 to /opt/python37-for-oozie, then specify the value as /opt/python37-for-
oozie/bin/python3.

@ OOZIE-T  ctons-

Status  Instances  Configuration = Commands  Charts Library  Audits = Web Ul v  Quick Links +

Q Python Executable for Spark3 Actions

Filters
Python Executable for Spark3 Actions OOZIE-1 (Service-Wide)
v SCOPE i
E;zr:znserwce Spark3ConfigurationService.spark.pyspark /opt/python37-for-oozie/bin/python3
OOZIE-1 (Service-Wide) 1 ¥ spark3_python_executable
Oozie Serve C
v CATEGORY

4. Savethe modifications.
5. Allow Cloudera Manager some time to recognize the changes.
6. Redeploy Oozie.

Y ou can a'so specify a custom Python executable for a given workflow using the same property:

<wor kf | ow- app nanme="spar k_wor kf | ow' xm ns="uri :oozi e: workfl ow, 1. 0" >
<gl obal >
<confi guration>
<property>
<nanme>o00zi e. servi ce. Spar k3Conf i gurati onServi ce. spar k. pyspar k
. pyt hon</ name>
<val ue>/ opt/ pyt hon37-f or - oozi e/ bi n/ pyt hon3</ val ue>
</ property>
</ configuration>
</ gl obal >
<start to="spark_action"/>
<action name="spark_action">

The same workflow-level Python executable can be achieved if you set the property in your job.propertiesfile.

Finally, you can only change the Python executable for a given Spark 3 action. For example:

<wor kf | ow app name="spar k_wor kf | ow' xm ns="uri: oozi e: wor kf| ow 1. 0" >
<start to="spark_action"/>
<action name="spark_action">
<spar k3 xm ns="uri: oozi e: spark3-action: 1.0">
<r esour ce- manager >${ r esour ceManager } </ r esour ce- nanager >
<nane- node>${ naneNode} </ nane- node>
<confi guration>
<property>
<name>00zi e. servi ce. Spar k3Confi gur ati onServi ce. spark
pyspar k. pyt hon</ nane>
<val ue>/ opt/ pyt hon37-f or - oozi e/ bi n/ pyt hon3</ val ue>
</ property>
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</ configuration>

The following order of precedenceis applied for this configuration:

1. Oozie does not override the configuration of spark.pyspark.python in the <spark-opts> tag of your action
definition if you have already set it.

2. If you have configured the property at the action level, it takes precedence over al other settings, and the
remaining configurations are disregarded.

3. If you have configured the property in the global configuration of the workflow, the value from thereis used.

4. If the setting is not available in either of the previous locations, the value configured in your job.propertiesfileis
used.

5. Lastly, the global setting in Cloudera Manager comes into effect.

It isalso possible to inform Oozie that you do not want to use a custom Python executable in a given Spark 3

action, but you want to use the default one configured for Spark 3, even if you already configured at alower level of
precedence. For instance, if the Python Executable for Spark3 Actions property is set in Cloudera Manager to /opt/pyt
hon37-for-oozie/bin/python3, but in aworkflow or in a specific action you want to use the default Python executable
configured for Spark 3, you can set the value of the property to default. For example:

<wor kf | ow app nanme="spar k_wor kf | ow' xm ns="uri : oozi e: workfl ow. 1. 0" >
<gl obal >
<confi guration>
<property>
<nanme>o00zi e. servi ce. Spar k3Conf i gurati onServi ce. spar k. pyspar k
. pyt hon</ name>
<val ue>def aul t </ val ue>
</ property>
</ configuration>
</ gl obal >
<start to="spark_action"/>
<action name="spark_action">

In this scenario, the value set in Cloudera Manager is ignored, and the spark.pyspark.python Spark 3 conf is not set at
all.

Important: If you choose to use a custom Python executable in Spark 3 actions, then the given executable
must be available on all nodes where Y ARN Node Manager isalso available.

To facilitate smooth transitions from Oozie's Spark actions to Spark 3 actions, you can use the Spark 3 compatibility
action executor. The purpose of this executor isto allow you to retain your existing Spark action definitionsin your
workflows while executing them with Spark 3 instead of Spark 2.

When you use this executor, Oozie automatically converts a Spark action definition to a Spark 3 action definition
before executing it. To configure the Spark 3 action, Oozie utilizes the Spark action configurations (prefixed with
oozie.service.SparkConfigurationService) and converts them to Spark 3 configurations.

This feature enables you to run Spark 3 actions without making any modifications to your workflow definitions.

Important: However, it isimportant to note that this compatibility executor should be considered as a
temporary solution while you transition your Spark action definitions to Spark 3 action definitions. It might
not support all the features provided by the actual Spark 3 action executor.

Additionally, remember that your Python or Java Spark actions must be runtime and binary compatible with Spark 3.
Thisis necessary to execute them using the compatibility action executor. For more detailed information on thistopic,
please refer to the Migration of Spark 2 applications in this document.
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To enable Spark 3 compatibility mode for Spark 2 action workflow definitions, you use the oozie.action.spark.compa
tibility property.

Y ou can configure this property in the following ways:
» Glaobal configuration:

1. Go to the Oozie configuration page in Cloudera Manager and search for Oozie Server Advanced Configurat
ion Snippet (Safety Valve) for oozie-site.xml.
2. Add anew key with the name oozie.action.spark.compatibility and set the value to true.
3. Redeploy Oozie.
«  Workflow-level configuration

Add the property to the global configuration section of your workflow.xml file. Alternatively, you can add it to
your job.propertiesfile.
« Action-level Configuration

If you only want to enable compatibility mode for a specific Spark action in your workflow definition, add an
action-level property with the name oozie.action.spark.compatibility and set the value to true.

Due to the high customizability of Oozie's Spark and Spark 3 actions, certain restrictions and limitations have been
introduced. The current known limitations are outlined as follows:

» Thefollowing properties are not permitted in your action configuration, which includes configurations at the
global level, workflow level, and action level:

» oozie.action.sharelib.for.spark
e oozie.action.sharelib.for.spark3
» oozieaction.sharelib.for.spark.exclude
» oozieaction.sharelib.for.spark3.exclude

« Asthe Spark 3 action utilizes log4j2 instead of og4j (used by the Spark action), it is crucial to avoid mixing the
two in compatibility mode. Therefore, having a spark-log4j.properties file in the lib folder of your workflow or in
ShareLib is not allowed.

Migration of Spark 2 applications

This section provides you some examples of Spark 3 with Python and Java applications.

<wor kf | ow app nanme="JavaSpar k" xm ns="uri: oozi e: wor kfl ow 1. 0" >
<credenti al s>
<credential nane="hive-credential" type="hive2">
<property>
<name>hi ve2. j dbc. url </ name>
<val ue>j dbc: hive2://...</val ue>
</ property>
<property>
<nane>hi ve2. server. pri nci pal </ name>
<val ue>. .. </val ue>
</ property>
</credenti al >
</credenti al s>
<start to="spark-node-javaspark"/>
<action nanme="spar k- node-j avaspar k" cred="hive-credential ">
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<spar k3 xm ns="uri: oozie: spark3-action: 1. 0">
<r esour ce- manager >${r esour ceManager } </ r esour ce- nanager >
<nane- node>${ nanmeNode} </ nane- node>
<mast er >${ nast er } </ nast er >
<node>${ node} </ node>
<name>JavaSpar k- Exanpl e</ nane>
<cl ass>com conpany. spar k. JavaSpar k</ cl ass>
<j ar >${ nameNode} / user/ ${w : user () }/j avaspark_I i b/ JavaSpar kFor Qo
zie.jar</jar>
<ar g>%{i nput Fi | e} </ ar g>
</ spar k3>
<ok to="end"/>
<error to="fail"/>
</ action>
<kill name="fail">
<nessage>Wor kfl ow failed, error
nmessage[ ${wf : error Message(Ww : | ast Error Node())}]
</ message>
</kill>
<end nanme="end"/>
</ wor kf | ow app>

<wor kf | ow app name="PySpar k" xm ns="uri:oozie: workflow 1.0">
<credenti al s>
<credential nane="hive-credential" type="hive2">
<property>
<nane>hi ve2. j dbc. url </ nane>
<val ue>j dbc: hive2://...</val ue>
</ property>
<property>
<name>hi ve2. server. pri nci pal </ name>
<val ue>. .. </val ue>
</ property>
</credenti al >
</credenti al s>
<start to="spark-node-pyspark"/>
<action nanme="spar k- node- pyspar k" cred="hi ve-credential ">
<spar k3 xm ns="uri: oozi e: spark3-action:1.0">
<r esour ce- manager >${ r esour ceManager } </ r esour ce- nanager >
<nane- node>${ naneNode} </ nanme- node>
<mast er >${ mast er } </ mast er >
<nmode>${ node} </ node>
<name>Py Spar k- Exanpl e</ nane>
<j ar>${pyt honScript}</jar>
<arg>${i nput Fi | e} </ arg>
</ spar k3>
<ok to="end"/>
<error to="fail"/>
</ action>
<kill nanme="fail">
<nessage>Wor kfl ow fail ed, error
nessage[ ${ W : error Message(w : | ast Error Node() ) }]
</ message>
</kill>
<end nanme="end"/>
</ wor kf | ow app>
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Learn about how to execute Spark 3's spark3-submit through Oozi€e's Shell action.

Similar to the support for executing Spark 2's spark-submit through Oozie's Shell action, Cloudera aso provides full
support for executing Spark 3's spark3-submit through Oozie's Shell action.

As Oozie utilizes delegation tokens instead of Kerberosticketsin its YARN applications, it is recommended to unset
the HADOOP_TOKEN_FILE_LOCATION environment variablein your Shell script before executing spark3-
submit, if you intend to use spark3-submit without relying on Oozi€'s default delegation tokens. Thisis because
spark3-submit might not function properly with both delegation tokens and Kerberos tickets. However, to ensure the
successful completion of your Shell action, please ensure that you reset the HADOOP_TOKEN_FILE_LOCATION
environment variable after the execution of your custom Shell script segment. The following exampleillustrates how
you can accomplish this:

#! [ usr/ bi n/ env bash
# By executing the conmands within brackets,
# we can ensure that the parent environment renains untouched

(
unset HADOOP_TOKEN FI LE_LOCATI ON

kinit -kt /var/keytabs/user.keytab user

[ usr/bin/spark3-subnit --naster yarn --depl oy-node cluster \
create_tabl e with_data_spark3. py tabl eUsi ngSpar k3Fr onShel | Acti on

[ usr/bin/spark3-submt --master yarn --deploy-node cluster \
read_created_table.py tabl eUsi ngSpar k3Fr onShel | Acti on

To ensure a smooth migration of your underlying Spark 2 application when using Oozie's Spark 3 action, itis highly
recommended to follow the official Spark 2 to Spark 3 migration guide. Specifically, refer to the Cloudera runtime
documentation's comprehensive resource titled Migrating Spark applications.

This guide provides you with detailed instructions and best practices specifically tailored to the migration process. By
adhering to this guide, you can effectively transition your Spark 2 application and leverage the capabilities of Spark 3
seamlessly within Oozie.

It ishighly advised to first test your migrated Spark 3 applications directly using the official Spark 3 runtime. By
executing your applications with spark3-submit before running them as Oozie actions, you can identify any potential
issues and find the root cause. This approach enables you to determine whether any problems arise from Oozie, Spark
3itsdlf, or the compatibility of your migrated application. Taking this proactive step assists you in troubleshooting
and resolving any potential obstacles during the migration process.

If you are currently running Java applications with Oozie's Spark action, there are several important considerations
and steps to follow:

» Recompile your application using Spark 3 dependencies instead of Spark 2 dependencies.

« |f youare using Scala, it may be necessary to migrate from Scala 2.11 to Scala 2.12 according to the official Spark
migration guide.

« |f your application relies on the Scala module of the Jackson library, you might need to replace the Scala2.11
flavor with the Scala2.12 flavor.

« Ensurethat your 3rd-party runtime dependencies align with the versions used by Spark 3 and Oozie's Spark 3
action.

» Since Spark 3 hastransitioned from log4j to log4j2, you might need to adjust the logging library and/or logging
configuration used in your application. Additionally, ensure that all necessary logging frameworks are present
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in the classpath. Note that Oozie's Spark 3 action executor configures |og4j2 instead of 1og4j, meaning that 1og4j
runtime libraries are no longer included in the classpath by default, only log4j2 libraries are.

By following these guidelines, you can successfully migrate your Java applications to work seamlessly with Oozie's
Spark 3 action.

When upgrading PySpark applications from Spark 2 to Spark 3, it isimportant to consider not only the framework
migration but also the compatibility of your Python application with Python 3. If your Python application is not
compatible, you need to perform a migration from Python 2 to Python 3 as well.

Given that Spark 2 is now deprecated and Python 2 has reached its end of life, Cloudera strongly advise migrating
your PySpark applications from Python 2 and Spark2 simultaneously. This approach ensures that your application
runs on up-to-date frameworks and avoids potential security vulnerabilities.

However, depending on the nature of your applications (such as their size or quantity), you might want to take the
following steps:

1. Follow theinstructions in the Enable Spark actions section to re-enable Spark actions.
2. Install Python 2 to a custom location to prevent interference with other services and avoid its usage by other
services.

3. Configure Oozie's Spark action globally to use this custom Python 2 installation. Refer to the Using Spark actions
with a custom Python executable section for guidance.

4. Additionally, install Python 3.7 to a custom location.

5. Begin migrating your PySpark applications to ensure compatibility with Python 3.

6. For workflows where you have already made the underlying PySpark application Python 3 compatible, enable
them to run with the custom Python 3 installation instead of Python 2. Refer to the Using Spark actions with a
custom Python executable section for detailed instructions.

7. After al the Spark actionsin aworkflow are compatible with Python 3, start migrating the Spark actions to Spark
3 actions.

By following these steps, you can successfully migrate your PySpark applications from Python 2 and Spark 2 to
Python 3 and Spark 3.

Enable Spark actions
Use Spark actions with a custom Python executable
Migrating Spark applications

AsHue's Oozie designer feature is not currently being enhanced, there are no plans to provide support for Oozie
Spark 3 actions within the Hue platform at thistime.

Oozie High Availahility is "active-active" so that both Oozie servers are active at the same time, with no failover.
High availahility for Oozie is supported in both MRv1 and MRv2 (YARN).

Y ou must ensure your cluster meets all the requirements for configuring Oozie High Availability (HA).

e Multiple active Oozie servers, preferably identically configured.
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« JDBC JAR in the samelocation across al Oozie hosts (for example, /var/lib/oozie/).
» External database that supports multiple concurrent connections, preferably with HA support.
»  ZooKeeper ensemble with distributed locks to control database access, and service discovery for log aggregation.

» Load balancer (preferably with HA support, for example HAProxy), virtua 1P, or round-robin DNS to provide a
single entry point (of the multiple active servers), and for callbacks from the Application Master or JobTracker.

Y ou can use Cloudera Manager to enable or disable Oozie High Availability (HA).
i Important: Enabling or disabling HA makes the previous monitoring history unavailable.

To enable Oozie High Availability, you must manually configure a Load Balancer.

Cloudera recommends using the HAProxy Load Balancer. These steps explain how to configure the HAProxy load
balancer. However, you can choose to configure a different L oad Balancer.

1. Install HAProxy on the host where you are setting up and configuring the Oozie load balancer. For more
information, see the HAProxy documentation.

2. You must configure the Oozie load balancer for both HTTP and HTTPS ports.

This is an exanpl e:

gl obal
| og 127.0.0.1 local 2
pidfile [ var/run/ haproxy. pid
maxconn 4000
user hapr oxy
group hapr oxy
daenon
stats socket /tnp/ haproxy
defaults
node http
| og gl obal
option htt pl og
option dont | ognul
option forwardfor except 127.0.0.0/8
option redi spatch
retries 3
ti meout http-request 10s
ti meout queue 1m
ti meout connect 10s
timeout client 10m
ti meout server 10m
ti meout check 10s
maxconn 3000

listen adm n
bi nd *: 8000
stats enabl e

# main frontend which proxys to the backends
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o
front end oozi e_front

bi nd *:5000 ssl crt /var/lib/cloudera-scm agent
[ agent -cert/cdep-host _key cert chai n_decrypt ed. pem

def aul t _backend 0o0zi e
o
# round robin bal anci ng between the various backends
P P P s
backend oozi e

bal ance roundr obi n

server o0o0ziel my-o00zie-host-1:11443/o0ozie check ssl ca-file /var/lib/
cl ouder a- scm agent / agent - cert/ cm aut o- gl obal _cacerts. pem

server 00zie2 ny-o00zi e-host-2:11443/ oozi e check ssl ca-file /var/lib/
cl ouder a- scm agent / agent - cert/cm aut o- gl obal cacerts. pem

server o00zi e3 my-o00zi e-host-3:11443/ cozi e check ssl ca-file /var/lib/
cl ouder a- scm agent / agent - cert/ cm aut o- gl obal _cacerts. pem

o e m o o o e e e e o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ea -
# main frontend which proxys to the http backends
o o o o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e e
frontend oozie front_http

bi nd *: 5002

def aul t _backend oozie_http
Ho o o o o o o e e e o o o e e o o o e e o e e e e e e e e e e e e e e e e e e e e me e meee o
# round robin bal anci ng between the various http backends
o o o o o o o o o e o e e e e e e e e e e e e o
backend oozie_http

bal ance r oundr obi n

server oozie_httpl my-oozie-host-1:11000/ oozi e check
server o0o0zie_http2 my-oo0zie-host-2:11000/ oozi e check
server o0o0zie_http3 ny-oozie-host-3: 11000/ oozi e check

Using the example, the load balancer is setup for three Oozie instances. The load balancer listens on port 5002
for HTTP connections and forwards it to Oozie's port 11000. The load balancer listens on port 5000 for HTTPS
connections and forwards it to Oozie' s port 11443,

If you not enabled SSL in Oozie, then you do not need the HTTPS load balancer. For HTTPS load balancing,
ensure that you set up the certificate.

3. Continue to configure the load balancer by enabling Oozie High Availability. For information about enabling
Oozie High Availahility, see Enabling Oozie High Availability.

Y ou must select the host on which to install the additional Oozie server and specify the required property valuesto
install Oozie High Availability (HA).

Ensure that the requirements are satisfied.

1. Inthe Cloudera Manager Admin Console, go to the Oozie service.

2. Select Actions Enable High Availahility to see eligible Oozie server hosts. The host running the current Oozie
server isnot éigible.

3. Select the host on which to install an additional Oozie server and click Continue.

43


https://docs.cloudera.com/runtime/7.3.1/configuring-oozie/topics/oozie-enabling-ha.html

Scheduling in Oozie using cron-like syntax

4. Update the following fields for the Oozie load balancer:
* Hostname

For example:

ni ght | y6x- 1. vpc. cl oudera. com
e HTTP Port

For example:

5002
 HTTPS Port

For example:

5000

5. Click Continue.

Cloudera Manager stops the Oozie servers, adds another Oozie server, initializes the Oozie server High
Availability state in ZooKeeper, configures Hue to reference the Oozie load balancer, and restarts the Oozie
servers and dependent services. In addition, Cloudera Manager generates Kerberos credentials for the new Oozie
server and regenerates credentials for existing servers.

Based on your requirements, you can disable Oozie High Availability (HA) using Cloudera Manager.

1. Inthe Cloudera Manager Admin Console, go to the Oozie service.
2. Sdlect Actions Disable High Availability to see all hosts currently running Oozie servers.
3. Select the one host to run the Oozie server and click Continue.

Cloudera Manager stops the Oozie service, removes the additional Oozie servers, configures Hue to reference the
Oozie service, and restarts the Oozie service and dependent services.

Most Linux distributions include the cron utility, which is used for scheduling time-based jobs. Y ou can schedule
Oozie using Cron-like syntax.

Set the scheduling information in the frequency attribute of the coordinator.xml file. A simple file looks like the
following example. The frequency attribute and scheduling information appear in bold.

<coor di nat or - app nanme="MY_APP" frequency="30 14 * * *"
start="2009-01-01T05: 00Z" end="2009-01-01T06: 00Z" ti mezone="UTC"' xm ns="ur
i : oozie:coordinator:0.5">
<acti on>
<wor Kkf | ow>
<app- pat h>hdf s: / /| ocal host : 8020/ t np/ wor kf | ows</ app- pat h>
</ wor kf | ow>
</ acti on>
</ coor di nat or - app>
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Syntax and structure
The cron-like syntax used by Oozie is a string with five space-separated fields:

e minute

e hour

e day-of-month
e month

e day-of-week

The structure takes the form of * * * * *_For example, 30 14 * * * meansthat the job runs at at 2:30 p.m. everyday.
The minute field is set to 30, the hour field is set to 14, and the remaining fields are set to *.

Allowed values and special characters
The following table describes special characters allowed and indicates in which fields they can be used.

Table 1: Special characters

Character Fields Allowed Description

* (asterisk) All Match all values.

, (comma) All Specify multiple values.

- (dash) All Specify arange.

/ (forward slash) All Specify an increment.

? (Question mark) Day-of-month, day-of-week Indicate no specific value (for example, if you want to specify one but not
the other).

L Day-of-month, day-of-week Indicate the last day of the month or the last day of the week (Saturday). In
the day-of-week field, 6L indicates the last Friday of the month.

w Day-of-month Indicate the nearest weekday to the given day.

# (pound sign) Day-of-week Indicate the nth day of the month

The following table summarizes the valid values for each field.

Field Allowed Values Allowed Special Characters

Minute 0-59 ,-*
Hour 0-23 =%/
Day-of-month 0-31 ,-*?2/LW
Month 1-12 or JAN-DEC ,-x
Day-of -week 1-7 or SUN-SAT R #

Important: Some cron implementations accept 0-6 as the range for days of the week. Oozie accepts 1-7
£ I % instead.

Oozie scheduling examples

Y ou can use cron scheduling in Oozie to ensure that the jobs run according to the criteriathat you specify.

The following examples show cron scheduling in Oozie. Oozie's processing time zoneis UTC. If you arein a
different time zone, add to or subtract from the appropriate offset in these examples.

Run at the 30th minute of every hour
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Set the minute field to 30 and the remaining fields to * so they match every value.
frequency="30 * * * *"

Run at 2:30 p.m. every day
Set the minute field to 30, the hour field to 14, and the remaining fieldsto *.

frequency="30 14 * * *"

Run at 2:30 p.m. every day in February

Set the minute field to 30, the hour field to 14, the day-of-month field to *, the month field to 2
(February), and the day-of-week field to *.

frequency="30 14 * 2 *"

Run every 20 minutes between 5:00-10:00 a.m. and between 12:00-2:00 p.m. on thefifth day of each
month

Set the minute field to 0/20, the hour field to 5-9,12-13, the day-of-month field to 0/5, and the
remaining fieldsto *.

frequency="0/20 5-9,12-13 0/5 * *"

Run every Monday at 5:00 a.m.

Set the minute field to 0, the hour field to 5, the day-of-month field to ?, the month field to *, and
the day-of-week field to MON.

frequency="0 5 ? * MO\

Note: If the ?was set to *, this expression would run the job every day at 5:00 am.,
E not just Mondays.

Run on thelast day of every month at 5:00 a.m.

Set the minute field to O, the hour field to 5, the day-of-month field to L, the month field to *, and
the day-of-week field to 2.

frequency="0 5 L * ?"

Run at 5:00 a.m. on the weekday closest to the 15th day of each month

Set the minute field to O, the hour field to 5, the day-of-month field to 15W, the month field to *,
and the day-of-week field to 2.

frequency="0 5 15W* 2"

Run every 33 minutes from 9:00-3:00 p.m. on the first Monday of every month

Set the minute field to 0/33, the hour field to 9-14, the day-of-week field to 2#1 (the first Monday),
and the remaining fieldsto *.

frequency="0/33 9-14 ? * 2#1"

Run every hour from 9:00 a.m.-5:00 p.m. on weekdays

Set the minute field to O, the hour field to 9-17, the day-of-month field to ?, the month field to *, and
the day-of-week field to 2-6.

frequency="0 9-17 ? * 2-6"
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Run on the second-to-last day of every month

Set the minute field to O, the hour field to 0, the day-of-month field to L-1, the month field to *, and
the day-of-week field to 2.

frequency="0 0 L-1 * 2"

E Note: “L-1# means the second-to-last day of the month.

Oozie uses Quartz, ajob scheduler library, to parse the cron syntax. For more examples, go to the CronTrigger
Tutorial on the Quartz website. Quartz has two fields (second and year) that Oozie does not support.

Oozie is a stateless web application by design. All information about running and completed workflows, coordinators,
and bundle jobs are stored in arelational database. Oozie supports an embedded PostgreSQL database; however,
Cloudera strongly recommends that you use an external database for production systems.

Oozie database configurations

You must install PostgreSQL, create the Oozie user and database, and configure PostgreSQL to accept network
connections for the Oozie user.

1. Install PostgreSQL
See the PostgreSQL documentation to install it.
2. Create the Oozie User and Oozie Database.
For example, using the PostgreSQL psgl command-line tool:

$ psql -U postgres
Password for user postgres: *****

post gr es=# CREATE ROLE oozi e LOG N ENCRYPTED PASSWORD ' oozi e’
NOSUPERUSER | NHERI T CREATEDB NOCREATERCLE;
CREATE ROLE

post gr es=# CREATE DATABASE "oozie" WTH OMNER = oozie
ENCODI NG = ' UTF8'
TABLESPACE = pg_defaul t
LC COLLATE = 'en_US. UTF-8'
LC CTYPE = 'en_US. UTF-8'
CONNECTION LIMT = -1;
CREATE DATABASE

postgres=# \(q
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3. Configure PostgreSQL to Accept Network Connections for the Oozie User.

a) Edit the postgresgl.conf file and set the listen_addresses property to *, to make sure that the PostgreSQL. server
starts listening on all your network interfaces. Also make sure that the standard_conforming_strings property is
set to off.

b) Edit the PostgreSQL data/pg_hba.conf file as follows:

host oozi e oozi e 0.0.0.0/0 nmd5
4. Reload the PostgreSQL Configuration.

sudo -u postgres pg _ctl reload -s -D /opt/PostgreSQ./ 8. 4/ dat a

You must install MariaDB, create the Oozie database and MariaDB user, and add the MariaDB JDBC driver jar fileto
Oozie.

1. Ingtal and Start MariaDB.
2. Create the Oozie Database and Oozie MariaDB User.
For example, using the MariaDB mysqgl command-line tool:

$ nysgl -u root -p
Ent er password:

Mari aDB [ (none)] > create database oozie default character set utfS§;
Query OK, 1 row affected (0.00 sec)

Mari aDB [ (none)]> grant all privileges on oozie.* to 'oozie @I ocal host'
identified by 'oozie';

Query OK, 0 rows affected (0.00 sec)

Mari aDB [ (none)]> grant all privileges on oozie.* to 'oozie' @% identi
fied by 'oozie';
Query OK, 0 rows affected (0.00 sec)

Mari aDB [ (none)] > exit
Bye

3. Addthe MariaDB JDBC Driver JAR to Oozie.

Cloudera recommends that you use the MySQL JDBC driver for MariaDB. Copy or symbolically link the MySQL
JDBC driver JAR to the /var/lib/oozie/ directory.

B Note: You must manually download the MySQL JDBC driver JAR file.

You must install MySQL 5, create the Oozie database and MySQL user, and add the MySQL JDBC driver jar fileto
Oozie.

1. Install and Start MySQL 5.
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2.

3.

Create the Oozie Database and Oozie MySQL User.

For example, using the MySQL mysgl command-line tool:

$ nmysgl -u root -p
Ent er password:

mysql > create database oozie default character set utfs8;
Query OK, 1 row affected (0.00 sec)

nysql > grant all privileges on oozie.* to 'oozie @Il ocal host' identified
by 'oozie';
Query OK, 0 rows affected (0.00 sec)
mysqgl > grant all privileges on oozie.* to 'oozie' @% identified by 'oozi
e';
Query OK, 0 rows affected (0.00 sec)
mysqgl > exit
Add the MySQL JDBC Driver JAR to Oozie.
Copy or symboalically link the MySQL JDBC driver JAR into one of the following directories:

< For installations that use packages: /var/lib/oozie/
« For installations that use parcels: /opt/cloudera/parcelyCDH/lib/ooziellib/

IE Note: You must manually download the MySQL JDBC driver JAR file.

You must install MySQL 8, create the Oozie database and MySQL user, and add the MySQL JDBC driver jar fileto
Oozie.

1
2.

Install and Start MySQL 8.
Create the Oozie Database and Oozie MySQL User.

For example, using the MySQL mysgl command-line tool:

$ nysgl -u root -p

Ent er password:

mysgl > create database oozie default character set utfs§;
Query OK, 1 row affected (0.00 sec)

nysql > CREATE USER ' oozie' @I ocal host' | DENTI FI ED BY ' oozie';
Query OK, 0 rows affected (0.00 sec)

mysqgl > GRANT ALL PRI VI LEGES ON oozie.* TO 'oozie' @Il ocal host';
Query OK, 0 rows affected (0.00 sec)

mysqgl > CREATE USER 'oozie' @% | DENTI FI ED BY ' oozie';

Query OK, 0 rows affected (0.01 sec)

nysql > GRANT ALL PRI VI LEGES ON oozie.* TO 'oozie' @% ;

Query OK, 0 rows affected (0.00 sec)

nysql > exi t
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3. Addthe MySQL JDBC Driver JAR to Oozie.
Copy or symboalically link the MySQL JDBC driver JAR into one of the following directories:

« For installations that use packages: /var/lib/oozie/
« For installations that use parcels: /opt/cloudera/parcelyCDH/lib/ooziellib/

IE Note: You must manually download the MySQL JDBC driver JAR file.

You must install Oracle, create the Oozie Oracle user and grant privileges, and add the Oracle JDBC driver jar file to
Oozie.

1. Ingtal and Start Oracle.
Use Oracl€e'sinstructions.
2. Create the Oozie Oracle User and Grant Privileges.

The following example uses the Oracle sglplus command-line tool, and shows the privileges Cloudera
recommends. Oozie needs CREATE SESSION to start and manage workflows. The additional roles are needed
for creating and upgrading the Oozie database.

sql pl us system@ ocal host / <SERVI CE_NAME>

SQL> create user <user> identified by <password> default tabl espace <ta
bl espace> tenporary tabl espace tenp;
User creat ed.
SQ.> grant create sequence to <user>;
Grant succeeded.
SQL> grant create session to <user>;
Grant succeeded.
SQL> grant create table to <user>;
Grant succeeded.
SQL> alter user <user> quota unlimted on <tabl espace>;
User altered.
SQL> exit

i Important:

For security reasons, do not make the following grant:

grant select any table to oozie;

3. Add the Oracle JDBC Driver JAR to Oozie.
Copy or symboalically link the Oracle JDBC driver JAR into the /var/lib/oozie/ directory.

IE Note: You must manually download the Oracle JDBC driver JAR file.

Y ou can use the command-line interface to start or stop the Oozie server. In addition, you can access the Oozie server
with the Oozie client or with a browser.
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Y ou can use the service oozie start command to start Oozie.

Ensure that you have performed all the required configuration steps.

Use the service oozie start command to start Oozie.
If you see the message Oozie System ID [00zie-00zi€] started in the oozie.log log file, the system has started
successfully.

Note: By default, Oozie server runs on port 11000 and its URL is http://<OOZIE_HOSTNAME>:11000/
Ij oozie. If SSL is enabled, then Oozie server runs on port 11443 by default.

Use the sudo service oozie stop command to stop arunning Oozie server.

The Oozie client is acommand-line utility that interacts with the Oozie server using the Oozie web-services API.

Use the /usr/bin/oozie script to run the Oozie client.
For example, if you want to invoke the client on the same machine where the Oozie server is running:

$ oozie adnmin -oozie https://<oozie_server>: 11443/ oozi e -status
Syst em node: NORVAL

To make it convenient to use this utility, set the environment variable OOZIE_URL to point to the URL of the
Oozie server. Then you can skip the -oozie option.

For example, if you want to invoke the client on the same machine where the Oozie server is running, set the
OOZIE_URL to https://<oozie_server>:11443/o0ozie.

$ export OXZI E_URL=https://<oo0zi e_server>: 11443/ oozi e
$ oozie adnin -version
Oozie server build version: 4.0.0-cdh5.0.0

i Important: If Oozieis configured with Kerberos Security enabled:

¢ You must have a Kerberos session running. For example, you can start a session by running the kinit
command.
¢ Do not use locahost.

Aswith every service that uses Kerberos, Oozie has a Kerberos principal in the form <SERVICE>/<H
OSTNAME>@<REALM>. In aKerberos configuration, you must use the <HOSTNAME> value in the
Kerberos principal to specify the Oozie server; for example, if the <HOSTNAME> in the principa is
myoozieserver.mydomain.com, set OOZIE_URL asfollows:

export OXZI E_ URL=https://myoozi eserver. mydomai n. com 11443/ oozi e

If you use an aternate hostname or the | P address of the service, Oozie will not work properly.
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« |If you want to access Oozie client through Knox:

export OQZI E_URL=htt ps://<knox_host >: <knox_port >/ gat eway/ cdp- pr oxy- api / o
ozie

When you access Oozie client through Knox, you need to specify a username and password in the command line
as Knox needsit:

export OOZI E_URL=https://<knox_host >: <knox_port >/ gat eway/ cdp- pr oxy- api /o
ozie
oozie admn -version -auth BASIC -usernane <usernanme> -password <password>

*  When the Oozie server has SSL enabled, the Oozie client does not automatically set the necessary trust-store
properties to form a connection. Y ou can set these properties using the following methods:

* Add them as system properties immediately after the oozie command. For instance:

oozie \
"- DO avax. net.ssl.trustStore={trust StorePath}" \
"- D avax. net.ssl . trust St orePasswor d={trust St orePassword}" \
"- D avax. net.ssl.trustStoreType={trustStoreType}" \
{o00zi eCommand} \
-oozie "{oozieUl}" \

* You can also set these properties by defining the OOZIE_CLIENT_OPTS environment variable before
running the Oozie command. For instance:

export OOZI E CLI ENT_OPTS="-Dj avax. net.ssl.trust Store={trustStorePath} -D
j avax. net. ssl . trust St orePasswor d={t rust St or ePasswor d} -Dj avax.net.ssl.tr
ust St or eType={trust St oreType}"

» If you prefer, you can also utilize the -insecure argument with the Oozie command line to prevent the client
from validating the certificates:

oozie \
{o0zi eCommand} \
-oozie "{oozieUl}" \
-insecure \

If you have enabled the Oozie web console by adding the ExtJS library, you can connect to the console at http://<
OOZIE_HOSTNAME>:11000/00zie.

Note: If the Oozie server is configured to use Kerberos HTTP SPNEGO Authentication, you must use aweb
browser that supports Kerberos HTTP SPNEGO (for example, Firefox or Internet Explorer).

For information on how to enable the Oozie web console on managed clusters by adding the ExtJS library, see
Enabling the Ooze web console on managed clusters.

Enabling the Oozie web console on managed clusters
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Adding schema to Oozie using Cloudera Manager

Cloudera Manager automatically configures Oozie with all available official schemas, and corresponding tables. You
can manually add a schema (official or custom) with Cloudera Manager.

Procedure

1

o~ wD

In the Cloudera Manager Admin Console, go to the Oozie service.

Click the Configuration tab.
Select Scope Oozie Server .
Select Category Advanced .

L ocate the Oozie SchemaService Workflow Extension Schemas property or search for it by typing its namein the

Search box.

Enter the desired schema from the following schemalist appending .xsd to each entry.
To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
Enter a Reason for change, and then click Save Change to commit the changes.

Restart the Oozie service.

Table 2: Oozie schema

Schema CDP

distcp

distcp-action-0.1
distcp-action-0.2
distcp-action-1.0

email

email-action-0.1

email-action-0.2

git

git-action-1.0

hive

hive-action-0.2
hive-action-0.3
hive-action-0.4
hive-action-0.5
hive-action-0.6

hive-action-1.0

HiveServer2

hive2-action-0.1
hive2-action-0.2
hive2-action-1.0

oozie-bundle

oozie-bundle-0.1

oozie-bundle-0.2

oozie-coordinator

oozie-coordinator-0.1
oozie-coordinator-0.2
oozie-coordinator-0.3
oozie-coordinator-0.4

oozie-coordinator-0.5
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Schema CDP

oozie-sla oozie-sla0.1
oozie-sla0.2

00zie-common oozie-common-1.0

oozie-workflow oozie-workflow-0.1

oozie-workflow-0.2
oozie-workflow-0.2.5
oozie-workflow-0.3
oozie-workflow-0.4
oozie-workflow-0.4.5
oozie-workflow-0.5

oozie-workflow-1.0

shell shell-action-0.1
shell-action-0.2
shell-action-0.3
shell-action-1.0

spark spark-action-0.1
spark-action-0.2
spark-action-1.0

sgoop sgoop-action-0.2
sgoop-action-0.3
sgoop-action-0.4
sgoop-action-1.0

ssh ssh-action-0.1
ssh-action-0.2

Enabling the Oozie web console on managed clusters

Y ou must extract the ext-2.2 libraries to your Oozie server host and enable the Oozie web console.

Procedure

1. Download ext-2.2.

2. Extract the contents of the file to /var/lib/oozie on the same host as the Oozie Server.
After extraction, the content of the directoriesis as follows:

Is -Itr /var/lib/ooziel

total 984
drwxr-xr-x 9 oozie oozie 4096 Aug 4 2008 ext-2.2
-rwr--r-- 1 systest root 999635 Jan 23 23: 24 nysql -connector-java.jar

Is -lItr /var/lib/oozielext-2. 2/

total 1752
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STWr--1--

drwxr-xr-x 33

dr Wxr - Xr - X
dr Wxr - Xr - X
dr wxr - Xr - x

STWTr--T--
STWTr--r--
STWTr--r--
dr wxr - Xr - X
STWr--r--
STWTr--1--
STWT--T--

dr wxr - Xr - x
dr wxr - Xr - x

1 oozi
00zZi
4 o0o0zi
10 oozi
10 oozi
00zZi
00zZi
00zZi
00zi
00zi
002Zi
00zZi
00zZi
00zZi

ORhRPRRRORRE

ODODDDDDDDDDDDD

00zZi
00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi

ODODDDDDDDDDDDD

893 Feb 24 2008 | NCLUDE_ORDER. t xt
4096 Aug 4 2008 exanples
49 Aug 4 2008 resources
148 Aug 4 2008 source
120 Aug 4 2008 build
87524 Aug 4 2008 ext-core.js
163794 Aug 4 2008 ext-core-debug.js
974145 Aug 4 2008 ext-all-debug.js
55 Aug 4 2008 adapter
11548 Aug 4 2008 CHANGES. ht m
538956 Aug 4 2008 ext-all.js
1513 Aug 4 2008 license.txt
108 Aug 4 2008 docs
94 Jan 24 15:49 air

For example:

unzip ext-2.2.zip -d /var/lib/oozie
chown -R oozie:oozie /var/lib/oozielext-2.2

3. In Cloudera Manager Admin Console, go to the Oozie service.
4. Restart the Oozie service.

Y ou can use Oozie to define SLA limitsfor critical applications and actively monitor these jobs.

A wDN PR

erService.event.listenersin oozie-site.xml.

o

6. Restart the Oozie service.

In the Cloudera Manager Admin Console, go to the Oozie service.
Click the Configuration tab.
Locate the Enable SLA Integration property or search for it by typing its namein the Search box.

Select Enable SLA Integration. This sets the required values for oozie.services.ext and oozie.service.EventHandl

Enter a Reason for change, and then click Save Changes to commit the changes.

The following properties are set by default when you enable Oozie SLA in Cloudera Manager. Y ou do not have to
explicitly define them, unless you want to modify any of these parameters:

00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi
00zZi
00zZi
00zZi
00zZi
00zi
00zi

ODODDODDDDDD®D®D®DDDD

. Servi
. servi
. servi
. Servi
. Servi
. Servi
. Servi
. servi
. servi
. Servi
. Servi
. Servi
. Servi
. servi
. servi

ce.
ce.
ce.
ce.
ce.
ce.

ELSer vi ce.
ELSer vi ce.
ELSer vi ce.

gr oups

constants.
ext.constants. coord-sl a-create

ce.
ce.
ce.

ELSer vi ce.
ELSer vi ce.
ELSer vi ce.

functi ons.
constants.
functi ons.

ce.
ce.
ce.
ce.
ce.
ce.

Event Handl er Ser vi ce.
Event Handl er Ser vi ce.
Event Handl er Ser vi ce.
Event Handl er Ser vi ce.
Event Handl er Ser vi ce.
Event Handl er Ser vi ce.

SchemaSer vi ce. wf . schenmas
SchemaSer vi ce. coor d.
SchemaSer vi ce. sl a. schenas

schenas

wf - sl a- submi t

coord-sl a-create
coord- sl a- subm t
coord- sl a- subm t
filter.app.types
event. queue
gueue. si ze

wor ker . i nterva
bat ch. si ze

wor ker . t hr eads
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oozi e. sl a. service. SLAService. alert. events

oozi e. sl a. servi ce. SLAServi ce. capacity

oozi e. sl a. servi ce. SLASer vi ce. cal cul ator. i npl
oozi e. sl a. servi ce. SLAServi ce. job. event. | at ency
oozi e. sl a. servi ce. SLASer vi ce. check. i nt erval

For oozie.da.service.SLAService.aert.events, only END_MISSis configured by default. To change the alert events,
explicitly set END_MISS, START_MISS, or DURATION_MISS, in Oozie Server Advanced Configuration Snippet
(Safety Valve) for oozie-site.xml.

From the Cloudera 7.1.7 SP1 release onwards, the Oozie Ul is enabled by default. You can disable it by setting a new
property in the Oozie site configuration.

1. Inthe Cloudera Manager Admin Console, go to the Oozie service.
2. Click the Configuration tab.

3. Locate the Oozie Server Advanced Configuration Snippet (Safety Vave) for oozie-site.xml property or search for
it by typing its name in the Search box.

4. Add the following property:

Nanme: oozi e. ui.enabl ed
Val ue: fal se

5. Enter a Reason for change, and then click Save Changes to commit the changes.
6. Restart the Oozie service.

To enable the Oozie Ul again, delete the oozie.ui.enabled property set using the safety valve.

To move the Oozie service to a new host, do the following:

1. Stop the current Oozie service.

2. Add the Oozie service to the desired new host using Add Service wizard in Cloudera Manager. The wizard
configures and starts Oozie and its dependent services.

3. Add therole specific configurations for the previous host to the new host, if any.
4. Restart the Oozie service.

Y ou can use Cloudera Manager to configure data purge settings, loading, and dumping the Oozie database.
Depending on the database that you are using with Oozie, you can set the timezone for the database.
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Y ou can change your Oozie configuration to control when datais purged to improve performance, reduce database
disk usage, or keep the history for alonger period of time. Limiting the size of the Oozie database can aso improve
performance during upgrades.

All Oozie workflows older than 30 days are purged from the database by default. However, actions associated with
long-running coordinators do not purge until the coordinators complete. If, for example, you schedule a coordinator to
run for ayear, al those actions remain in the database for the year.

A w DN

In the Cloudera Manager Admin Console, go to the Oozie service.
Click the Configuration tab.
Type purge in the Search box.
Set the following properties as required for your environment:
» Enable Purge for Long-Running Coordinator Jobs
Select this property to enable purging of long-running coordinator jobs for which the workflow jobs are older
than the value you set for the Days to Keep Completed Workflow Jobs property.
o Daysto Keep Completed Workflow Jobs
» Daysto Keep Completed Coordinator Jobs
» Daysto Keep Completed Bundle Jobs
Enter a Reason for change, and then click Save Changes to commit the changes.
Select Actions Restart to restart the Oozie Service.

Y ou must configure the database in which to load your Oozie data, create the required database tables, and then load
the Oozie database.

Stop the Oozie server (in HA mode, stop al Oozie servers).

Install and configure the empty database in which to load your Oozie data.

The db.version of the database must match the db.version of the dump file.

Select Actions Create Oozie Database Tables.

Confirm you want to create the database tables by clicking Create Oozie Database Tables.
Verify Database Dump Fileis set correctly.

a) Inthe Cloudera Manager Admin Console, click the Oozie service.

b) Go to the Configuration page.

c) Select Scope Oozie Server .

d) Select Category Database .

Select Actions Load Database .

Confirm you want to dump the database to the specified location by clicking Load Database.
Select Actions Start .

Confirm you want to start the service by clicking Start.
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Y ou must stop the Oozie server, specify the location to which you want to dump the Oozie database, and then
perform the dumping operation.

1. Stop the Oozie server (in HA mode, stop all Oozie servers).
2. Inthe Cloudera Manager Admin Console, go to the Oozie service status page.
3. Sdlect Actions Stop .
Confirm you want to stop the service by clicking Stop.
4. Specify Database Dump File.
a) Go to the Configuration page.
b) Select Scope Oozie Server .
c) Select Category Database .
d) Setafilelocation for the Database Dump File.
5. Select Actions Dump Database .
Confirm that you want to dump the database to the specified location by clicking Dump Database.

During the export process, Cloudera Manager fetches and writes the database content a compressed zip specified
by the Database Dump File property.

Depending on the type of database you are using with Oozie, you must configure specific properties for setting the
database timezone.

Cloudera recommends that you set the timezone in the Oozie database to GMT. Databases do not handle Daylight
Saving Time (DST) shifts correctly. There might be problems if you run any Coordinators with actions scheduled to
materialize during the one-hour period that getslost in DST.

Important: Changing the timezone on an existing Oozie database while Coordinators are already running
might cause Coordinators to shift by the offset of their timezone from GMT one time after you make this
change.

For more information about how to set your database's timezone, see your database's documentation.

Learn how you can configure Oozie to use its database well.

When it comes to configuring database connections, simply providing a hostname, port, username, and password may
not be sufficient. In order to optimize Oozie's database connection, you might need to manually construct lengthy
connection and configuration strings using safety-valve settings. To simplify this process and enable finer control
over Oozie's database connection, you can use several enhancements, as described in this section.

The following properties allow you to configure how Oozie uses its database:
» o0ozie_database connection_properties

Y ou can use this property to directly configure the database connection. For example, if you need to pass a
trustStore path to the connection, you can add a property named javax.net.sdl .trustStore and with a value to your
trustStorefile.
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* 0ozie datasource properties

Y ou can use this property to configure the datasource object created by OpenJPA. For example, if you would like
to finetune how many idle connections the datasource instance should keep, you can set the maxIdle property.

Note: These configurations do not configure the underlying database connection, but the commons-dbcp
datasource instance. For more details, see BasicDataSource Configuration Parameters.

With the help of the values set for both the properties, Cloudera Manager assembles one single configuration which
will be set in oozie-site.xml. The name of this single configuration is, 0ozie.service.JPA Service.connection.properties,
and it is assembled in the following way:

« Whatever you specify in oozie _database connection_properties, is concatenated with a semicolon, and available
under the ConnectionProperties property in the final configuration.

*  Whatever you specify in oozie_datasource_properties, is directly set in the final configuration.

For example, if you set the following propertiesin oozie_database connection_properties, because your database
JDBC driver accepts them,

e javax.net.ssl.trustStore=/path/to/trustStore.jks
* sdl.enabled=true

And you set the following propertiesin oozie datasource properties:

* maxldle=10
e defaultQuery Timeout=120

Then the final value of oozie.service.JPA Service.connection.properties will be:

Connecti onProperties="javax.net.ssl.trustStore=/path/to/trustStore.jks;ssl.e
nabl ed=true", maxldl e=10, defaultQueryTi meout =120

Important: Kindly be aware that the properties mentioned above (such as javax.net.sdl.trustStore, ssl.enab
& led, and so on) are provided merely as an example. The specific properties that need configuration should
align with the JDBC driver you use to connect to the underlying Oozie database.

Perform the following steps after you configure the correct properties:

1. In Cloudera Manager, click the Oozie service.
2. Click the Configuration tab.
3. Search for and set the oozie _database connection_properties property.

Oozie database connection properties Oozie Server Default Group
& oozie_database_connection_properties View as XML
Name javax.net.ssl.trustStore oo
Value /path/to/trustStore.jks
Description
[JFinal
Name ssl.enabled o e
Value true
Description
[JFinal
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4. Search for and set the oozie_datasource properties property.

Oozie Datasource Properties Oozie Server Default Group 'O Undo (6]

4 oozie_datasource_properties View as XML

Name ‘ maxidle ‘ juge)

Value ‘ 10 ‘

Description ‘ ‘

OFinal

Name ‘ defaultQueryTimeout ‘ o e®

Value [ 120 |

Description ‘ ‘

(JFinal

5. Click Save Changes, and allow Cloudera Manager some time to recognize the changes.
6. Follow theinstructions provided by Cloudera Manager to redeploy Oozie.

Learn how to assemble a secure JIDBC URL for Oozie.

1. In Cloudera Manager, click the Oozie service.
2. Click the Configuration tab.
3. Search and enable the oozie _database is secure property.

Oozie Server Database Is Secure M Oozie Server Default Group ™

& oozie_database_is_secure

If you enable this property, then Cloudera Manager assembles a secure IDBC URL for Oozie based on the
selected database types.

4. Click Save Changes, and allow Cloudera Manager some time to recognize the changes.
5. Follow the instructions provided by Cloudera Manager to redeploy Oozie.

Learn how to establish a connection to a secure Oracle database.
If the oozie database is secure property is enabled, then the JDBC URL generated for Oracle looks like:

j dbc: oracl e: t hi n: @ DESCRI PTI ON=( ADDRESS=( PROTOCOL=t cps) ( HOST=<HOST>) ( PORT=<P
ORT>) ) ( CONNECT_DATA=( SERVI CE_NAVE=<DB_NAME>) ) )

The values of <HOST>, <PORT>, and <DB_NAME> come from the following Oozie properties set in Cloudera
Manager:

¢ <HOST> and <PORT> — oozie _database host

e <DB_NAME> - oo0zie database name

While the above specifies the protocol as TCPS, this IDBC URL on its own might not be enough to establish a

connection to a secure Oracle database. If you need to specify atrustStore, keyStore, or Oracle wallet properties for
the connection, please use the oozie_database connection_properties and/or oozie datasource properties properties.
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For example,
Oozie database connection properties Oozie Server Default Group ®
8 oozie_database_connection_properties View as XML
Name javax.net.ssl.trustStorePassword [zC)
Value tHv43aqnPggJ6mAEWts6CFOX. byCtswyQTZ
Description
(JFinal
Name javax.net.ssl.trustStore we
Value /var/lib/cloudera-scm-agent/agent-cert/cm-auto-global_truststore.jks
Description
[(JFinal
Name oracle.net.ssl_server_dn_match oe
Value false
Description
[JFinal
Oozie datasource properties Oozie Server Default Group @
4 oozie_datasource_properties View as XML
®

OpenJPA upgrade

Explore the updates introduced in Apache Oozie following the upgrade of OpenJPA from version 2.x to 3.x. This
upgrade includes new configuration properties, deprecated configuration properties, and enhanced error handling.

Following third-party libraries were upgraded in the Apache Oozie:

Third-party library name Upgraded from Upgraded to

OpenJPA 242 3.2 and later
commons-dbcp 24.2 2.12.0 and later
commons-pool 16 2.12.0 and later

For more information about the exact versions that the libraries were upgraded to, see Clouderaruntime parcel's
Oozie directory that is, { CDH_PARCELS DIR}/lib/oozie/lib.

Upgrading these third-party libraries ensures that Oozie works with the latest versions of these libraries, alowing
you to have amore stable and secure experience. Also, new configurations are introduced in Oozie to support this
upgrade.

Changes in existing Oozie configuration

The default value of the Oozie configuration oozie.service.JPA Service.connection.data.source is updated from
org.apache.oozie.util.db.Basi cDataSourceWrapper to org.apache.commons.dbcp2.BasicDataSource. This
modification was made in response to abug found in the earlier version of commons-dbcp, which led to the
implementation of the BasicDataSourceWrapper in Oozie. With the latest commons-dbcp update resolving the
underlying issue, the workaround has now been removed from Oozie.
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Following new Apache Oozie configurations are introduced to support the OpenJPA upgrade. The following
properties can be overridden in the Oozie Server Advanced Configuration Snippet (Safety Valve) for oozie-site.xml.

oozie.service.JPA Service.pool.total.conn

Default value: 10. The default value of this property is the same as 0ozie.service.JPA Service.poo
|.max.active.conn.

Description: This property enables you to configure the connection pool's capacity to limit the
number of open connections. If the number of connectionsin the pool is equal to thisvalue, then
new queries must wait for an existing connection to be released. If the capacity is set to a negative
value (unlimited), then the new connections are created as needed, regardless of the number of
currently open connections. This property replaces the oozie.service.JPA Service.pool.max.active
.conn property.

oozie.service. JPAService.pool.min.idle.conn
Default value: 2

Description: This property enables you to set the minimum number of idle connections to

be maintained in the pool. If the number of idle connections is less than this value, then new
connections are created. If this property is set to zero, then no idle connections are maintained, and
new connections are only created as needed. The combined number of idle and active connections
must not be more than the total number of allowed connections.

oozie.service. JPAService.validate.db.query
Default value: SELECT COUNT(*) FROM VALIDATE_CONN

Description: SQL query to validate DB connection. This property isignored if oozie.service.JPASer
vice.validate.db.connection is set to false.

oozie.service.JPA Service.custom.<*** OPENJPA.CONFIGURATION***>
Description: This property enables you to specify any OpenJPA property. For more information
about OpenJPA properties, see OpenJPA documentation. Properties set in Oozie's persistence.xml
can also be overridden using this configuration. This property can be repeated, and to set multiple
openjpa.* properties, you must define an oozie.service.JPA Service.custom.<*** OPENJPA.CONF
IGURATION***> configuration for each one. These properties are not available by default, but you
can create them on-demand if you wish to customize additional OpenJPA configurations.

Following exampl e steps provide more information about how you can override any OpenJPA
properties:

Y ou can configure multiple openjpa.* propertiesin Oozie Server Advanced Configuration Snippet
(Safety Valve) for oozie-sitexml as displayed in the following screenshot.

Oozie Server Advanced Configuration Snippet Oozie Server Default Group 'O Undo ®
(Safety Valve) for oozie-site.xml View as XML

o oozie_config_safety_valve Name ‘ oozie.service.JPAService.custom.openjpa.Log ‘ W e

Value ‘ log4j ‘

Descrpion | \

[JFinal

Name ‘ oozie.service.JPAService.custom.openjpa.ConnectionFactoryProperties ‘ Wwe

Value ‘ PrintParameters=true ‘

Descrpion | \

[JFinal
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Example on how to override the transaction isolation in Oozie Server Advanced Configuration
Snippet (Safety Valve) for oozie-site.xml:

0o0zi e. servi ce. JPASer vi ce. cust om openj pa. j dbc. Transacti onl sol ati o
n=serial i zabl e

Oozie Server Advanced Configuration Snippet Oozie Server Default Group O Undo (6]

(Safety Valve) for oozie-site.xml View as XML

Name ‘ oozie.service.JPAService.custom.openjpa.jdbc. Transactionlsolation ‘ o ®

3 oozie_config_safety_valve

Value ‘ serializable ‘

Description [ ‘

JFinal

To enable OpenJPA debug logging through logdj, which logsinto the Oozie server log files, set the
following propertiesin Oozie Server Advanced Configuration Snippet (Safety Valve) for ocozie-
sitexml:

00zi e. servi ce. JPASer vi ce. cust om openj pa. Log=l og4j
00zi e. servi ce. JPASer vi ce. cust om openj pa. Connect i onFact or yPr ope
rties=PrintParaneters=true

Oozie Server Advanced Configuration Snippet Oozie Server Default Group 'O Undo ®
(Safety Valve) for oozie-site.xml View as XML

o oozie_config_safety.valve Name ‘ oozie.service.JPAService.custom.openjpa.Log ‘ jugc)

Value ‘ log4j ‘

— \

[JFinal

Name ‘ oozie.service.JPAService.custom.openjpa.ConnectionFactoryProperties ‘ jugc)

Value ‘ PrintParameters=true ‘

Descrpon | \

[JFinal

Add the following log4j propertiesin Oozie Server Advanced Configuration Snippet (Safety Valve)
for oozie-site.xml:

| 0g4j . cat egory. openj pa. Tool =TRACE

| og4j . cat egory. openj pa. Quer y=TRACE

| og4j . cat egory. openj pa. j dbc. SQ.=TRACE

| og4j . cat egory. openj pa. Runt i ne=I NFO

| 0g4j . cat egory. openj pa. Renot e=\WARN

| og4j . cat egory. openj pa. Dat aCache=WARN

| og4j . cat egory. openj pa. Met aDat a=WARN

| 0g4j . cat egory. openj pa. Enhance=WARN

| og4j . cat egory. openj pa. j dbc. SQLDi ag=WARN
| og4j . cat egory. openj pa. j dbc. JDBC=WARN

| 0og4j . cat egory. openj pa. j dbc. Schema=WARN
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Show All Descriptions
Oozie Server Logging Oozie Server Default Group 'O Undo ®
Advanced Configuration
Snippet (Safety Valve)

1 log4j_safety_valve

Enhanced database connectivity issue handling

When Oozieis configured to manage the database connectivity issues and if the same operation fails multiple times,
then Oozie executes a vaidation query to check if the database connection is still open. Oozie does not force close
the connection if the current retry count isless than half of the maximum retries. For example, if the maximum
retries limit is set to 5, Oozie starts validating the connection on the 2nd retry attempt (floor(5/2) = 2). Thisvalidation
continues until the retries either succeed or reach the maximum limit of 5.

If the connection is found to be dead or closed on the DBM S side, Oozie closesit. Then, OpenJPA automatically
requests a new connection from the connection pool. This process ensures that the connection pool remains free of
dead connections.

Prerequisites for configuring TLS/SSL for Oozie

There are certain prerequisites that must be fulfilled for configuring TLS/SSL for Oozie.

» Keystoresfor Oozie must be readable by the oozie user. This can be a copy of the Hadoop services keystore with
permissions set to 0440 and owned by the oozie group.

* Truststores must have permissions set to 0444, which means that all users can read them.

»  Specify absolute paths to the keystore and truststore files. These settings apply to al hosts on which daemon roles
of the Oozie service run so the paths you choose must be valid on all hosts.

« |f thereisaDataNode and an Oozie server running on the same host, they can use the same certificate.

Configure TLS/SSL for Oozie

Y ou can edit properties to enable TLS/SSL for Oozie, specify the keystore file location on the local file system, and
set the password for the keystore.

Procedure

=

In Cloudera Manager, select the Oozie service.

2. Click the Configuration tab.

3. Inthe Search field, type TLS/SSL to show the Oozie TLS/SSL properties.

4. Edit thefollowing TLS/SSL properties according to your cluster configuration.

Property Description

Enable TLS/SSL for Oozie Check thisfield to enable TLS/SSL for Oozie.

QOozie TLS/SSL Server IKSKeystore | Path to the keystore file on the local file system.
File Location
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Property Description

Oozie TLS/SSL Server IKSKeystore | Password for the keystorefile.
File Password

Oozie TLS/SSL Client Trust Store Path to the client truststorefile.
File

Oozie TLS/SSL Client Trust Store Password for the truststore file.
Password

5. If SSL isenabled for ZooK eeper, edit the following SSL properties:

Property Description

Oozie ZooK eeper TLS/SSL Server JKS Keystore File Location Path to the keystorefile.

Oozie ZooK eeper TLS/SSL Server JKS Keystore File Password Password for the keystorefile.
QOozie ZooKeeper TLS/SSL Client Trust Store File Path to the client truststorefile.
Oozie ZooKeeper TLS/SSL Client Trust Store Password Password for the truststorefile.

6. Optionally, you can modify the values of the following properties:

e Enabled TLS Protocols - List of Cipher Suite names that should be excluded.
« Excluded Cipher Suites - TLS protocols accepted by the Oozie Server.

7. Click Save Changes.

8. Restart the Oozie service.

Oozie Java-based actions with Java 17

In relation to Java 17, certain applications might require reflective access to internal Java classes, packages, or
modules. This section describes how to gain reflective access to these with Oozie.

To enable reflective access, use the --add-opens Java parameter. If your applications executed with Oozie need
reflective access, you can use the following properties to specify the required --add-opens arguments:

 oozielauncher.yarn.app.mapreduce.am.command-opts
 oozie.launcher.mapreduce.map.java.opts
» oozie.launcher.mapred.child.java.opts

For example, in your workflow's configuration, you can set the property as follows:

<property>
<name>o00zi e. | auncher . yar n. app. mapr educe. am comand- opt s</ nane>
<val ue>- - add- opens=j ava. base/j ava. | ang=ALL- UNNAMED</ val ue>

</ property>

The Spark and Spark 3 applications inherently require reflective access. Consequently, Oozie automatically adds the
following --add-opens properties by default for Spark and Spark 3 actions:

- - add- opens=j ava. base/j ava. i 0=ALL- UNNAVED

- - add- opens=j ava. base/j ava. | ang. i nvoke=ALL- UNNAMED

- - add- opens=j ava. base/j ava. | ang=ALL- UNNAMED

- - add- opens=j ava. base/j ava. net =ALL- UNNAMED

- - add- opens=j ava. base/ j ava. ni 0=ALL- UNNAMED

- - add- opens=j ava. base/j ava. uti | . concurrent =ALL- UNNAVED
- - add- opens=j ava. base/j ava. ut i | =ALL- UNNAMED

- - add- opens=j ava. base/ sun. ni 0. ch=ALL- UNNAVED

- - add- opens=j ava. base/ sun. ni 0. cs=ALL- UNNAVED

- - add- opens=j ava. base/ sun. security. acti on=ALL- UNNAMED
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It isimportant to note that this behavior can be overridden for Spark actions by using the oozie.action.spark.launc
her.jdk17.opens property, and for Spark3 actions by using the oozie.action.spark3.launcher.jdk17.opens property. By
specifying Java modules, packages, or classes in acomma-separated list with these properties, Oozie can configure
the appropriate access permissions when launching a Spark or Spark 3 application. Each item in the list should bein a
format compatible with the Java --add-opens parameter, such as java.base/java.lang=ALL-UNNAMED.

The following comma-separated list shows the default values of these properties. These are derived from the default
valuesin Spark and Spark 3:

j ava. base/j ava. i o=ALL- UNNAMED, j ava. base/j ava. | ang. i nvoke=ALL- UNNAMED, j ava. ba
se/java. |l ang=ALL- UNNAMED, j ava. base/j ava. net =ALL- UNNAMED, j ava. base/ j ava. ni 0=A
LL- UNNAMED, j ava. base/ java. util. concurrent =ALL- UNNAMVED, j ava. base/j ava. uti | =AL
L- UNNAMED, j ava. base/ sun. ni 0. ch=ALL- UNNAMED, j ava. base/ sun. ni 0. cs=ALL- UNNAMED,
j ava. base/ sun. security. acti on=ALL- UNNAVED

However, you have the flexibility to customize the values of these properties by adding a safety-valve setting for the
corresponding property on the Oozie configuration page in Cloudera Manager by using the oozie_config_safety
valve setting.

For other Oozie Java-based actions (simple Java action, Distcp, Git, Map-Reduce, Hive2, Shell, Sqoop), Oozie does
not add any --add-opens values by default. Nevertheless, you have the option to specify custom --add-opens overrides
for each action using the corresponding properties:

e oozie.action.distcp.launcher.jdk17.opens

» oozieaction.git.launcher.jdk17.opens

» oozie.action.hive2.launcher.jdk17.opens

e oozieaction.javalauncher.jdk17.opens

« oozie.action.map-reduce.launcher.jdk17.opens
» oozieaction.shell.launcher.jdk17.opens

« oozie.action.sqoop.launcher.jdk17.opens

These properties can be specified globally through a safety-valve configuration, in the job.propertiesfile, in the
workflow's global configuration, or inside the workflow as a specific action's configuration. The order of precedence
for these configurationsis as follows:

1. If you have configured the property at the action level, it takes precedence over all other settings, and the
remaining configurations are disregarded.

2. If you have configured the property in the global configuration of the workflow, the value from there is used.

3. If the setting is not available in either of the previous locations, the value configured in your job.propertiesfileis
used instead.

4. Lastly, the global setting in Cloudera Manager comes into effect.

B Note: These properties only have an effect on the Launcher application created by Oozie.

Learn about Oozie security enhancements related to callback, callback endpoint, FIPS compliance, and SMTP
(Simple Mail Transfer Protocol). Oozie will be notified about completion of tasks through HTTPS.

« Prior to this enhancement, even though SSL was enabled for Oozie, the callback mechanism —which notifies the
Oozie server after an action finished (success/failed) — was going through HTTP. With the enhanced callback
featureif TLS/SSL is enabled for Oozie, the callback invocation goes through HTTPS. This appliesto all Oozie
actions, including map-reduce actions. For map-reduce actions, as always, the Oozie Application Master (AM)
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container does not wait for the map-reduce Job to complete, but Y ARN makes a callback to Oozie when the map-
reduce Job completes. This callback goes through HTTPS as well when TLS/SSL is enabled for Oozie. When
TLS/SSL isenabled for Oozie, Oozie listens only on the HTTPS port and not on the HTTP port asthe HTTP port
was only needed for the callback mechanism. Oozie will not explicitly upload the truststore file required for the
HTTPS connection to the Y ARN applications launched by Oozie and neither should you, but Oozie will pass the
location of the file used by Oozie itself to the callback mechanism running inside the Y ARN container. Hence, the
truststore file used by Oozie needs to be available on all NodeM anager Hosts and accessible by YARN containers.

Note: Until now, the default callback command for SSH actionswas cur | . If you have enabled TLS/

E SSL for Oozie, Cloudera Manager will changethistocur | - k. If you have added a custom callback
command setup for SSH actions through a safety valve, that setup will not be overridden by Cloudera
Manager. Y ou must make sure that your command supports TLS/SSL.

Along with the callback mechanism, you can also enable authentication for the callback endpoint. If you

have K erberos configured on your cluster, authentication is enabled for al endpoints of Oozie by default
except for the callback endpoint. Y ou can enable authentication for the callback endpoint by setting the
oozie.servlet.CallbackServlet.authentication.required property to t r ue as a safety-valve in Cloudera Manager.

Note: After the release of Cloudera Manager 7.3.0, you do not need to configure the callback endpoint
B authentication through a safety-valve because Clouderaisintroducing the Oozie Callback Servlet
Authentication property. After the release of Cloudera Manager 7.3.0, upgrade Cloudera Manager,
and search and select the new Oozie Callback Servlet Authentication option. If you have set the above
property using safety-valve, you can remove it and instead enable it through the new checkbox. No new
configuration is required in Cloudera Runtime. When callback authentication is enabled, Oozie does not
allow an unauthenticated invocation to the endpoint. Before starting the AM container, Oozie generates a
new type of delegation token and when the Job finishes and the AM container notifies the Oozie server.
This new Oozie delegation token is used to make the callback.

Note: If you enable authentication on the callback endpoint, when you are executing an SSH action, make
B sure your SSH command will create a Kerberized environment. Otherwise, the callback will fail.

To make Oozie FIPS compliant, the following changes are introduced:

When TLS/SSL is enabled for Oozie, apart from setting the trustStore, trustStorePassword,

keyStore, and keyStorePassword properties, Cloudera Manager adds two new properties
oozie.https.truststore.typeandoozie. https. keyst ore. t ype intheoozie-sitexml file.
These properties will contain the value of the globally configured keyStore type in Cloudera Manager.

When TLS/SSL is enabled for ZooKeeper and Oozie runs with High-Availability, Cloudera Manager setsthe
00zi e. zookeeper. https.truststore.type andoozi e. zookeeper . htt ps. keystore. type
properties along with the existing oozi e. zookeeper . htt ps. trust st ore/ keystore.fil e/
passwor d property in the oozie-sitexml file.

To configure custom TLS/SSL protocols when executing an email action, add the new
oozi e. email.sntp.ssl.protocol s property using asafety valve in Cloudera Manager.

Configure TLS/SSL for Oozie
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Additional considerations when configuring TLS/SSL for Oozie HA

To enable clients to connect to Oozie servers (the target servers) through the load balancer using TLS/SSL, configure
the load balancer for TLS/SSL pass-through.

This means that the load balancer does not perform encryption or decryption but instead passes traffic from clients
and servers to the appropriate target host. See the documentation for your load balancer for details.

Y ou must configure the Oozie client if TLS/SSL is enabled in your cluster. Y ou can configure the Oozie command
line client using either the JDK certificate store or using the trust-store file.

Using JDK Certificate Store
« Import the certificate into the JDK certificate store. For example,

keyt ool -keystore </usr/javal/default/lib/security/cacerts> -inmport -trus
tcacerts -alias autotls -file </opt/clouderal/ CMCA/ trust-store/cm aut o-gl
obal cacerts. penm> --storepass changeit -nopronpt

Y ou must specify the IDK/JRE certificate file location with the -keystore parameter and the certificate you want
to import with the -file parameter.

Using Trust Store
e Manually specify the trust-store and trust-store password for the Oozie command line client. For example,

oozi e -Djavax.net.ssl.trustStore={trustStoreFile} -Djavax.net.ssl.trustS
t or ePasswor d={t r ust St or ePasswor d} jobs -o0o0zie https://{oozieHost}: {oozie
Port}/oozie

Using insecure SSL connnection

* From the Cloudera Runtime 7.1.7 SP1 rel ease onwards, you can manually set the SSL connection to insecure. For
example,

0ozi e jobs -o0o0zie https://{oozieHost}: {ooziePort}/oozie -insecure
This causes Oozie to allow certificate errors while the data remains encrypted. With this, there is no need to

import the certificate into the JDK certificate store or specify the trust-store and trust-store password manually for
the Oozie command line client.

The Kerberos principal for Ozone is configured by default to use the same service principal as the default process
user. However, you can change the default setting by providing a custom principal in Cloudera Manager.

1. InClouderaManager, click Clusters > Oozie.
2. Go to the Configuration tab
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S e

Search for the Kerberos Principal by entering "kerberos" in the search field.
For Kerberos Principal, enter your custom principal value.

Click Save Changes.

Click Actions and select Restart to restart the service.
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