Cloudera Runtime 7.3.1

Using Streams Messaging Manager

Date published: 2023-10-25
Date modified: 2024-12-10

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© ClouderaInc. 2024. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



Cloudera Runtime | Contents | iii

MONITOrING KafK@.......cieiieeiece et 5
MONITONNG KEFKA CIUSIEIS......ctiiiitieeti ettt bbb b et b et b b s bbbt ae e ens 5
MONItOriNg KafKa PrOQUCEIS.........coueeiieiitiieieseete ettt b e b e st b e e b se b e bt sbese st et st e e e b e e ebe e 6
MONITONNG KEFKA TOPICS....c.eeveeetireeiirtet sttt e bbbt b e b e bbbt bbb et b e b e b ens 9
MOoNitoring KafKa BrOKENS..........oiiiie bbb 15
MONItOriNG KafKA CONSUMENS........couitiieiirietirietirteies ettt b et b ettt b et et nb e 17
Monitoring 10g SiZ€ INFOMMELION........c..ciiiiiieeeee ettt e e b 20
Monitoring liNEBGE INFOMMEBLION..........ciiiieieret et b et b e bbb 24

Managing Kafka tOPICS.......ccuiiiieiie ettt 26
(0= 1T = W N = T () o oS 26
1Y/ Koo 1 YT a0 = S = U 0] [ SR 27
D= L= U] g0 = T = T (o o L o 27

Managing Alert Policies and NOtIfIersS........ccocveiiiiiine s 27
(O 1o I 10 oL = ST 28
@] oTo = (] ao = 00 1 1= G USSR 30
D2 L= (] aTo = a0 ) 1= USSP 30
Creating @N @O POLICY . ...co.ieieieieetes ettt ettt e b et e e et ettt eh e ae Rt ebe b e bt sbenbenbenaen 30
@] olo = 1 ao = g = = o A oo oy OSSP 32
EN@bliNg AN @ eI POIICY ...veeeieeee et b bbb e e e et ae e b nnas 32
Disabling @N @ EIT POIICY ..ottt b e b e sa e b b e b b e et e nenae e 32
DElEtiNg 8N @I POIICY .. eeueeeeeeeiertere ettt e b e bbbt e s e et e b e e e e e e et e aeebeebesaeebesbeseesneean 33
Component types and mMetrics for alert POlICIES.........o.iiie i e 33

Monitoring end-to-end [ateNCY.......cccceeiiriieere e s 37
ENBDIING INTEICEPIONS. ...ttt ettt bbbt b e b e bt e bt e e bt e e bt e st b e b e e b s 38
Monitoring end to end latency for KafKa tOpiC.......coveuiririirieirieeriet et 40
ENd O €NA TBLENCY USE CBSE......eueitiiiteriete sttt sttt sttt sttt b et b e et e se ke se bt s b bt s b e st b e st e b et eb e e et e neebeseebe e 44

Monitoring Kafka cluster replications (SRM).......coccveveeiieeiieiie e 49
Viewing Kafka cluster repliCation etailS............cooveiviieiienieieses ettt se e eneens 50

Searching Kafka cluster replications DY SOUICE.........ccccvieeeeirere e nnen 51
Monitoring Kafka cluster replications by qUICK rangES........cceeereereeerieeeeesese e e e e 51
Monitoring status of the clusters to be repliCated..........ooivieirieicie e e 52
Monitoring topiCS t0 bE rEPIICAIEM.........ccueieeeecce e et s neneas 52
Searching by tOPIC NBME........cuoiceeicee e st sr et besa et e s e e e e eneenenneens 53
Monitoring throughput for ClUSLEr rEPlICAION.........cceieiiiese e e 53
Monitoring replication latency for cluster repliCation...........ccccevveeeeeeriere s 54
Monitoring checkpoint latency for cluster repliCation...........cccivieieresiese e 55

Monitoring replication throughput and latency By VAIUES...........cccocvviiiiiie i 56



Managing and monitoring Kafka Connect using Streams M essaging

Y = TR T2 0 L OO EP TP R SPPRTOTRR 57
The KafKa CONNECE UL......cuiiiiiieiiiee ettt bbbt e bbbt et bbb e b e ene s ens 57
Deploying and managing Kafka Connect connectors in SMM ..o 62

Deploying a Kafka Connect CONNECLOr iN SMM ..o 62

Pausing, resuming, restarting, and deleting a Kafka Connect connector in SMM.........cccocevvievevnennene 66
Reconfiguring Kafka Connect conneCtors in SMM .......cc.cieiieineinieeieese e 67

Connector configuration fEAtUrES iN SMM.........ciiiiriiiiiee e 68
Managing and monitoring Cruise Control rebalance............ccccovveiivieiieenn, 73
Authorizing users to access Cruise Control iN SMM ......ccucccieieiececreeesese e e se e e e e enens 73
Cruise Control dashboard iN SMM Ul.......ccoiire e 74

Using the Rebalance Wizard in CruiSe CONLIOL........c.eiiieiericieeece ettt s ene s 79



Cloudera Runtime Monitoring Kafka

Learn how to monitor Kafka clusters, producers, consumers topics brokers, log size and lineage using Streams
Messaging Manager (SMM).

The overview page provides you with tools to see a snapshot of the Kafka cluster you are monitoring. After you select
the Kafka cluster to monitor, you can see the total number of producers, brokers, topics, and consumer groups in that
cluster. Y ou can also monitor producer and consumer metrics.

After you have installed and configured Apache Kafka, you must set one configuration parameter to enable Kafka and
SMM to communicate.

1. Select Kafkafrom your cluster drop-down, and then select the Configuration tab.
2. Ensure that the Enable Producer Metrics check box is selected.

Y ou can use the Overview tab to review information about your Kafka cluster. This page gives you information
about total number of producers, brokers, topics, and consumer groups. It also provides more detailed metrics about
producers and consumers.

Review the Producers, Brokers, Topics, and Consumer Groups information at the top of your page to understand how
many of each are contained in your Kafka cluster.

Overview Cluster: SMMDemo~ &~

Consumer Groups

18

TOPICS (28) BROKERS (5) D 30 minutes -

Y ou can click the drop-down arrow in any of the boxesto view alist of Kafka resource. Select one or more Kafka
resource to filter your view to just those resource. Y ou can also search for a specific resource. You can click clear at
any timeto return to the full overview.

Note: Searching supports regular expressions. Invalid regular expressions are interpreted as exact match
searches.
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Y ou can select the time period you want to view the metrics for, on the top-right corner of the page. If Cloudera
Manager is configured as a metrics backend, the metrics (for example, topic > partition > producermetrics) which are
used for time periods larger than 6 hours are calculated asynchronously, and take time to refresh.

'O 30 minutes «

Monitoring Kafka producers

By monitoring Kafka producers, you can track the active and inactive producers in your cluster. Y ou can also change
the period of time after which a producer is considered inactive.
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The producers you interact with in Streams Messaging Manager (SMM) are named based on the client.id property
you added when creating Kafka producers.

On the Overview page, producers are referred to as active or passive. Producers are active when they are producing
messages over a designated time period.

On the Producers page, passive producers are referred to asinactive.

Y ou can set the period of time after which a producer is considered inactive in the Streams Messaging Manager
Configs screen.

1. Select Streams Messaging Manager from the services pane.
2. Click Configs and select Advanced streams-messaging-manager-common from the Advanced tab.

3. Update inactive.producer.timeout.ms to change the period of time after which a producer is considered inactive.
Thisvalueis specified in milliseconds.

STREAMS MESSAGING MANAGER CONFIG ADVANCED

Advanced streams-messaging-manager-common

AMS's Kafka Application Id kafka_broker o
AMS's protocol {{ams_timeline_metrics_protocol}} (4]
ams.timeline.metrics.truststore. {{ams_metric_truststore_password}} L+
password

ams.timeline.metrics.truststore.path  {{ams_metric_truststore_path}} L+
ams.timeline.metrics.truststore.type  {{ams_metric_truststore_type}} L+
consumer.group.refresh.interval.ms 300000 (+]
inactive.group.timeout.ms 1800000 4]
inactive.producer.timeout.ms 1800000 [+]

There are two ways to identify whether a producer is active or passive.

From the Producer pane in the Overview page, use the Active, Passive, and All tabs to view only active producers,
only passive producers, or all of them. This allows you to see the total number of active and passive producers.
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Producers (84)
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fuel-apps 2.3m
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From the Producers page, each producer is listed with the status visible.

nifi-syndicate-speed-avro
INACTIVE

geo-critical-event-collector-i19
ACTIVE

‘ nifi-syndicate-geo-avro
INACTIVE
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Monitoring Kafka topics

By monitoring Kafkatopics, you can track the total number of topicsin your cluster and details about the topics. You
can also monitor Grafana metrics for the topicsin your cluster.

Viewing the total number of topics in your cluster
Y ou can see the total number of topicsin your Kafka cluster on the Overview page.

Overview Cluster: SMMDemo~ &~

Consumer Groups
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Detailed information about topics

The Topics page contains a number of useful details about your Kafka topics. This page helps you answer the
following questions:

* How can | seeif the replicasin thistopic are in sync?

e How do | seethistopic's retention rate?

* How can | seethe replication factor for thistopic?

* How do | seethe producers and consumers that are connected to this topic?

* How do | find the total number of messages going into this topic, over a specified time range?

To access this detailed topic information:

1. From the left navigation pane, click Topics.

2. ldentify the topic about which you want information. Y ou can either scroll through the list of topics, or use the
Search bar at the top left of the page.

3. Click the green hexagon at the left of the topic to view details.

° gateway-west-raw-sensors 59MB 5KB 0.3m 1 wm@Q E ~
Producers (3) 1 ctor: (2) Syn pl 60f6 tal rr 1ges: 268,184 R tion Period: 7 days Consumer Groups (1)
&
minifi-truck-w3 62k
inifi-truck-w2 o P skeour | nifi-truck-sensors-.. 0.4m
Tinifi-truck-w 87k
o 072 ma out

Viewing topic messages using Data Explorer

Data Explorer is asimple Kafka consumer within SMM. It enables you to view the content of a Kafkatopic. Y ou can
select any Kafkatopic and any partition within that topic, and view messages from the selected partition.

Y ou can reach Data Explorer in two ways. One way is from the T opics page, and the other is from the Overview
page. In both pages, you need to either click the magnifier icon, or navigate to the Topic Details page and then select
the Data Explorer tab. The following steps describe the process:

1. Logintothe SMM UI.
2. From the |eft navigation pane, click Topics.
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3. ldentify the topic for which you want the message information. Y ou can either scroll through the list of topics, or
use the Search bar to find atopic.

10
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4. Click the Data Explorer icon for that topic.

[T Topics Cluster: KAFKA-T &~
Bytes In Bytes Out Produced Per Sec Fetched Per Sec In Sync Replicas Out Of Sync Under Replicated Offline Partitions
1TMB 873 KB 2 1,735 887
Topics (37) [ Search Q l O ©30minutes~
NAME = DATAIN = DATAOUT = MESSAGES IN = CONSUMER GROUPS %
° connect-configs 0B 6 KB 0 0 =] v
Data Explorer
° __smm-app-smm-producer-table-30s-repartition 0B 0B 0 1 Q =] v
A ° __smm-app-smm-producer-table-15m-changelog 0B 0B 0 0 Q =] v

The Data Explorer dialog appears.

Data Explorer

ISOLATION LEVEL: DESERIALIZER: | Keys: String - l lVaIues: String - l

FROM OFFSET RECORD
LIMIT

Partition 0 - l ‘ 12 9 O
0

Offset Timestamp Key Value
Sun, Jun 11 2023, 23:38:02 session-key {"key":"+5IrdgAtdHSym0CqVYD3L8L6fYCsMocoYQ2KY360Z0A=","algorithm":"HmacSHA256",'creation-timestamp":16
Mon, Jun 12 2023, 00:38:02 session-key {"key":"VXbrh6eSTOH6PAMxgH/JI6FISoyKvCXN8QOCB2mmuB0=","algorithm":"HmacSHA256","creation-timestamp":1
Mon, Jun 12 2023, 01:38:02 session-key {'key":"8siE5SIdCzAmMRfcJsSBvtuhgDclLu9j2ql4nFaj/A/1s=","algorithm":"HmacSHA256", 'creation-timestamp":168652¢
Mon, Jun 12 2023, 02:38:02 session-key {"key":"LkB2gLmWdeVzUFXVx7e7A0rhUhcl418tKXz6y+1AJqU=","algorithm":"HmacSHA256" 'creation-timestamp":16&
Mon, Jun 12 2023, 03:38:02 session-key {"key":"LgbO70FBEDIDLD/V3CESCNCxGxoKJZvvXvHB+zyQaeo=","algorithm"."HmacSHA256",'creation-timestamp":16¢
Mon, Jun 12 2023, 04:38:02 session-key {"key":"G5h7ZMuVJq4T6gUC4qV2rlazn35dAD20d7+/xS3TgUA=","algorithm""HmacSHA256" 'creation-timestamp":16
Mon, Jun 12 2023, 05:38:02 session-key {"key":"4JMRsP+jH3ZKvMaZ/vVOCkpPITGIX1d4TOIc9ICncEj4=" algorithm":"HmacSHA256",'creation-timestamp":168
Mon, Jun 12 2023, 06:38:02 session-key {"key":"SKzJualT96SI8L3WAJBCIMiJdiYOgBnSsmyhq1V6BBw=""algorithm":"HmacSHA256" 'creation-timestamp":168
Mon, Jun 12 2023, 07:38:02 session-key {"key":"XT/aTvad5Au/+4vigfQWfkpQZIoLIQvIxTW7XTCTVWQ=","algorithm":"HmacSHA256" 'creation-timestamp":168€

Mon, Jun 12 2023, 08:38:02 session-key {"key":"xOb8MBQTCsV7dD2HwZul7besVENiZ3LQjJv4V2ZJxHY=","algorithm":"HmacSHA256" 'creation-timestamp":16¢

Alternatively, you can click the Profile icon for that topic.

Cluster: KAFKA-1 &~

Topics
Bytes In Bytes Out Produced Per Sec Fetched Per Sec In Sync Replicas Out Of Sync Under Replicated Offline Partitions
1MB 873 KB 2 1,735 887

Topics (37) Search Q| o ©s0miutes-

NAME & DATAIN = DATA OUT & MESSAGES IN & CONSUMER GROUPS %

° connect-configs 0B 6 KB 0 0 Q =] v

Profile
° __smm-app-smm-producer-table-30s-repartition 0B 0B 0 1 Q =] v
° __smm-app-smm-producer-table-15m-changelog 0B 0B 0 0 Q = v

Then go to the Data Explorer tab.

11
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Cluster: KAFKA-1
Topics / connect-configs

METRICS ~ ASSIGNMENT ~ DATAEXPLORER ~ CONFIGS  LATENCY

ISOLATION LEVEL: | read_uncommitted ~ ‘ DESERIALIZER: | Keys: String - ] ‘ Values: String - ‘
[
FROM OFFSET RECORD LIMIT
Partition 0 - ‘ 12 o lws
S 0 9 18 27
offset Timestamp Key Value
12 Sun, Jun 112023, 23:38:02 session-key {'key""+5lrdqAtdHSymOCqVYD3LBL6!YCsMocoYQ2KY360Z0A=", algorithm""HmacSHA256" ‘creation-timestamp':1686519482280}
13 Mon, Jun 12 2023, 00:38:02 session-key {’key""VXbrh6eSTOH6PAMXgH/JI6FISoykvCXN8QOC! *algorithm”" o P’ 1)
14 Mon, Jun 12 2023, 01:38:02 session-key {’key""8SIESSIACzAmMRIcJsSBvtuhgDCLj2qknFaj/A/1s=""algorithm'" P
15 Mon, Jun 12 2023, 02:38:02 session-key {'key""LkB2gLmWdeVZUFXVx7e7A0rhUhcl418tKXz6y+1AJqU=""algorithm’"’ P11
16 Mon, Jun 12 2023, 03:38:02 session-key {'key""Lgh070FBEDIDLD/V3CESCNCxGxoKJZwWXvHB+2yQaeo=""algorithm" " " P
17 Mon, Jun 12 2023, 04:38:02 session-key {'key""G5h7ZMUVJq4T6gUCAqV2riaZn35dAD20d7+/xS3TgUA=" algorithm’""HmacSHA256", creation-timestamp"1686 537482283}
18 Mon, Jun 12 2023, 05:38:02 session-key {’key""4JMRSP+/H3ZKvMaZ/vVOCKpPITGIX1d4TOIcICNCE}4=",algorithm" HmacSHA256", creation-timestamp': 1686541082283}
19 Mon, Jun 12 2023, 06:38:02 session-key {'key""SKzJualT96SIBLIWAJBCIMiJdiYOgBNSsmyhq1V6BBw="algorithm""HmacSHA256" ‘creation-timestamp:1686544682284}
20 Mon, Jun 12 2023, 07:38:02 session-key {'key""XT/aTvadSAu/+4vigfQWIkpQZIoLIQvIx1W7XTCTVWQ="algorithm"" = P11
21 Mon, Jun 12 2023, 08:38:02 session-key {'key""x0b8MBATCsV7dD2HWZul7besVENiZ3LQjv4V2ZIXHY=""algorithm'" p"

(11010) of 15 E 2 >

5. Select any of the following modesin the Isolation Level option:

e read committed
e read_uncommitted
Theisolation level specifies whether uncommitted transactional messages should be read. By default, itis set to
read_uncommitted.
6. Select the deserializer types for the Keys and Values options.

For example, if you select Avro, SMM uses the schema that can be found in Schema Registry to deserialize the
messages.

7. Select aPartition.
The Kafka topic must have partitions to select from.

8. Select avalue for the From Offset field.

Y ou can a'so use the selection bar to select an offset value. The maximum value is the offset of the last message.
Click O to refresh the partition offset range and to fetch the latest messages.
9. Select aRecord Limit.

The record limit value is the number of messages that are fetched starting from the message offset number
selected in the From Offset field.
10. To see long messages, click show more beside a message.

The message opensin adialog or a new tab based on the size of the message.
11. Click the Schema Registry icon to go to the related page in the Schema Registry Ul.

Cluster: KAFKA-1
Topics / connect-configs

METRICS ~ ASSIGNMENT ~ DATAEXPLORER ~ CONFIGS  LATENCY

ISOLATION LEVEL: | read_uncommitted ~ ‘ DESERIALIZER: | Keys: String - Values: String M ‘
()
'
FROM OFFSET B <chema Registry

Partition 0 - ‘ [12 b 15
e — 0 9 18 27

Offset Timestamp Key Value

12 Sun, Jun 11 2023, 23:38:02 session-key {"key":"+5IrdqAtdHSymOCqVYD3LBL6YCsMocoYQ2KY360Z0A=","algorithm"-"HmacSHA256' creation-timestamp". 1686519482280}

12
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Y ou can increase the number of partitions of atopic

Warning: Increasing the partition numbers can impact the use of keys on messages. The data that is aready
written is not redistributed using the new partition, but remains on the partition on which it was located.

The following steps describe the process:

1. Logintothe SMM UlI.

2. From the |eft navigation pane, click Topics.

3. ldentify the topic for which you want to increase the topic partition number. Y ou can either scroll through the list
of topics, or use the Search bar to find atopic.

4. Click the Profileicon for that topic.

5. Go to the Configstab.

Cluster: KAFKA-1
Topics / connect-configs

METRICS ASSIGNMENT ~ DATA EXPLORER CONFIGS  LATENCY

TOPIC NAME PARTITIONS

connect-configs 3 Name & Isbefau 2 eadonl
cleanup.policy compact false  false false

Availability compression.type producer true false false
delete.retention.hours 168 false false false
delete.retention.ms 604800000 false false false

file.delete.delay.ms 60000 true false false

flush.messages 9223372036854775807  true false false

flush.ms 9223372036854775807  true false false

REPLICATION FACTOR 3 REPLICATION FACTOR 3 REPLICATION FACTOR 2 REPLICATION FACTOR 1 follow licati th led " fal fal
MIN INSYNC REPLICA 2 MIN INSYNC REPLICA 1 MIN INSYNC REPLICA 1 MIN INSYNC REPLICA 1 ollower.replication.throttled replicas true alse alse
index.interval.bytes 4096 true false false

Limits
CLEANURPOLICY leader.replication.throttled.replicas true false false
compact max.compaction.lag.ms 9223372036854775807  true false false
max.message.bytes 1000000 false  false false
...

message.downconversion.enable true true false false

7. Click Save.

A dialog appears to ensure the increment.
8. Click Yes.
9. Refresh the page to see the change.

The experimental Assignment tab, on the topic details page, shows the current state of the topic. It shows some topic-
level statistics and the replicaassignment of all partitions. If rack awarenessis used in the Kafka cluster, the replica
assignment is shown in arack-based view. If the rack IDs follow the format of multi-level rack IDs, the rack IDs are
rendered as a hierarchy. For more information on rack awareness, see Kafka rack awareness.

To go to the Assignment tab, click the Profile icon for atopic from the Overview or Topics page, and then click the
Assignment tab. Y ou can view the following statistics there:

e Number of offline partitions

Shows the number of offline partitionsin the topic. A partition is offlineif it does not have aleader. Partitions can
become offlineif all their in-sync replicas are offline.
e Number of under-min-ISR partitions

Shows the number of under-min-ISR partitionsin the topic. A partition isin an under-min-1SR state if the number
of in-sync replicasis lower than the value set in the min.insync.replicas property of the topic. The minimum in-
sync replicas configuration defines how many replicas must acknowledge a produced message before the produce
reguest is considered successful.

13



Cloudera Runtime Monitoring Kafka

*  Number of under-replicated partitions

Shows the number of under-replicated partitionsin the topic. A partition is under-replicated if it has at least one
out-of-sync replica.
*  Number of unevenly distributed partitions

This appearsif rack awarenessis being used.

Important: This statistics is based on standard rack awareness, and does not respect the multi-level rack
& IDs. This means that a partition might be shown as evenly distributed while in terms of multi-level rack
awareness it should be considered unevenly distributed.

Shows the number of unevenly distributed partitions in the topic. A partition is unevenly distributed if the
difference between the maximum and minimum number of replicasin arack is greater than one. Thistypically
suggests that the partition does not meet expected durability guarantees or that it causes uneven load on the
cluster. If apartition is unevenly distributed, try reassigning them. In most cases, unevenly distributed partitions
become evenly distributed across the racks after reassignment.

e Number of unused racks

This appearsif rack awarenessis being used.

Shows the number of racks which are currently not used by thistopic. A rack is unused if the topic has no replicas
residing in that rack. Thistypically suggests that the partition does not meet expected durability guarantees
because it ishot using all available racks (physical locations) to store replicas of the data. Thisis expected and
does not cause issues for non-critical topics that have an intentionally low replication factor.

In the replica assignment table, replicas are shown with different colors:

» Leader replicas are green
e In-syncreplicas are blue
e Out-of-sync replicas arered

In addition, offline partitions and out-of-sync partitions are red. Under-replicated partitions, unevenly distributed
racks, and unused racks are orange. When a specific partition or rack has one of these issues, awarning sign appears
next to it.

Leader and in-sync replicas also act as links to the corresponding broker details page.

In the table header and in the first column, warning icons are shown if the specific column or row is affected by one
of theissueslisted in the topic statistics.

The following image shows the Assignment tab without racks:

® & STREAMSMESSAGINGM X +

< C @ O D localhost: 2/t topic-12tab= ent w @ I

Cloudera- My Applica... 4 Inbox - durban@cloud... B Cloudera, Inc.-Calend...  System Dashboard-C...  Streams Messaging-F...  Streams Messaging-... £ My Drive -Google Drive R My Reviews - Gerrit C... » 03 Other Bookmarks

Cluster: KAFKA-1
*& Topics | topic-1 uster A

® METRICS  ASSIGNMENT ~DATAEXPLORER CONFIGS ~LATENCY

s enabled for Kafka (rack IDs are specified for the brokers), replicas are sorted based on their physical location (DC and/or rack) giving you a rack-based view of the replica assignment.

Number of under-min-ISR (Min ISR: 2) partitions: (A1 Leader Insync | Outofsync

3
n o N

The following image shows the Assignment tab with racks:

14
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#¢ STREAMS MESSAGING M X +
C @ O D localhost #/t t = t ki @ I
Cloudera - My Applica... 1 Inbox - durban@cloud... [ Cloudera, Inc. - Calend...  System Dashboard-C.. Streams Messaging -F...  Streams Messaging-... £ My Drive - Google Drive ® My Reviews - Gerrit C... » [ Other Bookmarks
Cluster: KAFKA-1
*ﬁ Topics / topic-1
@ METRICS ASSIGNMENT DATAEXPLORER CONFIGS LATENCY

Shows the current state of the topic partitions. If rack awareness

abled for Kafka (rack IDs are specified for the brokers), replicas are sorted based on their physical location (DC and/or rack) giving you a rack-based view of the replica assignment.

- Number of offiine partitions: (&% Number of under-min-ISR (Min ISR: 2) partitions: (&1 Leader Insync | Outofsync
Number of under-replicated partitions: (& Number of unevenly distributed partitions: (0 Number of unused racks: (0

L3

"
Po (A o 1 2

= Pl [} 1 2

e P2 (A 0 1 2
P3(A 0 1 2

A

The following image shows the Assignment tab with racks, but with one broker metadata unknown, which adds an
extra Unknown column to the table:

® & STREAMSMESSAGINGM X +
C @ O D localhost: 2/t t = t ks @ I
Cloudera- My Applica... ™ Inbox- durban@cloud... [ Cloudera, Inc.-Calend...  System Dashboard -C.. Streams Messaging -F...  Streams Messaging-... £ My Drive - Google Drive 8 My Reviews - Gerrit C... » [ Other Bookmarks
Cluster: KAFKA-1
ﬂw Topics / topic-1 uster: KA
@ METRICS ASSIGNMENT DATAEXPLORER CONFIGS ~LATENCY

Shows the current state of the topic partitions. If rack awareness is enabled for Kafka (rack IDs are specified for the brokers), replicas are sorted based on their physical location (DC and/or rack) giving you a rack-based view of the replica assignment.

- Number of offiine partitions: (&1 Number of under-min-ISR (Min ISR: 2) partitions: (&1 Leader Insync  Outofsync
Number of under-replicated partitions: (& Number of unevenly distributed partitions: (0 Number of unused racks: (0

®

"
POfA 2 0 1

= Pl 2 0 1

= P2 (A 2 0 1
3 (A 2 0 1

A

Kafkarack awareness

By monitoring Kafka brokers, you can track various details about brokers including the host where the broker is
located, disk space used by the broker, throughput, messages coming in, partitions, and replicas.

The Brokers page contains a number of useful details about your Kafka brokers. This page helps you answer the
following questions:

e Onwhat host is my broker located?
* Ismy broker running out of disk space?

To access detailed broker information:

1. From theleft navigation pane, click Brokers.

2. ldentify the broker about which you want information. Y ou can either scroll through the list of brokers, or use the
Search bar at the top left of the page.

3. Click the green hexagon at the left of the broker to view details.
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Brokers
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Viewing additional details about the broker host

2947277.00

30

Cluster: Cluster 1

Q | O ©30minutes~

93

a
@
>

Y ou can view additional details about the broker host from Cloudera Manager. To access thisinformation perform the

following steps:

1. From theleft navigation pane, click Brokers.
2. ldentify the broker about which you want information. Y ou can either scroll through the list of brokers, or use the

Search bar at the top left of the page.

3. Click the Profileicon on the right side of the broker view.

Brokers (3)

9

Ihunyady-ns155-1 Jhunyady-ns155 root hwx site:9092

11

Ihunyady-ns155-2 Ihunyady-ns155.root hwx, site:9092

13

Ihunyady-ns155-3 Jhunyady-ns155.root hwx site:9092

Brokers / 9
METRICS  CONFIGS
Producers (3) 930193
ofsmm—app'smm—. PO
Ome—smk—z PO

@ _consumer_offse..P2

°_consumev_cffse. .P5

0B 0
0B 0
0B 0

0 604,800,000 MILLISECONDS

30

35

37

Q| O O30minutes~

93 [u] = v
Profile

92 o = v

94 o =} >

Cluster: Cluster 1

L D ©30minutes ~

Cloudera Manager
Consumer Groups (1)

Y ou can track additional details about the broker host in the Metrics and Configs tabs.
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Monitoring Kafka consumers

By monitoring Kafka consumer groups, you can track active and passive consumer groups, or all consumer groups,
which use the default internal __consumer_offsets topic to store the consumed offset information. Y ou can track
additional details about consumer groups. Y ou can aso track details including number of consumers and consumer
instances included in a group and consumer group lag in the consumer group profile.

Streams M essaging Manager (SMM) displays consumer groups that have offsets stored in Kafka's internal topic __co
nsumer_offsets, which is also the default store if the auto.commit.enable property is set to true for consumers. SMM
does not display consumer groups that have offsets stored anywhere else other than this default store.

Viewing summary information about consumer groups

The Overview page gives you summary information about consumer groups on the right side of the page. Y ou can
use the Active, Passive, and All tabsto view consumer groups only in the Active or Passives, or all of the consumer
groups, which use the default internal __consumer_offsets topic to store the consumed offset information. Use the
Lag tab to sort consumer groups based on ascending or descending amounts of lag.

Overview Cluster: SMMDemo ~ &~
Producers Consumer Groups
84 18
TOPICS (28) BROKERS (5) Damonth~
NAME DATAIN DATA O MESSAGES IN ~ CONSUMER GROUPS

Producers (84) Consumer Groups (18)

[ cTive (61) SIS ° syndicate-transmission 139MB 77MB 0.6m 0 “@QE v acTIVE (3) [Passive (15) [N
minifi-eu-i 8.2m fuel-micro-service 14m
jeo-critical-event-coll.. 4.1m ° syndicate-speed-even.. 0B 0B 0 0 QR v supply-chain-micro-s.

o-critical-event-coll am audit-micro-service 5m
ue 3.4m . adjudication-micro
° syndicate-speed-even.. 0B 0B 0 0 "ARAQE v
supply-chain-apps Im load-optimizer-micre
jeo-critical-event-coll.. 1.8m nerav-micro-service  2.4m
rical ol ° syndicate-oil 166MB 0B 0.8m 0 “eaml v ‘
0-critical-event-col 6m mpliance-micr

Viewing details about a consumer group
To access detailed consumer group information:

1. From theleft navigation pane, click Consumer Group.

2. ldentify the consumer group about which you want information. Y ou can either scroll through the list of consumer
groups, or use the Search bar at the top l€eft of the page.

3. Click the green hexagon at the |eft of the consumer group to view details.

° nifi-truck-sensors-west 9 = ~
ACTIVI
Stable
01004 gateway-west-r.. PQ
©1005 gateway-westr.. p1
01001 gateway-west-r.. P2
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The Consumer Group profile displays detailed information about each consumer group, including:

»  The number of consumersincluded in the group.
» The number of consumer instances in the group.
» Details about consumer group lag.

To access the Consumer Group profile:

1. From the Consumer Group page, select the consumer group for which you want to view the profile.
2. Click the profileiconin the upper right of the Consumer Group tile.

MEIRIUS

D a month +
Producers (3) Stable Consumers (2)
01[][14 gatewa.. PQ
inifi-truck-w2
minifi-truck-1 1r 1005 gatewa... p1
nsumer-3 1
ifi )
@7001 gatewa..pz2
Summary N
8 consumer-1-29fabe77-78dd-428a-b030-eef8 753e2d5f gateway-west-raw-sensors 0 1 /10.0.2839 -1 0
consumer-1-6b0e4ffc-6f4c-deee-ad06-81d055e7ed53 gateway-west-raw-sensors 1 6 /10.0.28.45 1636812 1636818
consumer-3-68359916-35f8-4007-b292-c48e72c1bbb3 gateway-west-raw-sensors 2 1 /10.0.28.33 -1 0
Committed Offsets Committed Offsets Rate Lag Lag Rate

To reset the offset of a consumer group, perform the following steps:

1. From theleft navigation pane, click Consumer Group.
2. Choose the consumer group for which you want to reset the offset, and click the Profile icon.

Cluster: KAFKA-1
N{* Consumer Groups

Consumer Groups (4) Q| 9
° __smm-app 0 = o
test1
° 0 % ~
Profile
°|es|2
Dtest1

Note: Resetting offsetsis only possible for those groups whose state is Empty or Dead. Attempting to
E reset offset of any other group resultsin an error.
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3. Inthe Metrics page, click Actions Reset offset .
The Reset offsets for consumer group dialog appears.

Reset offsets for consumer group "test1"

Topics Reset mode

(ID Alitopics current

D test2

O testt

Apply ‘ Cancel

4. Select the topic and partition(s) you want to reset.

Y ou can use the arrow beside each topic to display the partitions of that topic, and select partition(s) as required.
You can also select al topics and all related partitions by selecting the All topics option. Y ou can use the Filter
option to find a specific topic.

Reset offsets for consumer group "test1" x

Topics Reset mode

(1D Alitopics Filter A ¢ current v

= test2

6)

Mo
O
/]
]
O a4
&G s
Oes
| i
[ I

o I
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5. Select the reset option from the Reset mode.

The available options are as shown in the following image:

Reset offsets for consumer group "test1"

Topics
| @ Ailtopics Filter Y
i
| test2 v
T test] h
6. Click Apply.

Monitoring log size information

Reset mode

current ~ ]

latest

earliest
offset
L}

date & time

Apply Cancel

The SMM Ul shows log size related information about brokers, topics, and partitions. Furthermore, warning messages

appear when log directory related errors happen.

The feature uses a cache mechanism. The following cache attributes are set by default. Y ou can modify these

attributesin the SMM configuration page of the Cloudera Manager Ul:

» KafkaLogdir Cache Expiration ms

Sets cache expiration time.
» KafkaLogdir Cache Maximum Size

Sets maximum cache size.
« KafkaLogdir Cal Timeout ms

Sets timeout of the Kafka query.

The following image shows the propertiesin Cloudera Manager:
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TR e o 2 e I ]
Cluster 1

& STREAMS_MESSAGING_MANAGER-T  setions~ Sops, 108 U UTC

Status  Instances  Configuration ~ Commands  ChartsLibrary ~ Audits ~ Streams Messaging Manager Web UI 2 Quick Links +

Qg ©Filters Role Groups  History & Rollback
Filters
Show Al Descriptions
scope Kafka Logdir Cache Expiration ms Streams Messaging Manager Rest Admin Server Default Group o)
kafka 55 H second(s!
ke 55 | second(s)
Streams Messaging Manager .. 3
Kafka Logdir Cache Maximum Size Streams Messaging Manager Rest Admin Server Default Group o)
fafl 1000 |
CATEGORY
Main 3 Kafka Logdir Call Timeout ms Streams Messaging Manager Rest Admin Server Default Group o
30 [ secondts)
of3
STATUS
°
A

On the Overview page of the SMM UlI, the Topics tab contains a sortable column called Current Log Size which
shows the data with the measure unit. Thislog size is calculated by the leader partitions; so, the follower partitions
are not included. The column contains a tooltip which is a question-mark symbol. The topic related log-size
improvements or information are also available on the Topics page.

Cluster: KAFKA-1
*,; Overview

Topics
34
TOPICS (34)  BROKERS (3) © | ©30minutes
Producers (11) Consumer Groups (3)
ECTEOE  Pssve L ° __consumer_offsets 14KB 14KB 105 0 __corve) | 3 L
° __CruiseControlMetrics 657 KB 657 KB 62k 0 1MB Qa = v
_ KafkaCruiseControlModelTraining
Samples 28 KB 0B 90 0 51KB Qa = v
_KafkaCruiseControlPartitionMetri
° ampies 169 KB o8 9.6k 0 313KB a =

The Topics tab on the Overview page represents topics and you can select one of them. In this case the topic’s leader
partitions are viewable and here you can find the leader partition log-size. If you click a partition, a pop-up window
appears, where log-size information is displayed.

Topic: __CruiseControlMetrics -
PO

ly for the recently

/014 PO logsize: 1MB

If you click Profile for atopic, log-size of replica-leaders appears, hosted by the broker.
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[T Topics / _consumer_offsets Cluster KAFKAY
METRICS  DATA EXPLORER  CONFIGS  LATENCY > osmme- | (D
Producers (0) ® 1500150 105 168 hrs Consumer Groups (0)

Qu PO log-size: 0B ||
Q6 P1 log-size: 0B I
Qs P2 log-size: 0B I
Qu P3 bytes out: 0B log-size: 0B [ | e |

Log size details for brokers

On the Overview page, the Brokers tab contains two sortable columns called Log Size and Remaining Storage.
Thelog-sizeis calculated for al the partitions including the follower partitions. The remaining storage column
contains the available capacity in all of the configured log directories. The broker related |og-size improvements or
information are also available on the Brokers page.

v Overview Cluster: KAFKA-1

TOPICS (34)  BROKERS (3) S | ©30minutes~

Producers (11) - e Consumer Groups (3)

SNCIEUME oo | @yte o 458 KB 5.6k 106 296 1MB 21768 p = o EECIEUEN oo [ AL
O o 180KB 3.9k 110 296 1MB 21768 o = -
° ‘:1_4‘_ o1 arsedbemmLiootls S 1MB 66k 105 292 3MB 209GB | m] =] v

If you click the arrow icon for a broker, the details of that broker are displayed. The Leader Partition Log-Size shows
the sum of leader partitions' 1og-size. The All Partitions Log-Size field' s value is equal to the sortable column’s value
called Log Size (naming is different to make the sortable column names as short as possible). The Remaining Storage
sortable column and field is the same (value and name).

Cluster: KAFKA1
v Overview

TOPICS (34)  BROKERS (3)

o ©30minutes~
Producers (11) - Consumer Groups (3)
: ' o 458 KB 5.6k 106 296 1MB 21768 O ® -~ —— = =
3037 165 1135001.60 780KB
1m8 2768

@sm-senvice-status-con...P0 log-size: 0B

@smmsenviceclusterme..P5 log-size: 0B

@sm-senvice-status-con...P9 bytes out 08 log-size: 0B

@smm-senvice-status-con...P3 log-size: 15 KB

If you click a specific partition, a pop-up window appears where log-size information is displayed.
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Topic: srm-service-status-
connector-metrics-minutes-
st angelog - P3

\-osrm service-status-con...P3 bytes out: 08 log-size: 15 KB

If you click Profile of abroker, then the metrics details for that broker are displayed. The log-size information per
partition is available. Furthermore, the sum of leader partitions’ log-size, remaining storage size, and all partitions
log-size details are also available. The Metrics tab on the Brokers page contains the available storage size per log
directory.

B Note: Thereis no advantage of creating more log directories on the same disk, so this should be avoided.

Cluster: KAFKA1
‘v Brokers / 18 fuste

METRICS  CONFIGS L O ©30minutes-

Producers (9) 295 0f 295 127,231 604,800,000 MILLISECONDS 89MB Consumer Groups (3)
PASSIVE (1) AL 95 MB o 60768 20268 PASSIVE (2) AL
202 GB 202 GB
@sm-service-cluster-met... P5 log-size: 0B
y-h i
ontrolSar eprocu. 22k @ sm-service-status-conn..P9 log-size: 0B
fetricsReport
@ sm-service-status-conn...P3 log-size: 16 KB
rorH . @sm-service-cluster-met... P2 log-size: 0B
@ sm-service-status-conn...P6 log-size: 16 KB

If there is any issue with the query on the log directory information, then a warning message appears. There can be
multiple warnings if more than one broker isrelated. But no new warning message from a specific broker appears
until the previous message disappears.

€ C O O localhost O % ® & O 6 (update :

i

3KB 3KB 1 1 1 0
=
- Brokers (2) Q| O Oanhour~
®
° 0 2KB 1k 3 3 977 KB 98 KB L =] v
° 1 4KB 2k 4 4 2MB 195KB L =] v
A
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For historical information, you can use the chart builder provided in Cloudera Manager. The following command and
screenshot show Kafkalog-size data from the past where the broker 1D and topic name with the topic partition are
specified.

SELECT count er _sun{kaf ka_bytes_received by partition_rate) WHERE servi ceNane
=Kaf kaSer vi ceName AND kaf kaBr oker| d = Kaf kaBrokerld AND kaf kaTopi cNane = Kaf
kaTopi cName AND kaf kaPartitionld = kafkapartitionld

— [ ——
ey Chart Builder e € 2hours rceting S 8, 205PMUTE > W
hart Type @ suckAes B Scater Heatmap  Histogram  Table

Learn how you can visualize the lineage between producers and consumers.

To check which topics a producer is producing to, and which consumers consume from those topics, go to the
Overview page and click on a single producer on the Producer pane. For example, click producer_1, as shown in the
following image:

Producer: producer_1
91

PROFILE FILTER

a_topic 21 KB 15KB 182 2 Q B v

After you click producer_1, you can seethat it producesto atopic called a topic, and that both consumer groups
(group_1 and group_2) consume from that topic.

24



Cloudera Runtime Monitoring Kafka

This works the other way round as well. If you click on a single consumer group, you see what topics it consumes
from and which producers produce to those topics. For example, click group_1, as shown in the following image:

Consumer Groups: group_1
0
f ~

PROFILE FILTER

a_topic 21 KB 15KB 182 2 Q 3 v

After you click group_1 consumer group, you can see that it consumes from the topic called a_topic, and that two
producers produce to that topic (producer_1 and producer_2).

If you are interested in a more detailed view and want to check the lineage information for a single partition, you can
do that as well, however, it isimportant to note that the lineage information is provided exclusively for the last 30
minutes. For example, click P3, as shown in the following image:

Topic: a_topic - P3

Lineage is shown only for the recently
active clients!

4800

4204
"ROFILE FILTER EXPLORE

6 P3

After you click P3 partition in the topic called a_topic, you can see that producer_1 and producer_2 produce to that
partition, and group_1 and group_2 consume from it.

If you click the All Partitions button, you are shown the lineage information for every partition in asingle topic.
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producer_ 91

producer_2 91

Topic: a_topic

Lineage is shown only for the recently
active clients!

PROFILE FILTER EXPLORE

16 PO 3 KB out

8P T
uooR

16 P3 4 KB out

18 P4 3 KB out

Y ou can also access the lineage information from the experimental endpoints. Y ou can find the endpoints at the
Streams Messaging Manager REST API Reference.

Streams Messaging Manager REST APl Reference

Learn how to create, modify, and delete Kafka topics using Streams Messaging Manager (SMM).

Learn how to create Kafka topics by using Streams Messaging Manager (SMM) UI.

Y ou can create anew Kafkatopic by navigating to the Topics page and providing information prompted in the Add
New pop-up.

1. Navigate to the Topics page.
2. Click Add New.
3. Provide the following information:
e Topic name
* Number of partitions
e Level of availability
e Cleanup policy
4. SMM automatically sets Kafka topic properties. Y ou can manually adjust the properties by clicking advanced.
For more information on configuration properties, see Apache Kafka documentation.
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5. Click Save.

Apache Kafka documentation: Topic-Level Configs

Learn how to modify Kafka topics by using Streams Messaging Manager (SMM) UI.

Y ou can modify Kafka topic properties by navigating to the Topics page, and editing content in the Configs tab of the
topic Profile.

Navigate to the Topics page and select the topic you want to modify.
Select the Profileicon.

Select the Configs tab.

Update the configurations.

A wDN P

E Note: You cannot change the topic name or the replication factor.

In the simple version, you can update the number of partitions at partitions and the cleanup.policy.

Y ou can click advanced to access the additional properties. For more information on configuration properties, see
Apache Kafka documentation.

5. Click Save.

Apache Kafka documentation: Topic-Level Configs

Learn how to delete Kafka topics by using Streams Messaging Manager (SMM) Ul.

Y ou can delete Kafka topics by navigating to the Topics page, and using the Delete Topic option from the topic
Profile.

Navigate to the Topics page and select the topic you want to delete.
Click the Profileicon.

Click the Actions button and select Delete Topic.

Confirm that you want to delete the topic.

> w DN

Learn what Streams Messaging Manager (SMM) Alert Policies and Notifiers are and how you can manage them.

Alert Policiesin SMM are user configured alerts that automatically trigger when configured conditions are met. An
alert contains the details of the policy including the alert message and the conditions that triggered the aert. Once an
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alert istriggered, anotification is sent out by SMM using the Notifier associated with the Alert Policy. Y ou can use
these alerts and notifications to monitor the health of Kafka, as well asto identify and troubleshoot problems.

For example, assume that you want to monitor your Kafka topics to ensure that data production and consumption is
happening without interruptions. To do thisyou could set up an Alert Policy that triggersif the bytes consumed from
or produced to your topics fall below a specified threshold. When the aert istriggered, SMM sends out a notification
using the Notifier associated with the Alert Policy immediately notifying you of a potential issue.

A Alertsin the navigation sidebar takes you to the Alerts Over view page, which you use to view and manage Alert
Policies and Notifiers.

Cluster: CDFClusterDR
ﬂ[‘ Alerts Qverview luster: usterl

HISTORY ~ ALERT POLICIES ~ NOTIFIERS ACTIONS ~

O Alert: Replication Flow D... 1d 12h 32m 47s ago ANY CLUSTER_REPLICATION  CLEARED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster’) more [
O Alert: Replication Flow D... 1d 12h 37m 48s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... more [
0 Alert: Replication Flow D... 1d 12h 42m 49s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... more (%)

0 Alert: Replication Flow D... 1d 12h 47m 49s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... more [
a Alert: Replication Flow D... 1d 12h 52m 50s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... more (%]
0 Alert: Replication Flow D... 1d 12h §7m 51s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... m (%]
0 Alert: Replication Flow D... 1d 13h 2m 52s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : "ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") ... m (%]
0 Alert: Replication Flow D, 1d 13h 7m 53s ago ANY CLUSTER_REPLICATION ~ RAISED Alert policy : *ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") " @
0 Alert: Replication Flow D.. 1d 13h 12m 54s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : *ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") - @
0 Alert: Replication Flow D.. 1d 13h 17m 54s ago ANY CLUSTER_REPLICATION ~ RAISED Alert policy : *ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") m @
0 Alert: Replication Flow D.. 1d 13h 22m 55s ago ANY CLUSTER_REPLICATION  RAISED Alert policy : *ALERT IF ( CLUSTER_REPLICATION (cluster="CDFCluster") more @
< >

The page consists of three tabs. These are as follows:

The HISTORY tab listsal triggered alerts. Y ou can check the title, timestamp details, component name, type,
state, and payload information of an aert. Y ou can click show more to check complete payload details for an alert.

Click ACTIONS Mark All AsRead to mark all the alerts as read. Y ou can also click @ Dismissto mark an
individual alert as read.

The ALERT POLICIEStab lists available Alert Policies. You can create new Alert Policies with ADD NEW.
Additionally, you can manage existing policies.

The NOTIFIERS tab lists available Natifiers. Y ou can create new Notifierswith ADD NEW. Additionally, you
can manage existing Natifiers.

Learn how to use Streams Messaging Manager (SMM) to create a notifier in your environment.
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About this task

Perform the following steps to create a notifier:

Procedure

1. From theleft navigation pane, select Alerts.

The Alerts Overview page appears.

2. Click NOTIFIERS.

3. Click ADD NEW to create anew notifier.

The Notifier window appears.
4. Configure the following properties:

Configuration Property Description

Common Naotifier Configuration

NAME Enter a unique name for the notifier.
DESCRIPTION Enter an optional description for the notifier.
PROVIDER Choose one of the following providers:

¢ Email
« HTTP

NOTIFIER RATE LIMIT COUNT

Select the number of allowed notifications.

NOTIFIER RATE LIMIT DURATION

Select the number of allowed notifications
with respect to given duration in SECONDS,
MINUTES, or HOURS.

Email Notifier Configuration

FROM ADDRESS

Enter the email addressto use for SMTP
mail command. Default is admin@Ilocalhost.

TO ADDRESS Enter one or multiple email addresses that
you want to send the notification to.

USERNAME Enter the username for SMTP.

PASSWORD Enter the password for SMTP.

Note: The password must be
E reentered when editing the
configuration of existing notifiers.

SMTPHOSTNAME Enter the SMTP server that you want to
connect to. Default islocal host.

SMTP PORT Enter the SMTP server port that you want to
connect to. Default is 25.

ENABLE AUTH Select to enable authentication.

ENABLE SSL/STARTTLS Select to enable SSL. Thisisapplicable
when you enable authentication. Y ou can
either select SSL or STARTTLS.

PROTOCOL Enter the protocol to use to send emails.
DefaultisSMTP.

ENABLE DEBUG Select to enable debug mode to trace any
issue in the email notifier. Disabled by
default.

HTTP Notifier Configuration URL Enter the target service URL.

CONNECTION TIMEOUT (MSECS)

Select the connection timeout in milliseconds
for creating the initial connection. Default is
30 seconds.

READ TIMEOUT (MSECS)

Select the read timeout in milliseconds for
waiting to read data. Default is 30 seconds.
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5. Click Save.

Learn how to use Streams Messaging Manager (SMM) to update a notifier that you create in your environment.
Perform the following steps to update a notifier:

1. From theleft navigation pane, select Alerts.
The Alerts Overview page appears.
2. Click NOTIFIERS.

3. Find the notifier you want to update from the list of available notifiers, and click the pencil icon beside the
notifier.

The Notifier window appears.
4. Edit the properties.

E Note: The password of email notifiers must be reentered when you update the configuration of the
notifier.

5. Click Save.

Y ou can use Streams Messaging Manager (SMM) to delete a notifier that you create in your environment. Y ou can
delete anotifier only if the notifier is not mapped to an alert policy.

Perform the following steps to delete a notifier:

1. From theleft navigation pane, select Alerts.
The Alerts Overview page appears.
2. Click NOTIFIERS.
3. Find the notifier you want to delete from the list of available notifiers, and click the delete icon beside the notifier.
4. Click Yes.

Y ou can use Streams Messaging Manager (SMM) to create an aert policy in your environment.

Perform the following steps to create an aert policy:
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Procedure

1

From the left navigation pane, select Alerts.
The Alerts Overview page appears.

Click ALERT POLICIES.

Click ADD NEW to create anew aert policy.
The Alert Policy window appears.

Configure the following properties:

Property Description

NAME

Enter a unique name for the alert policy.

DESCRIPTION

Enter adescription for the alert policy.

EXECUTION INTERVAL IN SECONDS

Enter the execution interval in seconds to run the alert policy
periodically after the given time interval.

EXECUTION DELAY IN SECONDS

Enter the execution delay in seconds to delay the execution of the
aert policy. Thisis applicable only when the last execution of the
aert policy triggered an alert. Ideally, this value should not be less
than the value you enter for the EXECUTION INTERVAL IN
SECONDS option.

ENABLE Choose to enable or disable the aert policy.
COMPONENT TYPE Select one of the following component types for the IF policy:
*  Broker
e Consumer
e Producer
« Topic
e Latency
¢ Cluster
e Cluster replication
TARGET NAME Select the target name for the |F policy.
Y ou can add multiple WITH conditions by clicking the plusicon
beside TARGET NAME.
TARGET CLUSTER NAME Select the name of the target cluster for the IF policy.
The property is visible when you select Cluster replication
component type.
SOURCE CLUSTER NAME Select the name of the source cluster for the IF policy.
The property is visible when you select Cluster replication
component type.
TOPIC NAME Select the topic name for the IF policy.
The property is visible when you select Latency or Cluster
replication component type.
For Cluster replication, the topic name represents the name of the
topic on the target cluster.
CONSUMER NAME Select the consumer name for the IF palicy.
The property is visible when you select Latency component type.
ATTRIBUTE Select the attribute for the policy.
CONDITION Select the condition for the policy.
VALUE Select the value for the policy.
Y ou can add multiple attributes, conditions, and values by clicking
the plusicon beside VALUE.
NOTIFICATION Select anotifier.
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Property Description

PREVIEW Displays the aert that you configure. For example, IF [COMPONEN
T_TYPE]: [TARGET_NAME] has[METRIC] [CONDITI
ON] [VALUE] THEN notify by [NOTIFICATION]
5. Click Save.

Updating an alert policy
Y ou can use Streams Messaging Manager (SMM) to update an aert policy in your environment.

About this task
Perform the following steps to update an alert policy:

Procedure

1. From theleft navigation pane, select Alerts.
The Alerts Overview page appears.

2. Click ALERT POLICIES.

3. Find the alert policy that you want to update, and click the pencil icon beside the alert policy.
The Alert Policy window appears.

4. Edit the properties.

5. Click Save.

Enabling an alert policy

Y ou can use Streams Messaging Manager (SMM) to enable an aert policy in your environment.

About this task
Perform the following steps to enable an alert policy:

Procedure

1. From theleft navigation pane, select Alerts.
The Alerts Overview page appears.

2. Click ALERT POLICIES.

3. Find the alert policy that you want to enable, and click the enable icon beside the alert policy.
Thedert policy is enabled.

Disabling an alert policy
Y ou can use Streams Messaging Manager (SMM) to disable an dert policy in your environment.

About this task
Perform the following steps to disable an alert policy:

Procedure

1. From theleft navigation pane, select Alerts.
The Alerts Overview page appears.
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2. Click ALERT POLICIES.

3. Findthe alert policy that you want to disable, and click the enable icon beside the aert policy.

The alert policy is disabled.

Deleting an alert policy

Y ou can use Streams Messaging Manager (SMM) to delete an aert policy in your environment.

About this task

Perform the following steps to delete an alert policy:

Procedure

1. From the left navigation pane, select Alerts.

The Alerts Overview page appears.

2. Click ALERT POLICIES.

w

4. Click Yes.

Component types and metrics for alert policies

You create an alert policy for acomponent type. The component type drives the list of metrics to select for creating a
threshold. Learn the different component types and supported metrics for each component type.

The following table lists the component types and metrics for an alert policy:

Table 1: Component Types and Metrics

Metric Description

Topic

Find the alert policy that you want to delete, and click the delete icon beside the alert policy.

Suggested Alert

UNDER REPLICATED PARTITIONS
COUNT

Total number of partitions that are under
replicated for atopic.

Vaue>0.

BYTESIN PER SEC

Bytes per second coming in to atopic.

Two kinds of aert can be configured.

e Alert-1: Value =0, raises an alert when
the topic becomesidle.

e Alert-2: Value > max_bytes in_expected,
raises an alert when the topic input load is
higher than usual.

BYTES OUT PER SEC

Bytes per second going out from atopic. It
does not count the internal replication traffic.

Two kinds of aert can be configured.

e Alert-1: Value =0, raises an alert when
the topic becomesidle.

e Alert-2: Vaue>
max_bytes out_expected, raises an aert
when the topic output load is higher than
usual.

OUT OF SYNC REPLICA COUNT

Total number of replicas that are not in sync
with the leader for atopic.

Vaue> 0, raises an dert if there are out of
sync replicas for the topic.

TOPIC PARTITION CONSUMPTION
PERCENTAGE

Percentage of bytes consumed per topic
partition compared according to the configured
parameter retention.bytes. If retention.bytesis
not configured, any condition involving this
metric would be false.

Value > max_expected_value, raises an
alert if the topic partition reaches a certain
consumption percentage.
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Metric Description

TOPIC PARTITION BYTESIN PER SEC

Bytes per second coming in to atopic
partition.

Suggested Alert

Two kinds of alert can be configured.

* Alert-1: Value=0, raises an dert when
the topic partition becomesidle.

e Alert-2: Value > max_bytes in_expected,
raises an alert when the topic partition
input load is higher than usual.

TOPIC PARTITION BYTES OUT PER SEC

Bytes per second coming out of atopic
partition.

Two kinds of alert can be configured.

* Alert-1: Value=0, raises an dert when
the topic partition becomesidle.

e Alert-2: Value>
max_bytes out_expected, raises an aert
when the topic partition output load is
higher than usual.

Producer

IS PRODUCER ACTIVE

Checks whether a producer is active.

VaueisFalse.

MILLISECONDS LAPSED SINCE
PRODUCER WAS ACTIVE

Milliseconds passed since the producer was
last active.

Value > max_producer_idle_time, raises
an dert if the producer did not produce for
max_producer_idle_timems.

Cluster

ACTIVE CONTROLLER COUNT

Number of brokersin the cluster reporting as
the active controller in the last interval.

Value!=1.

ONLINE BROKER COUNT

Number of brokers that are currently online.

Depends on the application.

For example, you can raise an dert if the
number of brokers falls below the min.insync.r
eplicas configured for the producer.

e Alert-1: Value < min.insync.replicas,
raises an alert when producer could not
send any messages.

e Alert-2: Value = min.insync.replicas,
raises an alert that denotes if any one
of the remaining brokers goes down,
then producer would not be able to send
messages.

UNCLEAN LEADER ELECTION COUNT Number of unclean partition leader elections | Value > 0.
in the cluster reported in the last interval.
UNDER REPLICATED PARTITIONS Total number of topic partitionsin the cluster | Value> 0.

COUNT

that are under replicated.

LEADER ELECTION PER SEC

Rate of partition leader elections.

Depends on the number of partitionsin the
application.

OFFLINE PARTITIONS COUNT

Total number of topic partitions, in the cluster,
that are offline.

Value> 0.

NETWORK PROCESSOR AVG IDLE
PERCENT

Average fraction of time the network
processor threads are idle across the cluster.

Two kinds of aert can be configured.

e Alert-1: Value =0, raises an alert when
the network processor threads are busy.

e Alert-2: Value >
network_processor_idle_percentage,
raises an alert when the
network_processor_idle_percentageis
higher than usual.

Note: ValuerangeisOto 1.
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Metric Description

REQUEST HANDLER POOL AVG IDLE
PERCENT

Average fraction of time the request handler

threads are idle across the cluster.

Suggested Alert

Two kinds of alert can be configured.

e Alert-1: Value = 0, raises an alert when
the request handler threads are busy.

e Alert-2: Value>
request_handler_idle_percentage,
raises an alert when the
request_handler_idle_percentage is higher
than usual.

Note: ValuerangeisOto 1.

BROKER BYTESIN DEVIATION
PERCENTAGE

Percentage by which abroker bytesin per
second has deviated from the average bytesin
per second of al the alive brokers.

Value > max_byte in_deviation_percentage,
raises an alert if abroker is seeing more than
max_byte in_deviation_percentage incoming
traffic compared to average incoming traffic
seen by all the brokers.

BROKERBYTESOUT DEVIATION
PERCENTAGE

Percentage by which a broker bytes out per
second has deviated from the average bytes
out per second of al the alive brokers.

Value > max_byte out_deviation_percentage,
raises an alert if abroker is seeing more than
max_byte out_deviation_percentage outgoing
traffic compared to average outgoing traffic
seen by all the brokers.

ZOOKEEPER SESSION EXPIRATION PER
SEC

Average rate at which brokers are
experiencing zookeeper session expiration per
second.

If thisvalueis high, it can lead to controller
fail over and leader changes. Raises an alert if
value> 0.

Consumer

CONSUMER GROUP LAG How far consumer groups are behind the Depends on the application.
producers.

ISCONSUMER ACTIVE Checks whether a consumer is active. Vaueis False.

MILLISECONDS LAPSED SINCE
CONSUMER WAS ACTIVE

Milliseconds passed since the consumer was
last active.

Value > max_consumer_idle_time, raises
an dert if the consumer did not consume for
max_consumer_idle_time ms.

Broker

BYTESIN PER SEC

Number of bytes per second produced to a
broker.

Two kinds of alert can be configured.

* Alert-1: Value=0, raises an dert when
the broker becomesidle.

e Alert-2: Vaue>
max_bytes in_expected_per_broker,
raises an alert when the broker input load
is higher than usual.

ZOOKEEPER SESSION EXPIRATION PER
SEC

Rate at which brokers are experiencing
Zookeeper session expirations per second.

If thisvalueishigh, it can lead to controller
fail over and leader changes. Raises an dlert if
vaue>0.

TOTAL PRODUCE REQUESTS PER SEC

Total number of produce requests to a broker
per second.

Depends on the application. Two kinds of alert
can be configured.

* Alert-1: Vaue =0, raises an alert when
there are no produce requests for the last
15 minutes.

e Alert-2: Vaue>
usual_num_producer_requests_expected
to detect the spike in the number of
requests.

PARTITION IMBALANCE PERCENTAGE

The partition imbalance for abroker. Itis
calculated as: (abs(average no_of_partition

s per_broker -  actua_no_of_partitions_per
_broker) / average no_of_partitions_per_brok
er)* 100

Value> 10 %
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Metric Description

Suggested Alert

BYTESOUT PER SEC Number of bytes per second fetched from Two kinds of alert can be configured.
ra b:?CI:ir‘.JLt t?;?:m count the internal e Alert-1: Value =0, raises an alert when
ep ' the broker becomesidle.
e Alert-2: Value>

max_bytes out_expected_per_broker,
raises an alert when the broker output load
is higher than usual.

ISBROKER DOWN Checks whether a broker is down. Valueis True.

TOTAL PRODUCE REQUEST LATENCY

Latency of produce requests to this broker at
the 99th percentile (in ms).

Value > max_expected_latency_ms.

ISR SHRINKS PER SEC

Rate at which brokers are experiencing InSync
Replica Shrinks (number of shrinks per
second).

Vaue>0.

TOTAL FETCH CONSUMER REQUEST
LATENCY

Latency of fetch consumer requests to this
broker at 99th percentile (in ms).

Value > max_expected_latency_ms.

REQUEST HANDLER POOL AVG IDLE
PERCENT

Average fraction of time the request handler
threads areidle.

Two kinds of aert can be configured.

e Alert-1: Value =0, raises an alert when
the request handler threads are busy.

e Alert-2: Value>
request_handler_idle_percentage,
raises an alert when the
request_handler_idle_percentage is higher
than usual.

Note: ValuerangeisOto 1.

NETWORK PROCESSOR AVG IDLE
PERCENT

Average fraction of time the network
processor threads are idle.

Two kinds of alert can be configured.

e Alert-1: Value = 0, raises an alert when
the network processor threads are busy.

e Alert-2: Value>
network_processor_idle_percentage,
raises an alert when the
network_processor_idle_percentageis
higher than usual.

Note: ValuerangeisOto 1.

Cluster Replication

REPLICATION LATENCY

15 minutes average replication latency in
milliseconds.

Value > max_expected_replication_latency,
raises an alert if the replication

latency is greater than
max_expected_replication_latency.

REPLICATION THROUGHPUT

15 minutes average replication throughput in
bytes per second.

Value < min_expected_throughput, raises an
alert if throughput during replication islow.
This could happen because of network issues.

CHECKPOINT LATENCY

15 minutes average checkpoint latency in
milliseconds.

Value > max_expected_checkpoint_latency,
raises an alert if the checkpoint

latency is greater than
max_expected_replication_|latency.

REPLICATION STATUS

Replication status of areplication pipeline.

Value!= ACTIVE, raises an alert if the
replication is not active.

Latency

END TO END LATENCY

15 minutes average of end to end latency in
ms.

Value > max_expected_latency, raises an
aert if the end to end latency is greater than
max_expected_latency.
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Y ou can use Streams Messaging Manager (SMM) Ul to monitor end-to-end latency in Kafkatopics. By monitoring
latency, you get a complete understanding of the time taken by a consumer to consume a message that is produced in
atopic. You can aso monitor the number of consumed messages across all the consumer groups for a topic within the
selected time range.

Use the latency feature to achieve the following goals:

» Verify whether end-to-end processing time SLAS are met.
e ldentify slow or lagging consumers.
» Verify whether messages are overconsumed or underconsumed.

Y ou can find details about the number of messages produced in atopic, the number of messages consumed from a
topic, and latency details during the consumption of the messages in the following two graphsin the SMM UI:

»  Messages Consumed. The graph provides you the overall produced message count and consumed message count
across all the consumer groups for atopic within the selected time range. Any discrepancy in the produced and
consumed message count is highlighted in red.

Messages Consumed

15004 &
=
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T T T T
1345 14 1415 1430

In the preceeding image, the linear formation represents the number of messages produced in last one hour, and
the filled area represents the number of messages consumed in last one hour with a granularity of 30 seconds.
The blue area signifies that al the produced messages are consumed. The red area represents a discrepancy in the
produced and consumed message count and can either mean that messages are overconsumed or underconsumed.

In theimage, there are two red areas. The first red area, from the | eft, indicates that the number of consumed
messages is more than the number of produced messages. This represents an overconsumption of messages which
can occur when a consumer group offset is reset to an older offset to reprocess messages, or when producers or
consumers are shut down in an unclean manner.

The last red area indicates that the number of consumed messages is |ess than the number of produced messages.
This represents an underconsumption of messages which can occur when the consumer group offset isset to a
newer offset causing the consumer group to skip processing some messages.

The far right section of the graph shows the current processing window where consumers are still consuming
the produced messages. Therefore this areais expected to be marked red and indicates an undercsonumption of

messages.
All other areas in the image are blue, which indicates that all the produced messages are consumed.

« End-to-end Latency. The End-to-end Latency graph provides you the details of the latency range and average
latency in consuming the messages, which are produced in a particular topic, in milliseconds within the selected
time range.

End-to-end Latency

Latency Range »-™w+ Average Latency (Granularity 30 sec)

Latency (ms)

In the above image, the vertical lines represent the latency range, and the dotted line represents the average
latency in consuming the produced messages in last one hour with a granularity of 30 seconds. Y ou can see that at
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12:29:00 hours on Wed Jun 26, the latency range was between 4 - 218 milliseconds and the average latency was
69 milliseconds.

Note: You can aso create alerts to receive notifications based on the conditions that you configurein the
alert policy for monitoring latency in your system. For more information about creating alerts to monitor
latency, see the Managing Alert Policies guide.

SMM usesthe REST API to display metrics. All the metrics are available for querying at two different granularities:
30 seconds and 15 minutes. The metrics are pre-aggregated for the defined buckets. Depending on how long the data
is queried, granularity and varying dimensions of the topic, partition, consumer group ID and client ID, the datais
calculated and rendered as JSON. Go through the following details before you start monitoring latency using SMM:

*  When you select a period newer than current time by 24 hours, the datais retrieved from REST server with
metrics granularity of 30 seconds.

« When you select a period older than current time by 24 hours, the datais retrieved from REST server with metrics
granularity of 15 minutes.

e SMM Ul pollsthe API for updates periodically (every 30 secondsif the selected period is newer than current time
by 24 hours and every 15 minutes otherwise).

« By default, the 30 seconds granularity metrics are stored for 24 hours and the 15 minutes granularity metrics are
stored for 2 weeks.

For information on REST APIsused in SMM, seethe REST API Reference guide.

Managing Alert Policies and Notifiers
Streams Messaging Manager REST API Reference

Y ou need to enable interceptors for consumers, producers, and K afkaStreams applications to enable Streams
Messaging Manager (SMM) to fetch the metrics. If you do not enable the interceptors, you can not see any metricsin
SMM.

Interceptors publish the metrics to Kafka periodically. Metrics include counts on the producer side, and count average
latency, and minimum and maximum latencies on the consumer side.

Add the following jar to the classpath of the application or as a dependency in the application:

<dependency>

<gr oupl d>com hor t onwor ks. srmx/ gr oupl d>
<artifactld>nonitoring-interceptors</artifactld>
</ dependency>

Perform the following steps to enable consumer interceptor:

1. Add theinterceptor.classes property to consumer configuration that gets passed to the KafkaConsumer
constructor.

2. Configure the client.id property asfollows:

Kaf kaConsuner <l nt eger, String> creat eKaf kaConsuner (String bootstrapServe
rs, String groupld, String clientldentifier) {
Properties properties = new Properties();
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properties. put (Consuner Confi g. BOOTSTRAP_SERVERS_CONFI G, boot strapSe
rvers);

properties. put (Consuner Confi g. KEY DESERI ALI ZER CLASS CONFI G "org. ap
ache. kaf ka. cormon. seri al i zati on. I nt eger Deseri alizer");

properties. put (Consuner Confi g. VALUE DESERI ALI ZER CLASS CONFI G, "org. a
pache. kaf ka. cormon. seri al i zati on. Stri ngDeserializer");

properties. put (Consuner Confi g. GROUP_I D_CONFI G, groupld);

properties. put (Consuner Config. CLIENT ID CONFIG clientldentifier);

/1 Add Consunerlnterceptor like this

properties. put (Consuner Confi g. | NTERCEPTOR_CLASSES CONFI G

"com hort onwor ks. smm kaf ka. noni t ori ng. i nt erceptors. Monitori ngCon

suner | nterceptor");

return new Kaf kaConsuner <l nteger, String>(properties);
}

Note: We recommend you to configure the client.id property. It helps in identifying the consumer
Ij instance. If you do not configure it, the latency metrics fetch the default consumer ID.

Add the interceptor.classes property to producer configuration that gets passed to the KafkaProducer constructor, as
follows:

Kaf kaPr oducer <l nt eger, String> createKaf kaProducer (String bootstrapServers)
{

Properties properties = new Properties();

properties. put (Producer Confi g. BOOTSTRAP_SERVERS_CONFI G boot strapServers

properties. put (Producer Confi g. KEY_SERI ALI ZER CLASS CONFI G "org. apach
e. kaf ka. conmon. seri alization.|ntegerSerializer");

properties. put (Producer Confi g. VALUE _SERI ALI ZER CLASS CONFI G "or g. apac
he. kaf ka. cormon. seri alization. StringSerializer");

// Add Producerlinterceptor like this

properties. put (Producer Confi g. | NTERCEPTOR_CLASSES CONFI G,

"com hort onwor ks. smm kaf ka. noni t ori ng. i nterceptors. MnitoringProduce

rinterceptor");

return new Kaf kaProducer <l nteger, String>(properties);
}

Add the producer.interceptor.classes and consumer.interceptor.classes properties to Kafka Streams configurations, as
follows:

voi d start Kaf kaStreans(StreansBuil der builder) {

Kaf kaSt reans kstreanms = new Kaf kaStreans(buil der. build(), getKafkaStrea
msConfiguration());

kstreans.start();
}

Properties getKaf kaStreansConfiguration() {
Properties config = new Properties();
confi g. put (St reanmsConfi g. BOOTSTRAP_SERVERS CONFI G, boot st rapServers);
confi g. put (StreanmsConfi g. APPLI CATION_ | D CONFI G appl d);
config.put(StreansConfig. CLIENT_|I D CONFIG clientld);

/1 Add producer interceptor like this
confi g. put (
St r eanmsConf i g. PRODUCER_PREFI X + Producer Confi g. | NTERCEPTOR_CLASSES CO
NFI G
"com hort onwor ks. snm kaf ka. noni t ori ng. i nt erceptors. MnitoringProduce
rinterceptor");
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/1 Add consuner interceptor like this
confi g. put (
St r eansConfi g. CONSUMER_PREFI X + Consuner Confi g. | NTERCEPTOR _CLASSES C

ONFI G
"com hort onwor ks. smm kaf ka. noni t ori ng. i nt ercept ors. Moni t ori ngConsum

erlnterceptor");

return config;

}

Note: MonitoringProducerinterceptor publishes the producer metricsto the" smm_producer_metrics' topic

B and MonitoringConsumer|nterceptor publishes the consumer metricsto the" _smm_consumer_metrics'
topic from their respective client applications. So if Authorization is enabled on kafka cluster, ensure that
your client applications have access to the aforementioned topics.

To monitor end-to-end latency of Kafka topics, you can monitor the count of consumed messages across all Kafka
consumer groups and the time taken by all Kafka consumer groups to consume messages that are produced in a Kafka
topic, in agraphical way. Y ou can also monitor the same for each Kafka consumer group, each client in a Kafka
consumer group, and each partition in a Kafkatopic.

Perform the following steps to monitor end-to-end latency in the Streams Messaging Manager (SMM) Ul:

1. Goto Topicsinthe SMM UI.
2. Select the topic you want to verify the details about.
3.

Click the Profileicon beside the topic you select.

This takes you to the Metrics page where you can find the Messages Consumed and End-to-end Latency graphs
along with other topic details. On the Metrics page, these two graphs provide you an aggregated result of latency
and count of consumed messages across all consumer groups.
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4. To verify the details by individual consumer groups, clients, and partitions, go to the Latency tab.

The Latency page appears as shown in the following image:
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The Latency view gives you a powerful snapshot of the end-to-end latency scenario: number of consumer groups
for atopic, number of clientsinside a particular consumer group, and number of partitionsin atopic along with
the Messages Consumed and End-to-end Latency graphs.

5. Select any consumer group from the Consumer Groups drop-down, as shown in the following image:
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In the image, group10 consumer group is selected. The Latency tab displays that there are 3 clients in the group10
consumer group, and 10 partitions are available in the topic.
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6. Select any client from the Clients drop-down, as shown in the following image:
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In theimage, host-1 client is selected. At thisinstance, the Messages Consumed and End-to-end Latency graphs
display datafor only the host-1 client. Here you can monitor the number of messages produced, number of
messages consumed, latency range, and average latency for host-1 only. Hover your mouse over the graphs and
get data at any point of time in the selected time range. Y ou can see in the Messages Consumed graph that host-1
consumed all the messages that are produced and actively consuming data at the latest time. Y ou can seein the
End-to-end Latency graph that the latency range and average latency are under 250 milliseconds.

7. To get details about the partitions from where host-1 is consuming data, click Partitions.
Thelist of partitionsin the topic appears, as shown in the following image:
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In the image, you can see that host-1 is consuming data from 3 partitions: P1, P2, and P3. Other partitions are
inactive for host-1.
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8. Select any active partition from the list.

The Latency tab displays the transaction details between host-1 and the selected partition (for example, P1), as
shown in the following image:
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Now you have got details for host-1 client. Likewise, you can fetch details for other clients.
9. Follow steps 6 through 8 to fetch data for all other clients.

43



Cloudera Runtime Monitoring end-to-end latency

10. Follow steps 5 through 8 to fetch data for al other consumer groups.

* Toclear al the selections at once, click the Clear button at the top-right corner of the page.

» Toclear selection for Consumer Groups, Clients, or Partitions, click the delete icon located on each drop-
down.

« To select adifferent time range, use the Time Range and Quick Ranges options at the top-right corner of the
page, as shown in the following image:

‘ ) 30 minutes -é.d

Time Range Quick Ranges
FROM
Last 1 Hour
2019-07-12 10:57:45 s
Last 6 Hours
TO Last 24 Hours
iy Last 2 days
2019-07-12 11:27:45 it

Last 1 Week

Last 20 Days
APPLY

T |
1210 12:15

End to end latency use case

Y ou can use end-to-end latency feature available in Streams Messaging Manager (SMM) to handle real-time
scenarios including measurement of end-to-end processing time, identification of slow or lagging consumers, and
verification of over-consumption or under-consumption of messages.

Verify whether end-to-end processing time SLAs are met

A service-level agreement (SLA) is a commitment between a service provider and a service user. Particular aspects of
the service are agreed between the service provider and the service user. The most common component of SLA isthat
the services should be provided to the user as agreed upon in the contract. For example, you agreed upon an average
latency value and a maximum latency value for message consumption with Cloudera. Therefore, after a producer
produces messages, if the messages take the agreed amount of time to be consumed by consumers, the SLA would be
met.

1. Goto Topicsinthe SMM UlI.
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Select the topic you want to verify the details about.

Click the Profile icon beside the topic you select.

Check the latency graph and see if the average and maximum latencies are as expected.
If the latencies are not as expected, go to the Latency tab.

Check whether the number of clientsis as expected. If not, then you might want to check the missing client
instance.

7. If the number of clients are as expected, then check if there is any spike in the message count. Select a period of
1 week in the Time Range pane and see if thereis a surge in incoming messages that could explain the time SLA
violation.

8. If thetime SLA appears to be breached even after al the checks turned positive, go to Use Case 2.

oA~ WD

A stream based application flow involves application polling for messages, fetching and processing the messages,
performing an optional blocking operation like interacting with database or local file system and then application
polling for the messages again. However, the delay due to message processing, system bottleneck, or external
bottleneck might become very long in some scenarios and you might want to understand which of the process
instancesis facing issues.

1. Goto Topicsinthe SMM UI.
. Select the topic you want to verify the details about.

2
3. Click the Profileicon beside the topic you select.
4. Go to the Latency tab.
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5. After you select a group, inspect the latency and message counts for each client.
This could lead you to the slow consumer.
Let uswalk through an example.
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In the above image, you select group10 consumer group to inspect the latency and message counts for each client.

N{* Topics / test10
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In the above image, you see the list of active clients for group10: hostl, host2, host3, and busy-host. Now you
need to select each client and inspect the latency and message counts.
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Topics / test10
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In the above image, you can see that host1 consumed al the messages produced, and the average latency and
latency range are under a good range.
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In the above image, you can see that host2 consumed all the messages produced. Also, there are few spikesin
latency range, but the average latency is under a good range.
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Nﬂ Topics / test10
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In the above image, you can see that host3 consumed al the messages produced. Also, there are occasiona spikes
in latency range, but the average latency is under a good range.

1‘# Topics / test10
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In the above image, you can see that busy-host consumed all the messages produced. There are frequent spikes

in latency range, and both latency range and average latency are high. Hence, busy-host is the slow consuming
client.

It ispossible that al the clients are experiencing longer latencies. This could imply that there is acommon
bottleneck. For example, clients are interacting with external store over network and having delays in consuming
the messages due to network issues.

If thereisasingle client that is experiencing slowness, you must check the message counts for other clients, and
system parameters like CPU and memory.

This addresses your need to identify the slow consuming application.

Verify whether messages are overconsumed or underconsumed
There could be an overconsumption of messages. This might occur due to the following reasons:

 |If the producers and consumers are shut down in an unclean manner or the producers and consumers went down
in an unexpected manner. For example, Kafka producer produced some messages but it shut down before the
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producer received any acknowledgement from the broker. Similarly, Kafka consumer consumed a few messages
but got shut down before it could commit the offset at thislatest point.

« |f the consumer is reset to an older offset (reprocessing scenarios).

If the consumer is reset to anew offset (real-time application requirement), there could be an underconsumption of
messages.There could be over or under consumption of messages if the cluster isin an unhealthy state.

Goto Topicsin the SMM UI.

Select the topic you want to verify the details about.
Click the Profile icon beside the topic you select.
Go to the Latency tab.

After you select a group, inspect the produced message and consumed message counts for each client in Messages
Consumed graph.

gk wbdhpe

This helps you to verify whether the consumers are consuming all the messages that are produced in atopic. You
might also identify occurrences of any overconsumption or underconsumption of messages.

Topics / test10
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In the image, you can see that for group10 consumer group, there are three red spikes in the M essages Consumed
graph.

Thefirst spike, from the left, indicates that the number of consumed messages is more than the number of
produced messages. So, thisis an overconsumption of messages.

The second and the third spike indicate overconsumption of messages followed by an underconsumption of
messages.

Get started with monitoring Streams Replication Manager (SRM) using Streams Messaging Manager (SMM).

SRM is an enterprise-grade replication solution that enables fault tolerant, scalable and robust cross-cluster Kafka
topic replication. SRM provides the ability to dynamically change configurations and keeps the topic properties

in sync across clusters at high performance. SRM also delivers custom extensions that facilitate installation,
management and monitoring making SRM a complete replication solution that is built for mission critical workloads.

SMM is capable of integrating with SRM enabling you to monitor your SRM replications on the SMM UI. You
can monitor status of the Kafka cluster replications, number of topics associated with the replication, throughput,
replication latency, and checkpoint latency. Additionally, the alerting features of SMM are also supported for
replications. This allows you to create receive alertsin connection to your replications.
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The following tasks and concepts walk you through the Cluster Replications section of the SMM UI, which isyour
main hub in CDP where you view and monitor details regarding your SRM replications.

Note: The Cluster Replications page isonly available on the SMM Ul if integration between SMM and
SRM isenabled. Integration is enabled when you add the SRM service to your cluster. However, integration
can be enabled separately, after serviceinstallation as well.

Managing Alert Policies and Notifiers
Integrating Streams Replication Manager with Streams Messaging Manager

Y ou can view and monitor your Streams Replication Manager (SRM) replications in the Cluster Replications section
of the Streams Messaging Manager (SMM) UI. Learn more about what information you can view on the Ul regarding
replications.

Note: Which exact replications are available for monitoring on the Ul is determined by the configuration of

E the SRM Servicerolesthat SMM integrates with. Y ou will only be able to view the replications that target
the cluster(s) that the SRM Service rolestarget. Replications targeting other clustersin your deployment will
not be visible. If you want to view al replications in your deployment using a single SMM service, you must
either enable the Remote Querying feature in SRM (recommended), or reconfigure the SRM Service roles
that integrate with SMM to target all clustersin your deployment.

Y ou can view the status of the replications, source cluster names, target cluster names, number of topicsto be
replicated, number of consumer groups, throughput of the replication, replication latency, and checkpoint latency.
SMM also displays two graphs, one represents the throughput of the replication and the other displays the replication
latency of the replication along with the details of each topic to be replicated.

Perform the following stepsto view the details of a cluster replication:

In the Cluster Replications page, click a cluster replication or the drop-down icon beside a replication, as shown in the
following image:

Cluster: CDFClusterDR
“ﬂ Cluster Replications uster: usterl

Cluster Replications (1) Q MAX | MIN Dan hour +

° ACTIVE CDFCluster ——— CDFClusterDR 7 3 3B/s 16.2ms 4.6ms v

The replication details appear as shown in the following image:
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Cluster: CDFClusterDR
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Streams Replication Manager Service
Remote Querying

Learn how to filter your Kafka cluster replications by source cluster after you select the Kafka cluster which acts as
the target cluster.

Y ou can use the Search By Source bar at the top right of the page to search cluster replications by the source cluster
name. For example, if the destination cluster is amsterdam, and you enter scottsdale in the Search By Source bar,
SMM displays the Kafka cluster replication between scottsdale and amsterdam, as shown in the following image:

1{* Cluster Replications Cluster: amsterdam ~ &~

Cluster Replications (2) scottsdale Q WM mAx | MIN | Danhour~

° ACTIVE scottsdale ——— amsterdam 7 0 281B/s 1241 ms N4 hd

Learn how to filter your cluster replications by specific time periods after you select the Kafka cluster which acts as
the target cluster.

Y ou can filter the cluster replications by time range. Y ou can choose any of the following filter values from the drop-
down to display the cluster replication details in the selected time range:

e Last1Hour

e Last 6 Hours
e Last 24 Hours
e Last2Days
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The following image shows the Quick Ranges drop-down:

Cluster Replications Cluster: amsterdam > &~

Cluster Replications (2) Q MAX | MIN Dan hour ~
Quick Ranges
° ACTIVE springfield —— amsterdam 9 0 745B/s 8.0 ms Last 6 Hours
Last 24 Hours
Last 2 days
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Y ou can monitor the status of Kafka cluster replications in the Status column in the Cluster Replications page. You
can see whether a cluster replication is active, inactive, or showing awarning.

The status has three variations:
* Active

Indicates that the cluster replication is running.
* Inactive

Indicates that the cluster replication is not running.
e Warning
Indicates that the cluster replication is facing issues.

If the status of a Kafka cluster replication shows inactive or warning, check the logs, and troubleshoot the replication.

Y ou can monitor the number of topics associated with a Kafka cluster replication in the Topics column in the Clus
ter Replications page. Y ou can also monitor details on source topic name, partitions, consumer groups, throughput,
replication latency, and checkpoint latency.

Click on the cluster replication to fetch topic details. SMM displays the following details about the topics:
e Source Topic Name

Name of the topic at the source.
e Partitions

Number of partitions of the topic at the source.
e Consumer Groups

Number of consumer groups consuming data from the topic.
«  Throughput

Data replicated between the source cluster and the target cluster per second from atopic. Throughput is measured
in bytes per second. By default, SMM displays the average throughput. Y ou can also fetch the maximum or
minimum throughputs for atopic by clicking the MAX or MIN button located above the topic details.

* Replication Latency

Amount of time taken for a message of atopic to get replicated from the source cluster to the target cluster.
Replication latency is measured in milliseconds. By default, SMM displays the average replication latency. You
can aso fetch the maximum or minimum replication latency for atopic by clicking the MAX or MIN button
located above the topic details.
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e Checkpoint Latency

Amount of time taken for a message of atopic to checkpoint on the target cluster after the message is committed
on the source cluster. Checkpoint latency is measured in milliseconds. By default, SMM displays the average
checkpoint latency. Y ou can also fetch the maximum or minimum checkpoint latency for atopic by clicking the

MAX or MIN button located above the topic details.

The following diagram shows details of topicsin acluster replication:
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In the image, you can see that the number of topics to be replicated from CDFCluster to CDFClusterDR is 7, and
topic details including topic names, number of partitions for the topics at the source cluster, number of consumer
groups consuming messages from each topic, throughput, replication latency, and checkpoint latency of each topic.

Learn how to search a Kafka topic by name in a Kafka cluster replication and fetch details for that topic. After you
find atopic, you can see the topic name, partitions, consumer groups, throughput, replication latency, and checkpoint

latency for that topic.

Y ou can use the Search By Topic Name bar to search a Kafka topic by name and get details of that topic. The
following image shows details of the CDFCluster__heartbeats topic:
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Learn how to monitor the throughput of a Kafka cluster replication in Streams Messaging Manager (SMM). You can
monitor average, maximum, and minimum throughput of a cluster replication. Y ou can also monitor the throughput of

acluster replication graphically.

53



Cloudera Runtime Monitoring Kafka cluster replications (SRM)

Throughput is defined as the data replicated between the source cluster and the destination cluster per second.
Throughput is measured in bytes per second.
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In the image, you can see the average throughput for the CDFCluster to CDFClusterDR replication is 3 bytes per
second. Y ou can fetch the maximum or minimum throughput for the replication by clicking the MAX or MIN button
located above the cluster replication.

Y ou can aso monitor the throughput of a cluster replication graphically. SMM displays the Throughput graph
for each cluster in the cluster details. The following image shows the graph for throughput for CDFCluster to
CDFClusterDR replication:
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Learn how to monitor the replication latency of a Kafka cluster replication in Streams Messaging Manager (SMM).
Y ou can monitor average, maximum, and minimum replication latency of a cluster replication. Y ou can also monitor
the replication latency of a cluster replication graphically.

Replication latency is defined as the amount of time taken for a message to get replicated from the source cluster to
the destination cluster. Replication latency is measured in milliseconds.
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In the image, you can see the average replication latency for the CDFCluster to CDFClusterDR replication is 16.0
milliseconds. Y ou can fetch the maximum or minimum replication latency for the replication by clicking the MAX or
MIN button located above the cluster replication.

Y ou can monitor the replication latency of a cluster replication graphically. SMM displays the Replication Latency
graphs for each cluster in the cluster details. The following image shows the graph for replication latency for
CDFCluster to CDFClusterDR replication:
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Learn how to monitor the checkpoint latency of a Kafka cluster replication in Streams Messaging Manager (SMM).
Y ou can monitor average, maximum, and minimum checkpoint latency of a cluster replication. Y ou can aso monitor
the checkpoint latency of a cluster replication graphically.

Checkpoint latency is defined as the amount of time taken for a message of atopic to checkpoint on the target cluster
after the message is committed on the source cluster. Checkpoint latency is measured in milliseconds.
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In the image, you can see the average checkpoint latency for the CDFCluster to CDFClusterDR replication is 4.6
milliseconds. Y ou can fetch the maximum or minimum replication latency for the replication by clicking the MAX or
MIN button located above the cluster replication.

Note: If the checkpoint latency for a cluster replication or atopic appears as Not Available, then that means
E there are no consumer groups defined.

Learn how to fetch the average, maximum, and minimum values for throughput, replication latency, and checkpoint
latency of a Kafka cluster replication in Streams Messaging Manager (SMM).

Y ou can do this at the following levels:
e Cluster Replication Level

Click the AVG, MAX, or MIN buttons, as shown in the following image, to fetch average, maximum, or
minimum values of throughput, replication latency, and checkpoint latency for cluster replications.

Cluster: CDFClusterDR
Cluster Replications juster uster

Cluster Replications (1) Q || ave m MIN O an hour ~

° ACTIVE CDFCluster ——— CDFClusterDR 7 3 8B/s 22.0ms 31.0ms v
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e TopicLeve

Click the AVG, MAX, or MIN buttons, as shown in the following image, to fetch average, maximum, or
minimum values of throughput, replication latency, and checkpoint latency for topics.

. Cluster: CDFClusterDR
‘p Cluster Replications

Cluster Replications (1) Q MAX | MIN Dan hour

° ACTIVE CDFCluster —— CDFClusterDR 7 3 3B/s 16.0 ms 4.6ms ~

s 15
2

13:00 1318 1330 1345 1300 1318 1330 1345

:

Get started with Kafka Connect in Streams messaging Manager (SMM).

Kafka Connect is atool for streaming data between Apache Kafka and other systemsin areliable and scalable
fashion. Kafka Connect makes it simple to quickly define connectors that move large collections of datainto and out
of Kafka. Source connectors can ingest entire databases or collect metrics from all your application serversinto Kafka
topics, making the data available for stream processing with low latency. Sink connectors can deliver data from Kafka
topicsinto secondary storage and query systems or into batch systems for offline analysis.

Kafka Connect in CDP is shipped with many different Cloudera developed as well as publicly available sink and
source connectors. Each of which cover a specific use case for streaming data. In addition to the connectors available
by default, installing custom developed or third-party connectorsis also possible. All connectors can be deployed,
managed, and monitored using the Streams Messaging Manager Ul (recommended), Streams Messaging Manager
REST API, or Kafka Connect REST API.

Connectors

Learn about the Kafka Connect section in the SMM UI, which you can use to deploy, manage, and monitor Kafka
Connect connectors.

The @‘: Connect section in SMM is your main hub in CDP where you deploy, manage, and monitor Kafka Connect
connectors. This section of the Ul isonly available if you deployed Kafka Connect role instances under your Kafka
service and SMM is configured to integrate with Kafka Connect. For detailed instructions on how to set up Kafka
Connect and integrate it with SMM, see Kafka Connect Setup.
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Cluster: KAFKA-1
N{* Overview

Producers . Brokers . Topics . Consumer Groups . Clear
7 3 29 4
TOPICS29  BROKERS 3 D O30minutes v
NAME DATAIN DATA OUT MESSAGES IN CONSUMER GROUPS CURRENT LOG SIZE
Producers (7) Consumer Groups (4)
EEREBY assive 5) AL EEIEOY assive @) ALL
takeoffs 0B 0B 0 0 0B Q =] v
MESSAGES LAG
——rr—— 0.4m
e o takeoff 16 MB 36 MB 0.2m 0 21 MB Q @ v
——
connect-status 0B 0B 0 0 0B Q =] v
connect-secrets 0B 0B 0 0 463 B Q =] v
connect-offsets 0B 1]:] 0 0 0B Q =] v
connect-configs 0B 0B [ [ 5KB Q = v
airport-weather 24 MB 57 MB 0.2m [ 36 MB Q =] v

_ssb_sample_e9c68e60-5592-43be-

253 KB 0B 1.5k 0 332 KB =2
bd7a-0288f1b17bf7 a

_ssb_sample_c696db70-69d9-4b94- 10KB 10K8 55 5 14KB Q - v
afa0-6754f9707¢53 -

Clicking @‘: Connect, opens the Connect Cluster page with the Connector s tab open. Thisis the default page of the
Kafka Connect Ul. It provides a high level overview of the connectors and the connect cluster.

Cluster: KAFKA-1
N{* Connect Cluster uster:

connect-default-cluster
{22 Connectors
TOTAL CONNECTORS ° RUNNING CONNECTORS o FAILED CONNECTORS A DEGRADED CONNECTORS m PAUSED CONNECTORS
3 "o 1

Connectors Cluster Profile

Source Connectors 2 Q Topics (1 Sink Connectors 1 [a
Name |
ALL RUNNING PAUSED FAILED ALL RUNNING PAUSED FAILED
Name | Tasks connect-docs B Name | Tasks
©  FileSource 1 1 [ ©  Filesink1 1 @
HTTP Source 1 10 %

At the top-right corner of the Connect Cluster page, you can see the name of the cluster. The @ New Connector
option below the cluster name starts the Connector Setup wizard, which you use to deploy connectorsin your
cluster. For detailed steps on how to deploy a new connector, see Deploying and Managing connectors .

The Connector s section provides some basic metrics regarding Kafka Connect including total connectors, running
connectors, failed connectors, degraded connectors, and paused connectors. Under the Connectors section you can
find two tabs, Connectors and Cluster Profile. The two tabs enable you to monitor and manage your connectors and
the connect cluster.

Connectorstab

In the Connectors tab, you can view details of the source connectors, topics, and sink connectorsin the cluster. The
Source Connectors and Sink Connectors sections show all, running, paused, and failed connectors with connector
name and associated task details. Both Source Connectors and Sink Connectors sections contain a Search option that
enables you to search for particular connector details. The Topics section shows the Kafka topics where datais read
from or written to.
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Hovering over a specific connector displays a context menu where you can view the class name and status of the
connector. The context menu also provides quick options to pause, resume, and restart the connector. Clicking on any
of your deployed connectors or topics visualizes how the datais flowing into or out of the selected entities.

. Connect Cluster

Cluster: KAFKA-1

STATUS: @ Running
CLASS NAME:
org.apache kafka.connect file.FileStreamSourceConnector

®Pause  ®Resume  CRestart

connect-docs [
@f 1 ©  Filesink1 1 3

©  File Source 1 1

Cluster Profiletab

In the Cluster Profile tab, you can view details of the connect cluster and the workers. The tab includes information
regarding your cluster such as the Cloudera Manager URL, the number of workers deployed in the cluster, as well

as an uptime counter. Additionally, the Worker s section lists all worker hosts available in the cluster. This section
includes basic worker-level information, such as how many connectors are deployed on aworker, success and failure
rates, and more.

Cluster: KAFKA-1
Connect Cluster uster

connect-default-cluster ®New Connector

f2 Connectors

TOTAL CONNECTORS ° RUNNING CONNECTORS o FAILED CONNECTORS 4 DEGRADED CONNECTORS o PAUSED CONNECTORS

3 2 0 S0 1
Connectors  Cluster Profile

A Cluster Details

CM URL WORKERS UPTIME

3 07:10:14
Workers
Q
Worker host Connector Count Connector Startup Attempts Connector Startup Failures Task Count Task Startup Attempts Task Startup Failures

+ 1 5

+ 1 9

+ 1 5

0 1 0 0

0 1 0 0

0 1 0 0

If you click the + option found next to each host, additional details and metrics are displayed that are specific to
the worker host you selected. The information includes alist of connectors assigned to the worker, as well detailed
connector, task, and worker rebalance metrics. Using the Search by host field, you can search for worker details by
host. Additionally, you can filter the list of connectors deployed on the worker host based on their status.
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Connect Cluster

A Cluster Details

CM URL

Workers

[a

WORKERS UPTIME

3 07:15:14

Worker host

HOSTNAME

ALL

Name |

o File Source 1

Connectors assigned to worker1

Connector Count Connector Startup Attempts
1 5
RUNNING PAUSED FAILED
Tasks Type
1 source
1 9
1 5

Connector Startup Failures

0

Task Count

]

Connector Metrics

5CONNECTOR STARTUP ATTEMPTS
TOTAL SUCCESSFUL
5

100%

Task Metrics

OTASK STARTUP ATTEMPTS
TOTAL SUCCESSFUL
0

Werker Rebalance Metrics
COMPLETED REBALANCES TOTAL
30

EPOCH

33

CURRENTLY REBALANCING
False

Task Startup Attempts

0

TOTAL FAILURES
0

TOTAL FAILURES
0

0%

REBALANCE AVG TIME

NA

REBALANCE MAX TIME

NA

TIME SINCE LAST REBALANCE

1225804 ms

Cluster: KAFKA-1

Task Startup Failures

0

After you deploy a connector, you can monitor the details of the connector, modify its configuration, and carry out
various management actions.

To monitor or manage a specific connector, click EC'* (Connector Profile) next to the connector's name. Clicking the
icon redirects you to the Connector Profile page of the selected connector. The Connector Profile page enables you
to monitor the details of the connector, monitor and manage its tasks, and edit its configuration. The page consists of
two tabs Connector Profile and Connector Settings.

Connector Profiletab

The Connector Profile tab enables you to monitor details of the connector and its tasks. Additionally, afew basic
management options are also available.
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‘{* Connect Cluster / Connector Profile

File Sink 1

Connector Profile  Connector Settings

[ Connector Profile
CLASSNAME
STATUS TOTAL TASKS

RUNNING 1

[ Tasks

Status Worker ID

(100% RUNNING

Additional Sink Record Metrics

SINK RECORD LAG MAX
NA

RUNNING TASKS
1

Task ID

PAUSED

Put Batch Avg Time Sink Record Send Rate

0

ASSIGNED WORKER

FAILED TASKS PAUSED TASKS

0

0

1.1280861213176046

Offset Commits

100% | SUCCESSFUL COMMITS

Additional Sink Task Metrics

MAX NUMBER OF RECORDS PER BATCH
4

OFFSET COMMIT MAX TIME
4ms

Cluster: KAFKA-1

e ®Resume [LENCLARRTEEEE  ®New Connector

Partition Count

0% FAILED COMMITS

AVG NUMBER OF RECORDS PER BATCH
1.9444444444444444

OFFSET COMMIT AVERAGE TIME
4ms

Thistab is organized into multiple sections. The various sections enable you to do the following:

« The Connector Profile section provides you with details regarding the Classname, Assigned Worker, Status,
Total Tasks, Running Tasks, Failed Tasks, and Paused Tasks.

* Inthe Tasks section, you can view and monitor Status, Worker ID, Task ID, and various other details regarding

connector tasks.

Clicking * nextto atask displays detailed information and metrics about the selected task. In addition to
viewing status and metrics, the Tasks section also allows you to restart a particular task. This can be done by
selecting the task you want to restart and clicking the Restart option found within the Tasks section. The Search
by host option enables you to search for particular task details by host.
« Using the buttons in the top right-hand corner you can pause, resume, restart, and delete the connector, or deploy a

new connector.

Connector Settingstab

The Connector Settings tab enables you to review and edit the configuration of the connector. By default editing the

connector configuration is disabled. To enabled editing, click / Edit in the bottom left-hand corner. In addition to
reconfiguring the connector, you can pause, resume, restart, and del ete the connector, or deploy a new connector with

the buttons in the top right-hand corner of the page.

Tip: The Connector Settingstab isidentical in functionality to the Connector Configuration page in the
Connector Setup wizard. For detailed information on the various options and features available related to
configuration, see Connector configuration featuresin SMIM.
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Cluster: KAFKA-1
ﬂf* Connect Cluster / Connector Profile uster

File Sink 1 ©Pause  ®Resume  CRestart  MDelete [OINCIIOUNREES
Connector Profile  Connector Settings
\4 ‘ Q ‘ Reset Filters
Properties (5 rows) Actions v
tor.cl pache kafka. le.Fi t @
file t @
key. t afka.connect.storage.StringConverter @
topi @
value afka.connect.storage.StringConverter @

Kafka Connect Setup

Integrating Kafka Connect with Streams Messaging Manager
Connectors

Deploying and managing Kafka Connect connectorsin SMM
Connector configuration featuresin SMM

Learn how to use the SMM Ul to deploy new Kafka Connect connectors using the Connector Setup wizard, as well
as how to reconfigure, pause, resume, restart, and delete existing connectors. Additionally, learn about the various
features and options SMM provides for editing connector configurations.

Kafka Connect connectors are deployed in SMM using the Connector Setup wizard. Learn how to deploy a new
connector using the wizard.

« By default, you can use the Connector Setup wizard to deploy any connector that is shipped with Cloudera
Runtime. The only exceptions are the FileStream example connectors (FileStreamSourceConnector and
FileStreamSinkConnector). Although these connectors are part of the Kafka distribution and are shipped with
Cloudera Runtime, they are not available by default in the Connector Setup wizard. Thisis because neither
connector is considered production ready. If you want to deploy an instance of these connectors, you must install
them first. For more information, see Installing Kafka Connect connectors.

» Third-party connectors can be deployed using the wizard, but must be installed first. For more information, see
Installing Kafka Connect connectors.

» Before deploying any connector, Cloudera recommends that you review the documentation of the connector. For
more information regarding each connector shipped in CDP, see Connectors.
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Click @4 Connect in the navigation sidebar.

Click the @ New Connector option.

This option is available on all Kafka Connect related pages of the SMM Ul. Clicking this option starts the
Connector Setup wizard and redirects you to the Select A Template page. This page contains all connectors
available for deployment in the form of selectable cards.

Cluster: KAFKA-1
1& Connect Cluster / Connector Setup

Select A Template

© connector selection
Source Templates

Connector Configuration

Configuration Review

Deploy

fo.debezium.connector.db2.Db2Connector
Db2Connector
Version: 1.9.5.Final

io debezium conector salserver SalServerConnector
SqlServerConnector
Version: 1.8.0.Final

o debezium connectormysal MySalConnector
MySqIConnector
Version: 1.8.0.Final

org.apache kafka connect il FileStreamSourceConnector

FileStreamSourceConnector
Version: 3.4.0.7.2.17.0-264

che.nif

fo.debezium.connectororacle.OracleConnector
OracleConnector
Version: 1.8.0.Final

ekl

io debezium connector postaresql PostaresConnector

PostgresConnector
Version: 1.8.0.Final

MirrorCheckpointConnector
Version: 3.4.0.7.2.17.0-264

MirrorHeartbeatConnector
Version: 3.4.0.7.2.17.0-264

MirrorSourceConnector
Version: 3.4.0.7.2.17.0-264

sink Templates

com.cloudera.dim kafa.connect hdfs HafsSinkCannector

HTTP Source
Version: 1.0.0

com cloudera.dim kafla.connect. s3.53SinkConnector

JDBC Source
Version: 1.0.0

org.apache kafka.connect file FileStreamsinkConnector

JMS Source
Version: 1.0.0

org.apache.nifi kefka connect StatelessNiFiSinkConn

ector

HdfsSinkConnector S3SinkConnector FileStreamSinkConnector ADLS Sink

Version: 0.0.1.7.2.17.0-264 Version: 0.0.1.7.2.17.0-264 Version: 3.4.0.7.2.17.0-264 Version: 1.0.1

org.apache.ifi kafka connect StatelessNIFiSinkConnector org.apache.nifi kafka, connect StatelessNIFiSinkConnector org.apache nif kafka comect StatelessNiFiSinkConnector org.apache.nifikafka connect StatelessNIFiSinkConnector
HDFS Sink HTTP Sink InfluxDB Sink JDBC Sink

Version: 1.1.0 Version: 1.0.0 Version: 1.0.0 Version: 1.0.0

org.apache.ifi kafka.connect StatelessNIFiSinkConnector org.apache.nifi kafka. conneet StatelessNiFiSinkConnector org.apache nif kafka connect StatelessNiFiSinkConnector

Kudu Sink $3 Sink StatelessNiFiSinkConnector
Version: 1.1.0 Version: 1.0.1 Version: 1.21.0.2.4.4.0-13
Cancel

Each card includes the following information about the connector:

» Theconnector's fully qualified class name.
» Theconnector's display name. If no display name is available, the card includes the unqualified classname.
* The version of the connector.

By default, the page includes all connectors shipped with Cloudera Runtime. Third-party connectors that you
install manually are also visible on this page following installation.
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3.

Select a connector from the Sour ce Templates or Sink Templates section.
The Connector Configuration page appears.

Cluster: KAFKA-1
Connect Cluster / Connector Setup v

P
(¥) connector Selection v Q Reset Filters

© connector Configuration Properties (23 rows) Validate [ENSTSIS

Configuration Review

connector.class ‘ I org.apache.nifi.kafka.connect.StatelessNiFiSourceConnector @‘
Deploy L )

extensions.directory ‘ [ /tmp/nifi-stateless-extensions @‘

key.converter ‘ I org.apache kafka.connect.storage.StringConverter @‘

krbSfile | | reterheos cont o)

meta.smm.predefined.flow.name ‘ l HTTP Source ‘

meta.smm.predefined.flowversion | ‘ 100 ‘

nexus.url | [ hitps://repository.cloudera.com/artifactory/repo @

parameter HTTP Source uthorized Issuer DN Pattern ‘ ‘ N

parameter. HTTP Source Parameters:Authorized Subject DN Pattern ‘ l *

parameter HTTP Source Parameters:Base Path ‘ ‘ contentListener

parameter HTTP Source Parameters:Client Authentication | [ NONE

parameter. HTTP Source Parameters:Keystore Filename ‘ ‘

parameter. HTTP Source Parameters:Keystore Password ‘ ‘

parameter HTTP Source Parameters:Keystore Type ‘ [

parameter. HTTP Source Parameters:Listening Port ‘ {

@ @ @ @ @ ® ® ® ® © ® © © © © O @
B B 8 8 8 8 8 8 8 8 8 8 8 8 8 5 &

parameter HTTP Source Parameters:Keystore Key Password ‘ [ ‘

parameter HTTP Source Parameters:Truststore Filename i

Cancel <Back

Most connectors shipped with Cloudera Runtime come with a default configuration template to ease
configuration. If atemplate is available for a specific connector, the property keys and values are automatically
populated when you select the connector. The properties and values included in the templates depend on the
selected connector. In general, the templates include all mandatory properties that are required for successful
deployment. However, most connectors also have a number of additional properties that might not be part of the
template. Asaresult, Cloudera recommends that you always review the documentation for the specific connector
that you want to deploy.

Configure the properties of the connector.

The Connector Configuration page includes various features and options that you can use to configure your
connector. Each row in the Properties section represents the key and value of a property. Using the different
buttons and other options available, you can add, delete, import, or otherwise modify the configuration. For more
details on the configuration features available on this page, see Connector configuration featuresin SMM.

Click Validate after you are done configuring the connector.

Validating the configuration is mandatory when you deploy or modify a connector. If SMM finds any errorsin
the configuration, the properties that contain errors are highlighted in red, and an error message with the details
regarding the configuration issue is displayed. Resolve any errors until validation passes.
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6. Click Next.
The Next option is disabled until validation passes. After you click Next, the Configuration Review page
appears.

Connect Cluster / Connector Setup

Cluster: KAFKA-1

Configuration Review
Connector Selection
Please take a moment to review your configuration.

Connector Configuration
9 v \ Q Reset Filters

(- ElOEO)

Configuration Review
Properties (23 rows) Actions v/

Deploy

onnector.class org.apache.nifi.kafka.connect StatelessNiFiSourceConnector [©)

extensions.directory ‘tmp/nifi-stateless-extensions @
key.converter org.apache kafka.connect storage.StringConverter ®
krb file etc/krb5.conf @
meta.smm.predefined.flow.name HTTP Source

meta.smm.predefined.flow.version 1.0.0

nexus.url https://repository.cloudera.com/artifactory/repo @
parameter HTTP Source Parameters:Authorized

parameter.HTTP Source Parameters:Authorized Subject

parameter HTTP Source Parameters:Base Path

parameter.HTTP Source Parameters:Client Authentication NONE

parameter. HTTP Source Parameters:Keystore Filename

parameter.HTTP Source Parameters:Keystore Ke,

parameter.HTTP Source Parameters:Keystore Pa

parameter. HTTP Source Parameters:Keystore Type

Cancel  ¢Back [EDENSES

7. Review your connector configuration.

The Configuration Review page allows you to review the connector configuration. Use this page to ensure that
all properties are correctly configured for your use case.

Most configuration options are disabled on this page. However, you can use the search and filtering options

to search for properties. Additionally, you can export the connector configuration for later use with Actions
Export . If you find any errors, go back to the Connector Configuration page, make any necessary changes, and
revalidate the configuration before continuing.
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8. Click Deploy to deploy the connector.

After you click Deploy, the Connector Deployment Status modal is displayed that shows the status of the
deployment.

E Note: Connector deployment is not instantaneous. Y ou might need to wait a few seconds for deployment
to finish.

Connector Deployment Status

Deploying...

Your connector is being deployed, you can visit the Connector Overview Page until it is deployed.

Connector Overview Page

Connector Deployment Status

° Deployment Successful!

Your connector was successfully deployed and is now available

View Connector Profile

What to do next

After the connector is deployed, you can monitor the connector on the Connect Cluster page or the connector's profile
page. For more information, see The Kafka Connect Ul.
Related Information

Connectors

Streams Messaging Reference

The Kafka Connect Ul

Connector configuration featuresin SMM

Pausing, resuming, restarting, and deleting a Kafka Connect connector in SMM
Learn how to pause, resume, restart, or delete an existing Kafka Connect Connector in SMM.

Procedure

1
Click @: Connect in the navigation sidebar.

2. ldentify the connector you want to manage.

3. m . )
Click ™ (Profile) beside the connector.
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4,
Click @ Pause, @ Resume, e Restart, or m Delete.

If you select m Delete, you must confirm the action in a pop-up window.

Tip: The @ Pause, @ Resume, and e Restart options are also available if you hover over the
connector on the Connect Cluster page.

Connectors
Streams Messaging Reference
The Kafka Connect Ul

Learn how to edit the configuration of a running Kafka Connect connector using the SMM UI.

Click @4 Connect in the navigation sidebar.
2. ldentify the connector you want to modify.

Click Eﬁ" (Profile) beside the connector.
4. Go to the Connector Settings tab.

Click 4 Edit at the bottom-Ieft corner of the page.
All properties except connector name become editable.

Cluster: KAFKA-1
V Connect Cluster / Connector Profile luster:

Test HTTP Source ® ® e i

Connector Profile  Connector Settings

v Q Reset Filters
Properties (23 rows) Actions v
{ connector.class ‘ org.apache nifi kafka.connect nnector ® ‘

[ extensions.directory ‘ [ /tmp/nifi-stateless-extensions @ ‘

‘ key.converter ‘ l org.apache kafka.connect.storage.StringConverter @ ‘

[ bs.fie | [ etcriets.cont o)

| meta smm predefined flowname ‘ [ HTTP Source ‘

[ meta.smm.predefined.flow.version \ ‘ 100 \

[ nexus.urt | [ hitps://repository.cloudera.com/artifactory/repo ®

[ parameter HTTP Source Parameters:Authorized Issuer DN Pattern 1B

| parameter HTTP Source Parameters Authorized Subject DN Pattem | [ *

‘ parameter HTTP Source Parameters:Base Path l ‘

l parameter HTTP Source Parameters:Keystore Filename ‘ ‘

‘ HTTP Source Keystore Key Password ‘ [

l parameter HTTP Source Parameters:Keystore Password ‘ ‘

® ® ® ®@ ® ®@ ® ® ® © 6 6 ®© © O
B 5 82 838 858 8 8 8 8 82 8 8 8 5 8

|
|
| parameter HTTP Source Parameters:Client Authentication | [ NONE |
|
J
|

l HTTP Source Keystore Type ‘ [

Cancel

6. Configure the properties of the connector.

The Connector Settings page includes various features and options that you can use to configure your connector.
Each row in the Properties section represents the key and value of a property. Using the different buttons and
other options available, you can add, delete, import, or otherwise modify the configuration. For more details on
the configuration features available on this page, see Connector configuration featuresin SMIM.
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7. Click Validate after you are done configuring the connector.

Validating the configuration is mandatory when you deploy or modify a connector. If SMM finds any errorsin
the configuration, the properties that contain errors are highlighted in red, and an error message with the details
regarding the configuration issue is displayed. Resolve any errors until validation passes.

Click Update lil

Connectors

Streams M essaging Reference

The Kafka Connect Ul

Connector configuration featuresin SMM

Learn about the various configuration features and options that you can use when configuring Kafka Connect
connectorsin SMM.

The SMM Ul includes two pages where you configure Kafka Connect connector properties. The Connector
Configuration step of the Connector Setup wizard and the Connector Profile Connector Settings tab. Both pages
include various features and options that are designed to help you with connector configuration. The following
sections go over each of the configuration options available on the Ul.

Note: The only difference between Connector Configuration and Connector Settingsisthat the former is
E used to configure new connectors, the latter is used to reconfigure aready running connectors. Otherwise, the
two pages are identical in functionality.

Each row on the Connector Configuration page represents the key (name) and configuration value of a specific
property. You can use the icons next to each property to add or remove properties. Clicking * next to a property

opens a context menu that includes additional configuration options. The options availableinthe * context menu
depend on the property. For example, you can edit and reset the connector.class property, but you cannot configure its

type.
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*p Connect Cluster / Connector Setup

Cluster: KAFKA-1

(©) Connector Selection v

‘ Q l Reset Filters

@ connector Configuration Properties (23 rows)

Validate Actions v

Configuration Review ‘ Test HTTP Source

Deploy

rg.apache.nifi kafka.connect i nnector

w i

‘ extensions.directory

‘ ‘ /tmp/nifi-stateless-extensions

w i

hoycomerer

rg.apache kafka.connect.storage.StringConverter

w i

‘ krbS5.file

Q] Q9o
& ol o o

‘ ‘ Jetc/krb5.conf  Edit

OReset value

‘ meta.smm.predefined.flow.name

‘ ‘ HTTP Source

@

ABCString

‘ meta.smm.predefined.flow.version

©Boolean

‘ ‘ 1.0.0
123Number

@

[reman

R Password

https://repository.cloudera.com/ar yirep

€]
@

‘ parameter.HTTP Source Parameters:Authorized Issuer DN Pattern

[ parameter. HTTP Source Parameters:Authorized Subject DN Pattern

[ parameter.HTTP Source Parameters:Base Path

‘ [ contentListener

| parameter HTTP Source Parameters:Client Authentication

‘ [NONE

‘ parameter HTTP Source Parameters:Keystore Filename

‘ parameter. HTTP Source Parameters:Keystore Key Password

‘ parameter HTTP Source Parameters:Keystore Password

‘ parameter HTTP Source Parameters:Keystore Type

‘ parameter HTTP Source Parameters:Listening Port

‘ parameter.HTTP Source Parameters:Truststore Filename

Cancel <Back

Adding properties

® ® @ @ ®@ ©® © 6 o |6
B 8 8 5358 85 85 8 8 8 |58

Click @ to add a new property. An empty row appears for the new property. Enter property keys
in the left field and property values in the right field. When you select akey field, alist of suggested
properties appear that are valid for the connector. Thelist is automatically filtered when you start

typing.
Deleting properties

Click m to delete a property. Use Actions Remove to remove all properties from the
configuration with the exception of connector.class.

Editing properties

Click M Edit to edit the configuration value of a property in a separate window. Use this option if
the value you add islong, complex, or consists of multiple lines.

If you are deploying a NiFi Stateless Sink or Source connector, the modal that opens with M for
the flow.snapshot property is unique and includes the Browse... and Save and Enhance options.
Browse... enables you to upload a flow definition JSON from your machine, Save and Enhance
adds the parameters specified in your flow definition to the connector configuration. For more
information on flow.snapshot configuration, see Configuring flow.snapshot for Sateless NiFi

connectors.

Resetting properties

You can use 'f) Reset value to reset the value of asingle property. Alternatively, you can use
Actions Reset to reset the full configuration. The reset options behave uniquely depending on the

configuration page that you use them on.

When deploying new connectors using the Connector Configuration page of the wizard:

) Reset value resets the value to the default value set in the configuration template. This

option is not available for properties that are not part of the template.
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» ActionsReset resetsall configuration properties and reverts the configuration to the default
configuration templ ate.

When editing the configuration of existing connectors on the Connector Profile Connector Settings

page:

) Reset value resets the value to the last value that the connector was deployed with. This

option is not available for new properties that you add to the configuration while editing the

configuration.

» Actions Reset resetsall configuration properties and reverts to the configuration that the
connector was last deployed with.

Type configuration

The *%¢ String, © Boolean, 123 Number, and N\ Password options enable you to set the type of
the property. Setting the type of a property changes the property's value field depending on the type
you select.

8¢ giri ng setsthe type of the property to string and changes the input field to a single line text
box.

123 Number setsthe type to number and changes the input field to atext box that only alows
negative and positive whole numbers and decimals.

© Boolean setsthe type of the property to boolean and changes the input field to a checkbox.

® Password sets the type of the property to password.

Selecting ® Password hides (Iocks) the value on the Ul and stores it in a secure manner.
Once the connector is deployed, properties marked as passwords are encrypted and stored
securely in an internal Kafkatopic. The actual values only resolve at runtime. These values
cannot be retrieved or otherwise read from the configuration of the connector. In most cases,
you use this option to hide passwords or other types of sensitive credentials found in connector
configurations, however, you can use this option for any property value that your organization
considers sensitive.

Tip: The password option is the Ul implementation of the Kafka Connect Secrets
storage feature. For more information on the feature, and how Kafka Connect handles
values you mark as sensitive data, see Kafka Connect Secrets Storage.

At the top of the page you can find a search bar that you can use to search and filter for connector properties. Search
only works for property keys, values are disregarded. When you search for a string, the Properties section of the
page is automatically filtered and only the relevant properties are shown. The number of matchesis displayed next to
Properties.

In addition to searching, you can filter properties based on their group and importance. To do so, click the filter icon
and select the relevant group and importance that you want to search for. To clear all applied filters, click Reset

(¥) Connector Selection v | parameter. ‘q‘ Reset Filters
@ comectorc Group not specified x
Properties Validate Actions v

Configuration Review
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Viewing property help

Hovering over @ (Help), found next to some property values, displays information about that property. What
information is displayed is property dependent, but at minimum you are presented with a description of the property.

If available, the group, importance, and expected type of a property isaso displayed. The @ iconisonly available
for properties that have their metadata (description, type, group, and so on) defined.

‘ parameter.HTTP Source Parameters:Truststore Type ‘ [ Maximum number of tasks to use for this connector.

Importance: HIGH
Expected type: String

Group: Common
ke ik

[tpes | [repamee

®
®
®
®

o lollo]l |

‘ value.converter ‘ [ org.apache kafka.connect.converters. ByteArrayConverter

Tip: Theinformation displayed in the help context menu is the property metadata defined with Conf i gDef .
Q If you are developing your own connector and want help information to be available in SMM, ensure that you

define property metadata in your connector code using the Conf i gDef class. Additionally, if you specify a

display name for the property in Conf i gDef , SMM will print the display name above the key field of the

property.

Importing configurations

To import a configuration, click Actions Import . Clicking Import opens the Connector Config... modal.

Import Connector Config...

Y,

Browse.. Cancel Import and Enhance Add

Using the modal you can:

» Typeor paste your configuration.
* UseBrowse... to upload the contents of afile from your machine.

The configuration that you add can be afull configuration that contains all properties necessary for the connector.
Alternatively, it can be apartial configuration that contains a select number of properties that you want to add to the
configuration. The configuration you include in the text box must be in JISON format. For example;

{

"tasks. max": 1,

"key.converter": "org.apache. kaf ka. connect. storage. Stri ngConverter",

"val ue. converter": "com cl oudera. di m kaf ka. connect. converts. AvroConvert
er",

"val ue. converter. passt hrough. enabl ed": true,

"val ue. converter.schema.registry.url": "http://schema-registry: 9090/ api /vl

"topics": "avro_topic",
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}

After adding properties, you can use the Import, Import and Enhance, or Add options to import the configuration.
Each option imports the propertiesin a different way.

e |mport

This option populates the Pr oper ties section with the keys and values you added in the Import Connector
Config... modal. This option overwrites all existing propertiesin the configuration.

e Import and Enhance

This option populates the Properties section with the keys and values you added in the Import Connector
Config... modal. Additionally, properties that are most likely needed for the respective connector are also added.

Import and Enhance is used specifically for the NiFi Stateless Source and NiFi Stateless Sink connectors. When
this option is used, SMM parses the dataflow specified in flow.snapshot, extracts all parameters that are available
in the dataflow, and adds them to the connector configuration. This option overwrites all existing propertiesin the
configuration.

e Add

This option amends the existing configuration with the properties from the Import Connector Config... modal.
Use this option if you want to batch import additional properties to your configuration. For example, you can use
this option to batch add security properties.

Exporting Configurations
To export aconfiguration, click Actions Export . Clicking Export opens the Configuration of the connector modal.

» Click Copy to Clipboard to copy the configuration to the clipboard.
« Click Export to file to download the configuration as a JSON file.

Configuration of the connector

{

ository.cloudera.com/artifactory/repo’,
“parameter. HTTP Sour eters:Authorized Issuer DN Pattern’: "',

"paramet ter HTTP Sourc eters:Authorized Subject DN Pattern ., p

[Nl Copy to clipboard | Exporttofile

Validating configurations

Before you can deploy or redeploy a connector, you must validate the configuration. Thisis done using Validate.
If SMM finds any errors in the configuration, the properties that contain errors are highlighted in red, and an error
message with the details regarding the configuration issue is displayed.

If the configuration is missing a mandatory property, the name of the missing property is displayed in an Errors
section on the top of the page. Y ou can add missing mandatory properties by clicking Add missing configurations.
This option adds both property keys and values. Vaues are populated using the following logic.

 If the connector was previously deployed and you are updating the configuration, the default value used will be
the value that the connector was last deployed with.

» If you are configuring a new connector, the default value from the sample configuration is used.

« |If you are configuring anew connector and there is no sample configuration or the sample configuration does not
contain the property, the value defined in the Conf i gDef class of the connector is used.

If the connector configuration is filtered when you run the validation and SMM finds errors with properties that are
filtered, an error message is displayed on the top of the page notifying you that not all validation errors are visible. In
acaselike this, click Reset Filtersto view al validation errors.
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Cluster: KAFKA-1
Connect Cluster / Connector Setup

@ Connector Selection v ‘ ‘Ql Reset Filters

© comecirc [ oracte J

© Configuration is not valid. Reset filters to see all errors.
Configuration Review

Errors

Deploy Add Missing Configurations
database.dbname - A value is required
Properties (s of 11) Actions v
Missing required configuration "name” which has no default value.
database.hostname J [ ® om
A value is required
database password ‘ ‘ ®
database.port ‘ ‘ 1521 @
database servername I ®
has invalid format (only the underscore, hyphen, dot and alphanumeric characters are allowed)
A value is required
database.user ‘ l @ @ m 3
Avalue is required
Cancel < Back

Connectors

Streams M essaging Reference

The Kafka Connect Ul

Kafka Connect Secrets Storage

Configuring flow.snapshot for Stateless NiFi connectors

Get started with Cruise Control in Streams Messaging Manager (SMM). Cruise Control is automatically integrated
with SMM. It provides user-friendly dashboards for monitoring the rebalancing process and state of the Kafka cluster.
Y ou can aso manage and customize the rebalancing process, based on the configurations in Cloudera Manager.

Learn how to authorize users to access the Cruise Control Ul in Streams Messaging Manager (SMM). Thisis required
to enable users access the Ul or manage rebalancing. Y ou can set access by assigning users the required authorization
levels.

The integration between SMM and Cruise Control is automatic. The Cruise Control User Interface (Ul) can be
accessed through an SMM instance running on the same cluster as Cruise Control. In environments where security is
disabled, anyone will be able to access Cruise Control in SMM. In secured environments, users need to be added to
the authorization level groups before they can see the Cruise Control Ul. The group a user bel ongs to determines what
they are allowed to do in the Ul.
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Select the Cruise Control service in Cloudera Manager.

Click Configuration.

Search for auth_admins, auth_users or auth_viewers based on which authorization level is needed.
Assign users to the required authorization level.

Based on the authorization level, users have the following access to Cruise Control in SMM:

> w NP

* Viewer level users: can only view the metrics
e User level users: includes Viewer level permissions and manage goals, estimations
e Adminlevel users: includes Viewer and User level permissions, starting and stopping rebalance

Note: The assigned authorization level for auser can be checked with the permissions endpoint:

curl -X CGET "http://<cruise_control host name>: 8899/ kaf kacr ui secontro
| / kaf kacr ui secontrol / perm ssi ons”

5. Click Save changes.

Cruise Control isvisiblein SMM. Users can access the Cruise Control Ul using the = on the navigation sidebar.

Learn about the Cruise Control section in the Streams Messaging Manager (SMM) Ul, which you can use to monitor
and manage the rebalancing process of Kafka clusters.

The Cruise Control Ul in SMM allows you to monitor the state and operations of the Cruise Control service,
including the latest state of the Kafka cluster known to Cruise Control. The Rebal ance Wizard allows adminsto
start rebalance operations, specifying goals, anomaly detectors and estimations that should be used for generating
the rebalance proposals. Y ou can access the Cruise Control Ul from the left navigation pane of Streams Messaging

Manager (SMM). Clicking on = loads the Cruise Control Dashboard.

CLOUD=RA
Streams Messaging Manager

Cruise Control Cluster: KAFKA-1

Cruise Control Cluster State
Execution Anomaly Detector

Detector Self Healing
No task in progress Broker failure detector DISABLED
Disk failure detector DISABLED
Goal violation failure detector DISABLED

Monitor | ® RUNNING Metric anomaly detector DISABLED

Topic anomaly detector DISABLED

Maintenance event detector DISABLED

5/5 321/321 100%

Note: In case Cruise Control is not available in the left navigation pane, review the instruction in Authorizing
IS users to access Cruise Control in SMM.

The Cruise Control Dashboard provides an overview of the Cruise Control state, including the following
information:

« Any operations that are currently being executed by Cruise Control and their progress
« Status of interna Cruise Control metrics (valid windows, valid partitions and coverage)
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» List of goals configured in Cruise Control and their status (ready or not ready)
e List of anomaly detectors and their status (disabled or enabled)

Dashboard SESI # revoiance wizard
Cruise Control Cluster State
Execution Anomaly Detector
Detector Self Healing
No task in progress Broker failure detector DISABLED
Disk failure detector DISABLED
Goal violation failure detector DISABLED
Monitor \ ® RUNNING Metric anomaly detector DISABLED
Topic anomaly detector DISABLED
o Maintenance event detector DISABLED
5/5 1354/354) 100%
Valid Windows © Valid Partitions ® Coverage ®
Goals €

@ RackAwareDistributionGoal

@ ReplicaCapacityGoal

@ DiskCapacityGoal

@ NetworkinboundCapacityGoal
@ NetworkOutboundCapacityGoal
© CpuCapacityGoal

@ ReplicaDistributionGoal

© PotentialNwOutGoal

@ DiskUsageDistributionGoal

Y ou can manually refresh the Dashboar d using ) , Or you can set arefresh interval by selecting one of the options
availablewith ™.

Execution

The Execution tile of the Dashboard allows you to track and monitor the tasks being executed
by Cruise Contral (including rebalancing tasks that are triggered by the enabled goals or other
operations started through the REST API). If the goals are fulfilled and there is no ongoing
execution, the No task in  progress message is shown. Only users with Admin level can stop the
execution process.

Execution

M onitor

The Monitor tile aways showstheratio of Valid Windows, Valid Partitions, and Cover age of the
Kafka cluster.
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Monitor ® RUNNING

260/321 100%

Valid Windows ® Valid Partitions ® Coverage

S

Valid windows

The metrics that Cruise Control collects about brokers and partitionsin a Kafka cluster are
aggregated in windows of time. A window represents atime range. There is aminimum number of
metric samples that a window should have to be considered "valid" by Cruise Control. Only valid
windows can be used for balance proposals and anomaly detection.

The vaidity of awindow is determined based on valid brokers, valid partitions and overall valid
metric samples count. The parameters of this mechanism can be configured in Cloudera Manager
with the following Cruise Control configuration properties:

Property Description

num.broker.metrics.windows The maximum number of broker windows the Load
Monitor keeps. Each window covers atime window
defined by the broker.metrics.window.ms configuration
property.

broker.metrics.window.ms The size of the window in milliseconds to aggregate
the Kafka broker metrics. The window must be greater
than the value of the metric.sampling.interval.ms
configuration property. metric.sampling.interval.msis
the duration until metrics are collected and sampled.
When an interval is ready, another interval starts and
tries to collect the metrics from the brokers.

min.samples.per.broker.metrics.window The minimum number of metric samples avalid broker
window should have. If abroker does not have enough
samples in a broker window, the broker is removed from
the window due to insufficient data

max.allowed.extrapol ations.per.broker The maximum number of extrapolations allowed for
each broker. A broker is considered asinvalid if the total
number extrapolationsin all the windows goes above
the maximum allowed number. Load Monitor contains
information about the status of the linear regression
model, which is used to estimate the CPU utilization,
number of valid windows and partitions. If there are
flawed brokers, not all windows have metrics. Cruise
Control extrapolates these metric values.

Valid partitions

Cruise Control aggregates metrics about each partition in the connected Kafka cluster. Thereis
aminimum number of metric samples avalid partition should have. The validity of a partitionis
determined based on the valid metric samples count. The mechanism can be configured in Cloudera
Manager with the following Cruise Control configuration properties:

num.partition.metrics.windows The maximum number of partition windows the
Load Monitor keeps. Each window covers atime
window defined by the partition.metrics.window.ms
configuration property.
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Property Description

partition.metrics.window.ms The size of the window in milliseconds to aggregate
the Kafka partition metrics. The window must be
greater than the value of the metric.sampling.interval
.ms configuration property. metric.sampling.interval.ms
is the duration until metrics are collected and sampled.
When an interval is ready, another interval starts and
tries to collect the metrics from the brokers.

min.samples.per.partition.metrics.window The minimum number of metric samples avalid
partition window should have. If apartition does not
have enough samples in a partition window, the topic
of the partition is removed from the window due to
insufficient data.

max.allowed.extrapolations.per.partition The maximum number of extrapolations allowed for
each partition. A partition is considered as invalid if
the total number extrapolationsin all the windows goes
above this number. Load Monitor contains information
about the status of the linear regression model, which

is used to estimate the CPU utilization, number of

valid windows and partitions. If there are flawed
partitions, not all windows have metrics. Cruise Control
extrapol ates these metric values.

For more information on the configuration properties, see the Cruise Control upstream
documentation
Coverage

The coverage of this cluster model through monitored partitions ratio, showing how representative
the cluster is.

List of Goals

The Goalstile showsthe list of enabled goals and indicatesif the goals have been fulfilled or not
with checkmarks. The list of goals can be configured in Cloudera Manager. For more information,
see Setting capacity estimates and goals.

Goals m

@ RackAwareDistributionGoal

@ ReplicaCapacityGoal

@ DiskCapacityGoa

° NetworkinboundCapacityGoal

@ NetworkOutboundCapacityGoal

@ CpuCapacityGoal

@ ReplicaDistributionGoal

@ PotentialNwOutGoal

@ DiskUsageDistributionGoal

@ NeworkinboundUsageDistributionGoal
@ NetworkOutboundUsageDistributionGoal
@ CpuUsageDistributionGoal

@ TopicReplicaDistributionGoal

@ LeaderReplicaDistributionGoal

@ LeaderBytesinDistributionGoa

List of Anomaly Detectors
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The Anomaly Detector tile showsthelist of anomaly detectors and whether self-healing is enabled
for the given detector. If there are any anomalies found by the detectors, the anomalies are listed
under the corresponding detector.

Anomaly Detector

Detector
Broker failure detector
Disk failure detector o

1. Disk failure message

Goal violation failure detector o

1. Recent mock goal violation 1
2. Recent mock goal violation 2

3. Recent mock goal violation 3

Metric anomaly detector
Topic anomaly detector

Maintenance event detector

Cluster State Dashboard

Self Healing

| ENABLED

| ENABLED

ENABLED

DISABLED
DISABLED

DISABLED

The Cluster State Dashboard provides an overview of the Kafka cluster specific metrics related to leaders, replicas,
and directories. The metrics shown on the Dashboar d are based on the number of leaders, online, offline and out-
of-sync replicas, online and offline directories within the brokers available on the Kafka cluster. Y ou can use these
metrics to monitor the Kafka cluster state.
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Dashboard O ‘55 Ml 7 Rebalance Wizard

Cruise Control Cluster State

Leaders Out-of-sync Replicas Summary

140
120

100

80

60

40

20

0
101 103

Replicas

101 103

Online Dirs

10
08
06
0.4
02

0

1.0
0.8
06
0.4
02

0

Offline Replicas

1.0

08

Offline Dirs

1.0
08
06
0.4
02

0

Brokers
Topics

Replicas

Leaders

Avg replication factor
Avg replicas per broker
Avg leaders per broker
Max replicas per broker
Max leaders per broker
Std replicas per broker

Std leaders per broker

39

1060

354

2,994

353.333

118

354

122

0

3

In the Summary section, you can review the general information of the number of brokers, topics, replicas and

leaders within the Kafka cluster, and more metrics that show the average, maximum and standard ratio of leaders per
broker and replicas per broker.

Setting capacity estimations and goals
Authorizing users to access Cruise Control in SMM

Y ou can start and manage the rebalancing process of the Kafka cluster using the Rebalance Wizard.

Y ou can use the Rebalance Wizard, located beside the Dashboar d, used to trigger the rebalancing process of the
Kafka cluster. Y ou must have Admin-level permission to use the Rebalance Wizard.

To restore the default settings, you can use Reset in the Rebalance Wizard, and go back to the Dashboard using the
Dashboard link.
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Cruise Control Cluster: KAFKA-1

Dashboard > Rebalance Wizard

o Rebalance Setup
Rebalance Setup
Estimation

() Allow hard goals to be skipped ©
Review

Goal Selector ©®

(] v 19 items Unselected Goals v 0item Selected Goals
(] CpuCapacityGoal ®

[C] CpuUsageDistributionGoal ®

(7] DiskCapacityGoal ©®

[C) piskUsageDistributionGoal ®

O ignerDiskUsageDistri @

(] KafkaAssignerEvenRackAwareGoal ©

[ LeaderBytesInDistributionGoal ®

(] LeaderReplicaDistributionGoal ®

() MinTopicLeadersPerBrokerGoal &
(] NetworkinboundCapacityGoal ®
] NetworkinboundUsageDistributionGoal ®

(") NetworkOutboundCapacityGoal ®

() NetworkOutboundUsageDistributionGoal ®

)

(] PotentialNwOutGoal ©

(] PreferredLeaderElectionGoal ©

= -

1. Click Rebalance Wizard on the Dashboard.
2. Configure the Rebalance Setup to determine how the rebalance request is executed.

The configurations can be used to customize the rebalancing process based on your requirements. If the
configurations are not changed and the fields are empty, Cruise Control completes the rebalancing process with
the default settings. The rebalance setup and goal list is based on the configuration in Cloudera Manager.

Tip: Clouderarecommends to configure the following configurations even if the other configurations
stay as default:
« Disk rebalance to ensure that the disks or the entire brokers are rebalanced
« Excluded topics to run rebalance only for those topics that are explicitly selected
¢ Destination brokers to run rebalance only for a group of brokers
3. Click Next to generate the proposal.

Note: If the proposal generation fails, an error message is displayed with the incorrect configuration.
After correcting the configurations, you can move forward to Estimation.
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4. Review the Estimation of the rebalancing proposal.

Dashboard > Rebalance Wizard

(%) Rebalance Setup

|
@ cstimation

Review

Estimation

Overview Leaders Replicas Follower NW In NW Out

Network (KB/s)

Follower NW In NW Out PNW Out Leader NW In

Leaders/Replicas
400
350
300
250
200
150
100
50
0

Leaders Replicas

Previous Review

PNW Out

Leader NW In

Network Capacity (KB/s)

Balancedness Score

100,000
80,000
60,000
40,000
20,000

0

Disk/Cpu (%)

035
030
025
020
015
0.10
005

0

” @
Current Estimated
Goal Status
NW In Cap NW Out Cap

Goal Status

NO-
RackAwareDistributionGoal ACTION

NO-
ReplicaCapacityGoal ACTION

NO-
DiskCapacityGoal ACTION

NetworkinboundCapacityGoal No-
paciy ACTION

NetworkOutboundCapacityGoal No-
pacity ACTION

NO-

Disk (%) cpu CpuCapacityGoal

ACTION

The Overview tab contains diagrams about the Network, Network Capacity, L eaders and Replicas ratio and Disk
CPU. The Balancedness Scor e shows how efficiently the resources are balanced by comparing the current state
and the estimated state that was configured during the Rebalance Setup. You can aso review thelist of goals
and the set actions that should be triggered when the specific goa is violated under Goal Status. The M ovements
table gives you an overview of the estimated movement to achieve the ideal rebalancement.

Dashboard

Rebalance Wizard

(©)  Rebalance Setup

|
© cstimation

Review

Estimation

Overview Leaders Replicas Follower NW In NW Out

Leaders - Current

140
120

PNW Out

Leader NW In

Details

Broker

117.67 SR
100 ceycloud-1.nightly7x-us-ol.root.comops.site
& 103
60 ceycloud-2.nightly7x-us-ol.root.comops.site
“0 105
20 ceycloud-3.nightly7x-us-ol.root.comops.site
0
101 108 105
Leaders - Estimated
140
100
80
60
40
20

Current Estimated
121 121
15 15
17 17

The Leaders, Replicas, Follower NW in, NW Out, PNW Out and Leader NW in tabs compare the current state

and the estimated state after applying the new rebalancing configured in the Rebalance Setup. On each tab, the
Details table shows the raw data that is visualized on the bar chart.

Asthe goa of the Estimation step isto review and assess the result of the rebalancing process, the configurations
can be set again at the Rebal ance Setup by clicking Previous.
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5. Click Review if the estimation overview showed the desired results.

The Review shows the specified configurations as the list of goals for the rebalance request. At this step, you still
have the opportunity to change the rebalancing setup.

Dashboard > Rebalance Wizard

\/w Rebalance Setup

‘ Review
{/ Estimation
| Goals Not set

e Review Kafka assigner No
Ignore proposal cache No
Fast mode Yes
Disk rebalance No
Allow capacity estimation Yes
Allow hard goals to be skipped No
Only use ready default goals No
Data from null
Concurrent partition movements per broker null
Maximum partition movements in cluster null
Concurrent partition movements within a broker null
Concurrent leader movements null
Excluded topics null
Exclude recently removed brokers No
Exclude recently demoted brokers No
Replica movement strategy null
Replication throttle (bytes/sec) null
Destination brokers null

Previous Rebalance

6. Click Rebalance to start the rebalancing processif the configurations are correct.
7. Click Rebalance again to confirm the rebalancing process.

The rebalancing processis triggered based on the configurations provided. Y ou are redirected to the Cruise Control
Dashboard. The execution of the rebalancing process can be stopped anytime using the Stop button on the Execution
tile, if you have Admin level permissions.
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CLOUD=RA o Cluster: KAFK
Streams Messaging Manager

Cruise Contrc

Dashboard O |ss 7 Rebalance Wizard
Cruise Control  Cluster State
Execution . Anomaly Detector
Pr b 4 Detector Self Healing
40% -— 3
Broker failure detector
-
Disk failure detector @)
— '
Goal violation failure detector €)
Monitor | ® RUNNING Metric anomaly detector
- . Topic anomaly detector DISABLED

Maintenance event detector BLEL

5/5 260/321) [ 100% }

Distribut
TopicReplicaDistributionGoal
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