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Cloudera Runtime Add aZooK eeper service

If the Add Service wizard does not finish successfully, you can add the ZooK eeper service manually.

In a production environment, you should deploy ZooK egper as an ensemble with an odd number of servers. Aslong
asamagjority of the serversin the ensemble are available, the ZooK eeper service will be available. The minimum
recommended ensemble size is three ZooK eeper servers, and Cloudera recommends that each server run on a separate
machine. |n addition, the ZooK eeper server process should have its own dedicated disk storage if possible.

Note: If acustomer has experienced fsync delays and other 1/O related issues with ZooK eeper, ZooK eeper’s
dataDir and datal_ogDir can be configured to use separate disks. It is hard to determine ahead of time whether
thiswill be necessary; even asmall cluster can result in heavy ZooK eeper activity.

When adding the ZooK eeper service, the Add Service wizard automatically initializes the data directories.

When you add ZooK eeper servers to an existing ensemble, arolling restart of all ZooK eeper isrequired in order to
alow all zookZooK eepereeper serversto have the same configurations.

If you quit the Add Service wizard or it does not finish successfully, you can initialize the directories outside the
wizard by following these steps:

In Cloudera Manager, select the ZooK eeper service.

Click Action.

Select Initialize.

Click Initialize again to confirm.

If the data directories are not initialized, the ZooK eeper servers cannot be started.

> w NP

Only services that are not dependent can use different ZooK eeper services.

Cloudera Manager requires dependent services within Cloudera Runtime to use the same ZooK eeper service. If you
configure dependent Cloudera Runtime services to use different ZooK eeper services, Cloudera Manager reports the
following error:

com cl ouder a. cnf. conmand. CndExecExcepti on: j ava. | ang. Runt i meExcepti on: java. |l
ang. | | | egal St at eException: Assunption viol at ed:

get Al | Dependenci es returned multiple distinct services of the sane type

at SegFl owCnd. java |ine 120

in com cl ouder a. cnf. command. f | ow. SeqFl owCnd run()

Because of aknown limitation in Cloudera Manager, Cloudera Runtime services that are depending on each other can
not use different ZooK eeper services. For example, Kafka does not depend on any services other than ZooK eeper, so
Kafka can use one ZooK eeper cluster and the rest of the Cloudera Runtime services can use another one. At the same
time, since Ranger also depends on ZooK eeper, if Kafka gets configured to use Ranger, then both Kafka and Ranger
must use the same ZooK eeper cluster.
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Replace a ZooK eeper disk

Y ou can replace a ZooK eeper Disk but first you must stop the ZooK eeper role.

In Cloudera Manager, select the ZooK eeper service.

Click the Configuration tab.

Search for data directory.

Find the Data Directory property and update as applicable.

Find the Transaction Log Directory property and update as applicable.

Click Save Chages.

Click the Instances tab.

Select one ZooK eeper role.

. Click the Actions for Selected button.

10. Select Stop.

11. Move the contents to the new disk location and modify mounts as needed.
Ensure that the permissions and ownership are correct.

12. Select the same ZooK egper role.

13. Click the Actions for Selected button.

14. Select Start.

15. Repeat step 8-14 for any remaining ZooK eeper roles.
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Replace a ZooK eeper role with ZooK eeper service downtime.

In Cloudera Manager, select the ZooK eeper service.
Click the Instances tab.

Select the ZooK egper role on the old host.
Click the Actions for Selected button.
Select Stop.

Click the Actions for Selected button.
Select Delete.

Click the Add Role Instances button.

. Select the new host.

10. Click Continue.

11. Confirm the changes.

12. Click Continue.
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Cloudera Runtime Replace a ZooK eeper role without ZooK eeper service downtime

13. Restart the old ZooK eeper serversthat have outdated configuration.

14. Select the ZooK eeper service.

15. Click the Status tab.

16. Confirm the ZooK eeper service elected one of the restarted hosts as a leader.
17. Restart the newly added ZooK eeper server.

18. Restart any dependent services, such as HBase, HDFS, YARN or Hive, that are marked to have stale
configuration.

If server to server SASL authentication is not enabled, you can replace a ZooK eeper role without ZooK eeper service
downtime.

Thisprocessisvalid only if the SASL authentication is not enabled between the ZooK eeper servers. Y ou can check
thisin Cloudera Manager, if you see the Enable Server to Server SASL Authentication under the Configuration of
ZooK eeper.

In Cloudera Manager, select the ZooK eeper service.

Click the Instances tab.

Select the ZooK eeper role on the old host.

Click the Actions for Selected button.

Select Stop.

Wait for 1 minute.

Click the Status tab.

Confirm that ZooK eeper service elected one of the remaining hosts as a leader.
. Click the Instances tab.

10. Click the Add Role Instances button.

11. Select the new host.

12. Click Continue.

13. Confirm the changes.

14. Click Continue.

15. Click the newly added Server instance.

16. Click the Configuration tab.

17. Find the ZooK eeper Server ID property.

18. Change its value, so that it is the highest ZooK eeper Service ID set in the cluster.
19. Delete the old ZooK eeper role.

a) Go back to the ZooK eeper cluster.

b) Click Instances.

c) Select the old ZooK eeper role.

d) Click the Actions for Selected button.
e) Click Delete.

20. Click the Status tab.
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Cloudera Runtime Replace a ZooK eeper role on an unmanaged cluster

21.Click Actions.

22. Select Start this Server.
The new ZooK eeper roleis started.

23. Restart the ZooK eeper server that has an outdated configuration and is afollower.
24, Restart the leader ZooK eeper server that has an outdated configuration.
25. Confirm that aleader is elected after the restart, and the whole ZooK eeper serviceisin green state.

26. Restart any dependent services, such as HBase, HDFS, YARN or Hive, that are marked to have stale
configuration.

Y ou can replace a ZooK eeper Role on an unmanaged cluster, using command line.

These instructions assume you are using ZooK eeper from the command line.

Stop the ZooK eeper role on the old host.

Confirm the ZooK eeper Quorum elected aleader.
Add anew ZooK eeper role on the new server.

I dentify the dataDir locatiom from the zoo.cfg file.
This default to /var/lib/zookeeper.

5. ldentify the ID number for the ZooKeeper Server from the myid file in the configuration: cat/VAR/LIB/
ZOOKEEPER/myid.

6. On all the ZooKeeper hosts, edit the zoo.cfg file, so the server ID references the new server hostname.
For example:

A w DN PR

server. 1=zkl. exanpl e. org: 3181: 4181 server.2=zk2. exanpl e. org: 3181: 4181 se
rver. 4=zk4. exanpl e. org: 3181: 4181

7. Restart the ZooK eeper hosts.
8. Confirm the ZooK eeper Quorum elected aleader and the other hosts are followers.

9. Restart any dependent services, such as HBase, HDFS Failover Controllers with HDFS High Availability, or
YARN with High Availability.

10. Perform a failover to make on HDFS NameNode active.

Y ou can determine the election status of a ZooK eeper host if you have installed telnet ot netcat and it runs from a host
with network access to the ZooK eeper host.

The default ZooK eeper client port is 2181. Run the following command against each ZooK eeper host:
echo "stat" | nc server.exanple.org 2181 | grep Mde
For example, afollower host would return the message:

Mode: fol | owner
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Y ou can usetelnet, if you prefer:
$ tel net server.exanple.org 2181
Sample output would be similar to the following:

Trying 10. 1. 2. 154. ..

Connected to server. exanpl e. org.

Escape character is '"]'.

st at

Zookeeper version: 3.4.5-cdh5.4.4--1, built on 07/06/2015 23: 54 GMVI

Latency nin/avg/ max: 0/1/40

Recei ved: 631

Sent: 677

Connections: 7

Qut standi ng: O

Zxi d: 0x30000011a

Mode: fol | ower <----
Node count: 40

Connection cl osed by foreign host.
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