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Understanding Workload XM

Workload XM is a Cloudera service that helps you understand the workloads that you process, the clusters and
services that manage those workloads, and the data that is processed. Workload XM provides information that helps
you troubleshoot failed jobs and optimize slow jobs that run on your Workload clusters. When ajob completes,
information about the job and the cluster that processed the job is sent to Workload XM with Telemetry Publisher, a
rolein the Cloudera Manager Management Service.

Workload XM also displays metrics about ajob's performance and compares the current job run with previous runs
by creating baselines. Thisinformation helps you identify and address abnormal or degraded performance.

Collecting Workload XM Diagnostic Metrics

When you enable Workload XM, the Cloudera Management Service starts the Telemetry Publisher role. Telemetry
Publisher collects and transmits metrics as well as configuration and log files from Impala, Oozie, Hive, YARN,
and Spark services for jobs running on your clusters to Workload XM. Telemetry Publisher collects metrics for all
the clusters that use Workload XM-enabled environments. Y ou need to know the sources of information sent to
Workload XM and how that data is redacted.

Metric Sources Sent to Workload XM

Describes the resources from which you can configure Telemetry Publisher to collect diagnostic metrics.

CDH Cluster

HiveServer2 ImpalaD

Cloudera Cloudera

Manager Manager
Agent Agent

Oozie BEE Telemetry Publisher Workload XM
Server

YARN Spark
Job History History

I Server m Server I

These metrics are collected as follows:

e Pull — Telemetry Publisher pulls diagnostic metrics from Oozie, Y ARN, and Spark periodically (by default, once
per minute).

e Push — A Cloudera Manager Agent pushes diagnostic data from Hive and Impalato Telemetry Publisher within
5 seconds after ajob finishes.
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Collecting Workload XM Diagnostic Metrics

After the diagnostic data reaches Telemetry Publisher, it is stored temporarily in its data directory and periodically
(once per minute) exported to Workload XM.

Describes the type of data collected by Telemetry Publisher and the Cloudera services that provide the data.

Telemetry Publisher collects and sends the following diagnostic metrics to Workload XM:

M apReduce Jobs — Telemetry Publisher pollsthe YARN Job History Server for recently completed MapReduce
jobs. For each of these jobs, Telemetry Publisher collects the configuration and j hi st file, which isthe job
history file that contains job and task counters, from HDFS. Telemetry Publisher can be configured to collect
MapReduce task logs from HDFS and send them to Workload XM. By default, thislog collection is turned off.
Spark Applications— Telemetry Publisher polls the Spark History Server for recently completed Spark
applications. For each of these applications, Telemetry Publisher collects their event log from HDFS. Telemetry
Publisher can be configured to collect the executor logs of Spark applications from HDFS and send them to
Workload XM. By default, this data collection is turned off.

Important: Telemetry Publisher only collects Spark application data from Apache Spark 2.x versions. At
& thistime, Apache Spark 3.x versions are not supported.

As CDH version 5.x is packaged with Spark version 1.6, you cannot configure Telemetry Publisher data
collection for CDH 5.x clusters unless you are using CDS 2.2 Powered by Apache Spark or later versions
with those clusters.
Oozie Workflows— Telemetry Publisher polls Oozie servers for recently completed Oozie workflows and sends
detailsto Workload XM.
Hive Queries— The Cloudera Manager agent periodically searches for query detail files that are generated by
HiveServer after a query completes and then sends the details from those files to Telemetry Publisher.

i Important: Hive query audits must be enabled.

Impala Queries— A Cloudera Manager agent periodically looks for query profiles of recently completed queries
and sends them to Telemetry Publisher.

Describes the resources that you can configure for redaction. Cloudera recommends enabling redaction even if you
are not sending diagnostic datato Telemetry Publisher.

The diagnostic data collected by Telemetry Publisher may contain sensitive information in job configuration or log
files. The following lists the data and resources that you can configure for redacting sensitive data beforeit is sent to
Telemetry Publisher:

Log and query redaction — Y ou can redact information in logs and queries collected by Telemetry Publisher
based on filters created with regular expressions.

MapReduce job propertiesredaction — Y ou can redact job configuration properties before they are stored

in HDFS. Since Telemetry Publisher reads the job configuration files from HDFS, it only fetches redacted
configuration information.

Spark event and executor log redaction — The Spark2 on YARN service on CDH clustershasthespark. re
dact i on. r egex configuration property that can be used to redact sensitive data from event and executor logs.
When this configuration property is enabled, Telemetry Publisher sends only redaction datato Workload XM.
By default, this configuration property is enabled, but it can be overridden by using safety valvesin Cloudera
Manager or in the Spark application itself.
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Key Features of Workload Experience Manager

Lists the key features of Workload Experience Manager.

Workload XM enables you to choose atime period in which your workload results are displayed for analysis and
troubleshooting.

By default, Workload XM displays datafor the last 24 hours. If there is no data available during that time, Workload
XM displays the nearest range that is available.

Describes the features in the Clusters page, which lists your clusters, the services that use them, the last time they
were updated, and whether you enabled the daily cluster report.

By default, the Clusters page displays your clusters by the date that they were last updated. Y ou can sort your clusters
in ascending or descending order from the Cluster Name column.

The image below shows an exampl e of the Clusters page:

Clusters
Q
Cluster Name Service Last Updated + Email Report
Brontosaurus Data Engineering | Data Warehouse  05/16/2019 12:00 P... v Actions v
Sauropoda Data Engineering | Data Warehouse 05/16/2019 11:00 A Actions v
Dilophosaurus Data Warehouse 05/14/2019 5:00 PM Delete
Enable Cluster Report Emails
Troodon Data Engineering 05/14/2019 10:00 A... T

Describes the features of the Data Warehouse Summary page, which displays the current state of the jobs and queries
that were run on your cluster.

The page consists of the following widget charts:
e Trend

*  Queries

*  Workloads

e Usage Analysis

o Tables

o Statement Types
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Key Features of Workload Experience Manager

Note: Previously, the information contained in the Queries, Workloads, and Usage Analysis widgets were

displayed as separate tabs within the Outliers widget.

The image below shows an exampl e of the Data Warehouse Summary page:

)ata Wareho Summary
B workloads
= Trend
| File Size Report
at ainaerin Count Concurrency
Summary
By Statement Type
obs
tal Querie alled Queries Query Active Time > SLA (5s)
122.2 156 10.4K e
[ Feedback
@ Total @ Failed sl
15K — \\
\
1 \
\
..\\
\
AM 3 AM 4 AM SAM &AM 7 AM 8 AM
B Workloads
Status Workload Missed SL.. Failure %  Total Queries
o tyrannosaurus 62% 0%
o archaeopteryx 52% 1%
o pteranodon 43% 0%
o Ersaury 42 2 1
o saun 34 1
o rmotaur 34 o
o gantosaurus 24 i 1
o ankylosau 22 o 1
o arnaotaur 2 i 1
@ Tables o

Data Read Distribution

Tables % Queries 75% 95%
dilophosaurus 4% 375.7 KiB 3757 KiB 3%
nigersaurus 2% 10.8 GiB 10.8 GiB T
argentinosaurus 1% 108 GiB 10.8 GiB

Understanding the Tables Widget

Default (05/17/2019)
Queries

Top 10 Queries by- | Duration

Status  Query Duration User Pool
@ INSERT INTO carnotaurus 1h 3Bm 44s  aardonyx root.de
(] GET_TABLES 1h 18m 30s  abelisaurus Unknaoy
(1] SELECT "custom_sgl_query. 53m 19s velociraptor root.de
(] INSERT INTO dilophosaurus 45m 58  tnceratops root.de
@ SELECT username, ‘databa 25m 24s  stegosaurus root.de
@ SELECT 21m 37z allosaurus root.de
@ SELECT usemame, "datab 21m 20s brachiosaurus

=, Usage Analysis

Users Paol Databases
Top 10 Users by # Queries
User # Queries %
pl 976K a
auru 178K 15
ntosau 3.2K 3
T 5K 1
apt 529 Q
allosaurus 318
7 Statement Types o
All Types DDL Types
Query
82K ¢

Describes the Tables chart, which lists the data table names in your data warehouse and how often they are queried.

The Tables widget chart in the Data Warehouse Summary page provides a quick overview of the tables that are

predominantly queried in your SQL statements.

The Data Read Distribution column, displays the distribution of data, as a percentage, that was read by the queries.
When two or more tables are displayed in asingle row, it denotesajoin.
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Key Features of Workload Experience Manager

In the following example, the Data Read Distribution statistic represents the total amount of data that was read
across all thetablesin ajoin clause. Where, the parr ot.employees table was queried in 1% of the total statements,
75% of the query statements read 209.4 MiB or less data, 95% of the query statements read 395.2 MiB or less data,
and the query statement that read the most data accessed 861.5 MiB of data.

B Tables
Im ary
Data Read Distribution
Workloads
Tables % Queries 75% 95% Max
File Size Report
parrot.employees 1% 209.4 MiB 395.2 MiB 861.5 MiB
penguin.metrics_staging 0% 1.9GiB 1.9 GiB 1.9 GIB
*  Summary
hummingbird.case_history
kY Jobs albatross.user_history
woodpecker.user_history
[} Feedback pigeon.user_history 0% 13 MiB 13 MiB 169.3 MiB
owl.employees 0% 1.9 GiB 1.9 GiB 1.9 GiB

finch.employees

parrot.user_history 0% 47.2 MiB 374.2 MiB 374.3 MiB

Thefile size reporting feature in Workload XM enables you to identify databases and tables where the datais stored
inefficiently, such asin small files or partitions, that can cause performance issues.

Important: At thistimethe Workload XM File Size Report feature is only supported on CDH Workload
clusters, version 6.3 to version 7.0, with Cloudera Navigator enabled. CDP Workload clusters are not
supported.

Describes the Baseline metric feature of the Data Engineering Jobs page.

The Data Engineering Jobs page lists the jobs that were run on your cluster and provides detailed reports about those
jobs.

The Baseline information matches the style of the Job Comparison page. Where, the Metrics are sorted by their
header, and are in alphabetical order.

The image below shows an example of a Baseline metric report:
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Key Features of Workload Experience Manager

Jobs

CMYarnUsageAggregation job_i23456789

#it  Summary
Overview Health Checks Execution Details Baseline Trends
[E Workloads

fh 5/17/2019 9:53 AM X 355173ms & ankylosaurus & root.ankylosaurus

t File Size Report
All Stages / CMYarnUsageAggregation v

Metric ¢ Baseline € Current Job
©* Summary SHUFFLE_ERRORS

BAD_ID 0 00

CONNECTION 0 0 0
[} Feedback I0_ERROR 0 00

WRONG_LENGTH 0 0 0

WRONG_MAP 0 00

WRONG_REDUCE 0 00

Bytes Read 13.6 MiB 16.3MIB  +2.7

MiB I 20%
FILE_OUTPUT _FORMAT_COUNTERS
Bytes Written 125KiB 17.2KiB
MAP_REDUCE_FRAMWORK_COUNTERS
Combine input records 0 0 0
Combine output records 0 0 0
CPU time spent Tm 20s Tm31s +11s . 14%

The Spark RDD health check informs you when you have redundant Resilient Distributed Datasets (RDD) cache.
Workload XM displays the location of the cache so that you can remove it and save executor memory.

Describes how to access the auto-generated predefined Workload XM workload views, which enable you to
immediately start analyzing jobs on your cluster without having to perform an initial analysis that determines which
criteriato use when creating a new workload view.

When enabled, recommended predefined workload views are generated for each of your workloads. Y ou can choose
to accept or reject aview.

The auto-generated predefined views are based on the following criteria that frequently appear in queries:

o tables
e resource pools
» userswho initiate the query

To enable the auto-generated predefined views, from the navigation panel under Data Warehouse, select Wor kloads.
In the Data Warehouse Workloads page, click Define New and then select Select recommended views, as shown in
the following image:
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Cloudera Workload XM cluster 14~

- Data Warehouse Workloads

Summary

= Workloads Status All
]
&% Summary

Manually define view

Jobs ) Criteria
Select recommended views

_table Table: ANY OF
bigdata.rrd
[ Feedback

Describes how to access the Workload XM workload view feature where you define your workload views.

The Workload XM Workload Classification feature, enables you to examine your workloads by specific criteriato
perform deep-dive analysis on your query statements.

For example you can:

* determine which users are executing workloads that do not adhereto SLAs.
e examine how queries are being sent to specific databases.

« examine which queries are using specific resource pools.

« examine how your queries are performing against SLAS.

To access this feature, from the navigation panel under Data Warehouse, select Wor kloads and then click Define
Workload, as shown in the following image:

Cloudera Workload XM Shuster_14
sk Summary
You have not defined any workloads yet.
*  Summary Define Workload
Jobs
[} Feedback

Describes how to access the Job Comparison feature, which compares two different runs of the same job.

When ajob isflagged as slow on the Jobs page, you can click the Compar e with previous run link to open the Job
Comparison tool and compare the current run with the last run of the job.

The image below shows the location of thislink:

10
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Key Features of Workload Experience Manager

Jobs
LOQ Analysis application_1545261948137_232778
Overview Health Checks Execution Details Baseline Trends
(2 3/27/2019 216 PM = 8m 26s = =
Job performance can be improved.
|~* Baseline Compare with previous run & Skew £ Resources
Abnormal Duration Task Duration Skew No resource issues found.
Finished in 8m 26s, slower than the Some tasks took an abnormal amount of
median duration 1m 52s. time to finish.

When your queries trigger either the Corrupt Table Statistics or the Missing Table Statistics health checks,
Workload XM generates SQL code for you to copy and run on your cluster to address these issues.

Torepair table statistics:

1
2.
3.

From the navigation panel under Data War ehouse, select Queries.

On the Queries page, select the time period you want to investigate for the Range column.

Filter out queries that do not trigger these health checks, by selecting either Corrupt Table Statistics or Missing
Table Statisticsin the Health Check column.

Select the query to view its details.

List the health checks that were triggered for this query by clicking the Health Check Violationstab in the
Performance | ssues region.

11
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6. Copy and run the commands to repair the table statistics issues.

Performance Issues #® Click this tab.
./.’-:/
_x'ﬂ".\:;/
Potential SQL Issues Health Check Vialations

Optimal Configuration

O Slow Client 3m 0s (96.7%)

+ Detalls

Metadata/Statistics

-

) Corrupt Table Statistics 1table >

Run the following commands to address this issue:
drop stats sfdc.case_history; Copy to clipboard i
compute stats sfdc.case_history; -

+ Details - ::-_-_'_:I'-_—:'./ y

Click to copy the SQL code.

O Missing Table Statistics . 1t1able >
Run the following commands 1o address this issue; -
compute stats sfdc.case_history; \ I
+ Detalls

Suppress Sensitive Data

The suppression of sensitive datais controlled by setting the log and query redaction configuration in Cloudera
Manager for the Telemetry Publisher service. By default, this configuration is enabled.

Proxy Server Support for Telemetry Publisher

Y ou can configure the Telemetry Publisher service to send metrics as well as configuration and log files to Workload
XM by way of aproxy server for database and Altus metrics uploads. Thisintermediary gateway also adds extra
security when sending your workload data to Workload XM.

Usability Improvements
Lists the Workload XM usability improvements.
The following usability upgrades for an improved user experience are as follows:

e Support for parsing Spark 2.3 application history logs.

12



Workload XM

Key Features of Workload Experience Manager

« Job history files and Spark event logs are now downloadable from the Execution Details tab in the Jobs detail

page:
Figure 1. Downloading Job History Files

Cloudera Workload XM - & e com~  Support =
Jobs
Bt Warehouse insert overwrite table W hive_20181002125959_6cddafbB-3273-4a91-b245-20897d48193¢
#ilt Summary
Overview Health Checks Execution Details Baseline Trends 1 10/2/2018 12:59 PM = 29s ) (]
E3 Queries
1 Expand All $ Collapse All
Data Engineering
& summary 1258 @ HV insert averw 29s insert averwrite table Stage-1
P « 12:50 © MR Stage-1 255 Summary
Map Tasks Reduce Tasks Details
Completed 1 Total 0 D Job_1527175338280_335350
[} Feedback
Total 1 Job History File Download

Download job history file.

Other View Configurations
Application Manager(s)
Log container_e120319_1527175338280_335350_01_000001
Start Time 10/2/2018 12:59 PM
Figure 2: Downloading Spark Event Logs
Cloudera Workload XM - IR com=  Support=
Jobs
R Log Analysis application_1527175338280_335335
#t Summary
Qverview Health Checks Execution Details Baseline Trends
£ Queries
[ 10/2/2018 12:54 PM o
Data Engineering
23 Summary 1 Expand All 4 Collapse All
3 Jobs # 12:54  © SP Log Analysis  6m 35s Log Analysis
12:55 @ Job 0 14s Summary
3 Feedback 12:55 @ Jobi 1 5m 235 Jobs Stages App Details
Completed 2 Completed 3 1D application_1527175338280_335335
Total 2 Total 3 EventLog  Download « Download
Spark
Executors Summary | All Executors
event logs
Other Configurations | SQL Executions |
Metrics
Driver Log
Full Log

13
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The Queries detail page, enables you to download a query profile for Impala queries and view the total number of

.
JOINS performed for a specific query:
Cloudera Workload XM~ Game of tiodes ~ & com¥  Support ¥
Queries
Data Warehouse i
1 04‘ “I ecd14f8613f:5e474ab700000000
sl Summary
- ‘—-\;.7
| Summary Trend @& Succeeded 4 09/27/2018 6:55 AM PDT & % QUERY [+ & Profile
Data Engineering y
= oi Duration Rows Produced  Aggregate Peak Memory Usage H
& Summary - X ]
- 154 6m13s 1024 4 GiB
B %S \riew total number of joins in the query. Impa e
Basic Operators Hosts
[} Feedback
£l SQL Statement & Performance Issues
with as select Potential SQL Issues Health Check Violations n
distinct
4 id as userid Optimal Configuration
from
- © slow Client 4m 175 (69%)
join
. user u Client is taking too long to fetch results or close the query.
on lower = lower = u . email
Performance
@ Timeline © Slow Query Planning 1m 225 (71%)
Total Duration Query Total Time @ ‘(Jh
refresh occur:
6m 13s Tm 56s by reducing the number of columns returned, number of filters,
ar numboer C)"jt!lflh
« The Concurrency chart in the Data Warehouse Summary page, displays the query concurrency in the cluster

during a selected time range. Y ou can use this chart to gain insight, such as identifying a potential resource
contention in the cluster or identifying the busiest time of day on your cluster:

NN
09/28/2018 12:00 AM PDT
® Count: 53

-

N

1 (I-'E’

9/29

& com~>  Suppori~
Last 7 Days
= Outliers
Queries Top User/FPool/Database
Slowest Most Complex
Status  Query Duration User Pool
L] with base as ( select trunc( 12h16m 53s
@ WITH case_owners AS ( SE 8h31m 30s
(1] WITH = list of available coe 8h 14m0s
[] ~hour pod unassigned first_ 8h 8m 445
L] WITH — list of available coe. gh 4m 10s
@ - with handoff WITH case_... 8h Om 55s

Cloudera Workload XM B
Data War Summary
4
=4 Queries k= Trend
ata Engineering Concurrency &z o
2+ Summary
Average Minimum  Maximum
Jobs
o 4575 33 61
@ Count
[} Feedback a0
60—
\//“
40 -
20
3/25 972
& Statement Types o
All Types DOL Types

© Duration

<1s 56.61%

B Memory Utilization &

18.8GiB 18.2GiB 19.4GiB

14
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