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Workload XM

Working with Workload XM

Tasks for identifying and troubleshooting job and query abnormalities and failures, optimizing workloads, and
improving job performance with Workload XM.

Choose atime period in which your workload results are displayed in Workload XM for analysis and troubleshooting.

Describes how to specify atime period for displaying current or historical data about your cluster and the jobs
performed in that cluster.

By default, Workload XM displays workload data for the last 24 hours. If there is no data available during that time,
Workload XM displays the nearest date range that is available.

1. Inasupported browser, log in to Workload XM.
2. Inthe Clusters page, select the cluster required for analysis.
3. From thetime-rangelist in the Cluster Summary page, do one of the following:

» For apredefined period, select one of the default periods of time that meets your requirements.

» For an exact date and time range, select Customize and then either, enter the date and time range using the
YYYY/MM/DD HH:MM:SS format for the beginning and the ending time period, or in the calendar element,
select the beginning and ending time period.

4. Click Ok, which clears any existing workload data from the chart and table components for the existing period of
time.

All charts and tables in Workload XM are updated to reflect the workload data for the chosen time period.

Define customized cost centers based on user or pool resource criteriaand CPU and memory consumption with the
Chargeback feature. Once defined Workload XM visually displays a Workload cluster’s current and historical costs.
With these cost insights you can then plan and forecast budgets and future workload environments and/or justify
current user groups and resources.

Create Workload XM cost centers that enable you to display your current and historical workload cluster and resource
costs that can be used for planning, budgeting, and forecasting future workload environments.

Describes how to configure your Workload XM Chargeback settings, which define your cost centers and the unit
costs of your resources, and create a Workload XM cost center.




Workload XM

Analyzing Y our Workload Cluster Costs with Workload XM Cost
Centers

E Note: To avoid cost duplication, resources must only be assigned one cost center.

In asupported browser, log in to Workload XM on-premises.

From the Workload XM Navigation side-bar, select Chargeback.

Globally define your cost center criteria and memory and CPU costs by clicking Chargeback Setup.
From the Setup page, do the following:

a. From the Select Chargeback criteria section, select your cluster's chargeback criteria.

setting the cost centers associated with the previous selection are hidden. Y ou can revert back to these
cost centers by reselecting their Chargeback criteria.

E Note: Cost centers are associated with a specific criteria. If you later change the Chargeback criteria

To revert back to previous cost centers, from the Actions list on the Chargeback page, select
Chargeback Settings and then reselect their criteria option.

b. From the Cluster list of the Cluster Selection section, select the clusters required for your cost centers. Where,

the cost calculations use resource utilization for each of your chosen clusters.

¢. Inthe CPU field of the Unit cost section, enter the amount, in dollars, for each CPU core hour.

d. Inthe Memory field of the Unit cost section, enter the amount, in dollars, for each Gigabyte hour.

e. Click Complete Setup.

From the Chargeback page, create a new cost center by clicking Create a Cost Center.

a. Inthe Namefield, enter a unique name for your cost center.

b. (Optional) Inthe Description field, enter a meaningful description for the cost center.

c. Depending on the Chargeback criteria value you selected when you configured your Chargeback settings, do
one of the following:

« |If you selected Pool, in the Add Poolsfield, enter one or multiple resource pools.
» If you selected User, in the Add Usersfield, enter one or multiple users.
d. Click Create.

Once you have configured your Chargeback settings and created a cost center you can view your job costs associated
with a cost center cluster.

Steps for displaying your Workload cluster jobs associated with a cost center cluster.

Describes how to view your workload costs associated with a cluster.

In a supported browser, log in to Workload XM.

From the Workload XM Navigation side-bar, select Chargeback.

In the Chargeback page, select a cost center.

Y our cost center page opens displaying the costs, and the CPU and memory usage associated with the cost center.

To view more details about the pool, user, and job costs for a specific cluster in the cost center, from the Cluster
column, locate the cluster and then either click its name or click the greater-than arrow (>) at the end of itsrow.




Workload XM Triggering an Action across Jobs and Queries

Steps for moving unassigned resources into an existing or a new Workload XM cost center.

Describes how to locate and move uncategorized resources into an existing or a new Workload XM cost center.

Ij Note: To avoid cost duplication, resources must only be assigned one cost center.

In a supported browser, log in to Workload XM on-premises.

From the Workload XM Navigation side-bar, select Chargeback.

In the Chargeback page, select a cost center and then a cluster.

From the Overview tab, scroll down and click inside the Uncategorized section.
The Uncategorized page opens.

5. Select the required uncategorised resource tab.

6. From either the Pools, Users, or Clusters page, select the check boxes of the resources you require for your cost
center.

The Assign Cost Center button becomes visible.
7. Click Assign Cost Center.
8. From the Select Cost Center list, do one of the following:

A w DN

a. To add the uncategorized resource/sin anew cost center, select New Cost Center and then click Create a new
cost center.

b. To add the uncategorized resource/s in an existing cost center, select an existing cost center and then click
Assign to Cost Center.

9. (Optional) Repeat steps 4-8 until all your uncategorized resources are placed in your Workload XM cost centers.

Y ou can trigger actions, in real-time, across jobs and queries with Workload XM auto action events that are defined
by you. When ajob or query matches your action's criteriaand its conditions exist, the auto action event is triggered.
For example, memory exhaustion can cause nodes to crash or jobs to fail. Knowing when available memory isfalling
below a specific threshold enables you to take steps before a potential problem occurs. With the Auto Actions feature,
you can create an action that informs you through an email when ajob is consuming too much memory so that you
can take steps to alleviate a potential problem.

The steps to create a Workload XM auto action event, which istriggered when ajob or query meetsthe action’s
criteriaand conditions. For example, when ajob uses too much memory it may cause other jobsto fail or increase a
job’sruntime. Y ou can create an action that informs you when ajob is consuming too much memory.

Describes how to create a Workload XM Auto Action.




Workload XM

Triggering an Action across Jobs and Queries

. In asupported browser, log in to Workload XM.
. From the Workload XM Navigation side-bar, select Auto Actions.
. Do one of the following:

« If no other auto actions exist, click Auto Actions Setup.
» |If other auto actions exist, click Create an Auto Action.

The Auto Actions Create page opens.

. Inthe Auto Action Name field, enter a unique name that is easily identifiable.
. From the Engine list, do nothing.

Ij Note: At thistime only Spark Engines are supported for the Auto Action feature.

. (Optional) Define the criteria for the auto action by doing the following:

a. From the Criterialist, choose between Pool and User.
b. From the Operator list, choose between ANY OF and NONE OF.
c. IntheValuefield, enter the value for thisfilter.

Q Tip: You can define multiple AND filters for the Criteria by clicking the plus sign.

E Note: An Auto Action does not require the Criteriafilter:

« Whenincluded, only those jobs on the selected engine that meet the criteria conditions are tested by
the Trigger.
* When not included, al jobs on the selected engine are tested by the Trigger.

. Define the trigger for the auto action by doing the following:

a. From the Metric list, choose between Memory Allocated (MB) and Application Name.
b. From the Operator list, select an operator.
c. IntheValuefield, enter the value for thistrigger condition.

Q Tip: You can define multiple OR conditions for the trigger by clicking the plus sign.

d. From the Action options, do nothing.

IE Note: At thistime only email notifications are supported for the Auto Action feature.

e. Inthe Emailsfield, enter the email address that you use to log into Workload XM.

f. Inthe Subject field, enter the subject for the email that distinguishes the subject matter from other auto action
emails.

g. Click Create, which creates the action and adds it on the Auto Actions home page.

The Auto Actions page displays the action's configuration and status details in the following entry fields:

» Status, contains the current state of the action, as either Enabled or Disabled.

« Name, contains the unique name you entered for the auto action.

« Action, contains either the command that is to be executed or the function that is to be performed when the
action istriggered.

« Engine, contains the selected engine on which the action is to be performed.

» Triggers, contains the action's Trigger conditions.

 Criteria, contains the action's Criteriafilters.




Workload XM Triggering an Action across Jobs and Queries

When ajob or query meets the auto action's criteria and conditions the action event is triggered.

Steps for updating, deleting, and disabling an auto action, and viewing your actions in Cloudera Manager.

The following Auto Actions management tasks are performed in the Auto Actions page, which is accessed by
selecting Auto Actionsin the Workload XM Navigation side-bar.

In the Auto Action page, click the action’s vertical ellipsis, and select Edit. Make your changes and then click Update.

In the Auto Action page, click the action’s vertical ellipsis, and select Delete. In the confirmation message, click OK
to confirm. The action is permanently removed.

Note: Unlessthe action is no longer required, Cloudera recommends disabling the action, as you may require
IE the action at another time.

In the Auto Action page, click the action’ s vertical ellipsis, and select Disable. In the confirmation message, click
OK to confirm. The action is no longer active and the Disabled state is displayed in the action’ s Status column on the
Auto Actions page.

Y ou can display more details about your Workload XM actions in Cloudera Manager.
To view your Workload XM Auto Actionsin Cloudera Manager:

* Inasupported web browser log in to Cloudera Manager.

« From the Cloudera Manager Navigation side-bar, click Diagnostics and then select Events.
* Inthe Events page, search for Content that contains AUTOACTIONTRIGGER.

» Expand your action to display more information about the event.

An example of aWorkload XM Auto Actions Notification email that was triggered when the job matched the action’s
criteriaand condition.

The following email notification example was sent when the listed application met the action's criteria and the trigger
conditions, which are also included in the email notification.




Workload XM Troubleshooting an Abnormal Job Duration

Auto Action Notification

Hello,
We found an application that violates the thresholds you set.

Application Details:

Id . application_1619627211029_0045
Name . AwesomeNameZ2

User . hdfs

Type . SPARK

Pool . default

Allocated MB . 16,384

Auto Action Triggered:

Name - FirstSatisfyAction
Criteria . USER ANY hdfs

ANDUSER ANY admin
AND USER ANY hive

Trigger . allocatedMb GREATER_THAN 1

Please review the application and take necessary action,

Troubleshooting an Abnormal Job Duration

Identify areas of risk from jobs running on your cluster that complete within an unusual time period.

About this task
Describes how to locate and troubleshoot an abnormal job duration.

Steps with examples are included that explain how to further investigate and troubleshoot the cause of an abnormal
job duration.

Procedure

1. Inasupported browser, log in to Workload XM.
2. Inthe Clusters page do one of the following:

* Inthe Search field, enter the name of the cluster whose workloads you want to analyze.

e From the Cluster Name column, locate and click on the name of the cluster whose workloads you want to
anayze.

3. From thetime-range list in the Cluster Summary page, select atime period that meets your requirements.




Workload XM Troubleshooting an Abnormal Job Duration

4. From the Engine column in the Usage Analysis chart, click an engine whose jobs you wish to analyze.

5. Display the number of jobs with an abnormal duration that executed within the selected time period by clicking
the Abnormal Duration health check bar in the Suboptimal Jobs chart widget.
The Job page opens, listing all the jobs that have triggered the Abnormal Duration Health check.

& Suboptimal Jobs

Tip: Any jobsthat fall outside of their baseline are counted. Y ou can hover over each bar within the chart
Q to view how many jobs triggered each health check.

10



Workload XM

Troubleshooting an Abnormal Job Duration

6. To specify a specific amount of time in which the job either ran less than or more than the Health check rule, from
the Duration list, either select a predefined time duration or select Customize and enter the minimum or maximum

time period.
Jobs
Type All Status All Health Check Duration Duration All Range Default (04/12/2018 - 04/20/20..
Os-1Th0m0s
Type Job Status Start Time DI ThOmOs-53h0mOs Health Issue
Sh Omi 0s +
m ins_from__. & Succeeded 04/19/2018 1:08 AM PDT
Cuﬁmmwe{?
m insert over @ Succeeded 04/18/2018 10:48 PM P 12m 10s

INSert over

04/18/2018 10:27 PM P 16m 34s

@ Succeeded

Execution ID

7. Toview more details about ajob, from the Job column, select ajob's name and then click the Health Checks tab.
The Baseline Health checks are displayed.

8. Todisplay more information about the job's duration, from the Baseline column, select Duration.
For example, as shown in the following image the job finished much slower than the baseline;

Jobs

Log Analysis

Overview Health Checks

Baseline

D Duration
@ Input Size
@ Output Size

Skew

) Task Duration

@ Task Input Data

@ Task Output Data

© shuffle Input

@ Data Processing Speed

Resources

@ Task Wait Time

Execution Details Baseline Trends 2/8/2019 1:08 PM 10m 44s
@ Hide Normal Stages
13:08  © SP Log Analysis 10m 44s Abnormal Duration
13:09 O Job 1 9m 20s Finished in 10m 44s, slower than the median duration 2m 8s. View all metrics
13.09 IM195  jomass
.
m 225 .
.
.
. .
.
. .
. . ‘ . — L) * - . - * i . 1 . .
Start Time Execution ID

2/8/2019 1:08 PM

2/8/2019 1:08 PM

2/8/2019 1:08 PM

View Execution Details

Duration

T1m

8m

6m

11



Workload XM

Troubleshooting an Abnormal Job Duration

9. Todisplay more information about the length of time the processing tasks took within ajob, from the Baseline

column, select Task Duration.

For example, as shown in the following image, a particular task took longer to complete than expected:

Jobs

Log Analysis

Overview Health Checks Execution Details Baseline
——
Baseline © Hide Normal Stages
O Duration 13.08 SP Log Analysis
@ Input Size 13:09 Job 1
13:09 O Stage-2

& Output Size

Skew

0 Task Duration 3
@ Task Input Data

@ Task Output Data

@ Shuffle Input

@ Data Processing Speed

Resources

@ Task Wait Time

Trends

10m 44s

9m 20s

9m 19s

2/8/2019 1.08 PM 10m 44s

Task Duration Skew View Execution

Jetails

This stage had poor parallelization as 1 (out of 1980) tasks took abnormal amount of
time to finish

5m 465

Median 25 Typical Range <1s5-19s O Outlier

This health check compares the amount of time tasks take to finish their processing. A
healthy status indicates that successful tasks took less than two standard deviations and
less than five minutes from the average for all tasks. Tasks took more than 1 hour from
the average for all tasks are also considered as outliers. If the status is not healthy, try to

configure the job so that processing is distributed evenly across tasks as a starting point.

1 OQutlier Task

Task Name Host Duration

! Task 160 5m 463

10. To display more information about the abnormal task, click the task, which opens the Task Details panel.
In the following example, the Task Details show that the abnormal task took significantly more time to complete

the garbage collection process than the average:

Jobs
Click Execution Details to view nd con 11Nt
Qverview Health Checks Execution Details - Baseline Trends 4/18/2018 8:51 PM 54m 37s o
Baseline @ Hide Normal Stages Map Stage
© Duration 2051 54m 375 Task Details
0 Input Size 20:51 HR Stage-1 49m 9s Task Attempt  Host Rack StartTime  Duration
: Map S a -

O Output Size Eil & Map Stage i © Attempt 0 4/18/2018 B51PM  26m 11s
Skew

Metric Task Average
) Task Duration »

GC time elapsed 21m 53s 22s 206ms
© Task Input Data

CPU time spent 7h 34m 10m 163
O Task Output Data

Successful Attempt Duration 26m11s 6m 263
@ Shuffle Input

Wait Duration 35 985ms 10m
0 Data Processing Speed

Data written {Local) 167.2 MiB 102 MiB8
Resources

Map output materialized bytes 79.1 MiB 49.2 MiB
O Task Wait Time

Duration 26m 15s 16m 265
) Task GC Time —

Data read (Local) 342.9MiB 261.7 MiB
@ Disk Spillage

Map output bytes 781.9 MiB 612.2MiB
@ Task Retries

Spilled Records 12.2M 97M

11. To display more information about the garbage collection for this abnormal task example, from the Baseline

column, select Task GC Time.

12



Workload XM Troubleshooting Failed Jobs

12.Inthe Task GC Time page, click the Execution Details tab and then click one of the MapReduce stages:

Jobs
Overview Health Checks Execution Details Baseline Trends 4/18/20
1 Expa $ Collapse
20:51 & HV insert over. 54m 37s
2051 [© @ MR|Stage-1 49m 9s Summary
21:40 B @ MR|Stage-2 4m 475 D hive
21:45 [E & MR|Stage-2 268
' ' Query

View Configurations

13. In the Summary panel, click View Configurations and then locate the configuration for the garbage collection by
entering the MapReduce memory configuration property name in the Search field:

Jobs
Owverview Health Checks Execution Details Jaseline Trends 4/18/2018 8:51 PM 54m 37s
| Coll I
20:51 | @ MV insert overw 54m 37s Stage-1
2051 @ © MR Stage-1 49m 95 Configurations
21:40 ® © MR Stage2 4m 47s Search | map.memory
21:4 @ R St 2

job.xmi < programatically

Displaying 1-1 1 10 = | perpage
The configuration setting for the garbage collection is 1024. This value could be causing the mapper JVM to have

insufficient memory and triggering too many garbage collection processes. Increasing the value will improve
cluster performance and remove this task as a potential risk.

Steps for troubleshooting incomplete jobs running on your cluster.

Describes how to locate and troubleshoot jobs that have failed to compl ete.

Steps with examples are included that describe how to further investigate and troubleshoot the root cause of an
uncompl eted job.

1. Inasupported browser, log in to Workload XM.

13



Workload XM

Troubleshooting Failed Jobs

. Inthe Clusters page do one of the following:

* Inthe Search field, enter the name of the cluster whose workloads you want to analyze.
e From the Cluster Name column, locate and click on the name of the cluster whose workloads you want to
anayze.

. From the time-range list in the Cluster Summary page, select atime period that meets your requirements.
. From the Trend widget, select the tab of an engine whose jobs you want to analyze and then click its Total Jobs

value.
The engine's Jobs page opens.

. From the Health Check list, select Failed to Finish, which filters the list to display alist of jobs that did not

complete.
Jobs
Type All Status All Health Check All Duration All Range Default (04/12/2018 -04/20/20...
Failed - Any Healthchecks
Type Job § Passed All Health Checks Duration User Health Issue
J— All S
m g AllJobs 8 AM PDT 51s 406ms
Failed to Finish
m ¢« & BAMPDT 495 608Ms
m ¢ Duration 8 AM PDT 1m 20s
m Input Size 7 AM PDT 1m 8s
Qutput Size
m © Succeeded 04/19/2018 2:37 AM PDT 1m 45s

6. To view more details about why ajob failed to complete, from the Job column, select ajob's name and then click

the Health Checks tab.
The Baseline Health checks are displayed.

7. From the Health Checks panel, select the Failed to Finish health check.

For example, as shown in the following image, the failure occurred in the Map Stage of the job process:

Jobs

Overview Health Checks Execution Details Baseline Trends
4/16/2018 3:39 AM 3m ds D
© Failed to Finish b 0339 © 3m ds
Baseline 03:39 © MR Stage-1 3m 4s Failed to Finish View Execution Details
03:39 © Map Stage 2m 525 Operation failed to finish.

This health check determines whether a job succeeded or failed

Check Execution Details for more information

8. Todisplay more information about the Map Stage process, click Map Stage and then from the Map Stage panel,

click Execution Details.

14



Workload XM Determining the Cause of Slow and Failed Queries

9. Todisplay all the failed tasks, in the Summary pandl, click the Failed value:

Jobs
Qverview Health Checks Execution Details Baseline Trends
4/16/2018 3:39 AM 3m4s D
1 Expand Al % Collapse All
03:39 © HV insert overw... 3mds Stage-1
03:39 E @ MR Stage-1 3m 4s Summary
03:39 © Map Stage 2m 52s Map Tasks
Completed 11/12
Failed
Average Map Time 1m 30s

10. To display the reason for atask's failure, select and expand its error message.

For example, as shown in the following image, the task was not completed because it was stopped. To understand
what triggered the Task KILL is  received. Killing attempt! error message and to further troubleshoot the root
cause, open the associated log file by clicking Logs.

Jobs
Overview Health Checks Execution Details Baseline Trends
4/16/2018 3:39 AM 3m 4s D

1 Expand A 4 Collapse All

03:39 @ HV insert overw 3m 4s Stage Map Stage / Failed Map Tasks

03:39 & O MR Stage-1 3m 4s

LREE © Map Stage 2m 52s Attempt Host Start Time Duration
0 Attempt 0 atl1c1ridata03.vidb-bo.secureworks.net Logs 3:39 AM 2m 48s

+ Error Message

Task KILL is received. Killing attempt!

I dentifying the cause of slow query run times and queries that fail to complete.

Describes how to determine the cause of slow and failed queries.

Steps with examples are included that explain how to further investigate and troubleshoot the cause of a slow and
failed query.

1. Inasupported browser, log in to Workload XM.

15



Workload XM

Determining the Cause of Slow and Failed Queries

. Inthe Clusters page do one of the following:

* Inthe Search field, enter the name of the cluster whose workloads you want to analyze.
e From the Cluster Name column, locate and click on the name of the cluster whose workloads you want to
anayze.

. From the time-range list in the Cluster Summary page, select atime period that meets your requirements.
. From the Trend widget, select the tab of an engine whose jobs you wish to analyze and then click its Total Jobs

value.
The engine's Jobs page opens.

. From the Health Check list in the Jobs page, select Task Wait Time, which filtersthelist to display alist of jobs

with longer than average wait times before the process is executed.

Jobs
Type All Status All Health Check All Duration All Range Default (04/12/2018 - 04/20/20
Output Size
Type Job Status Start Timi | User Health Issue Execution ID
|]I-:.: insert over. @ Succeeded 04/19/20°  Task Retries hive_
|T| insert over.. @& Succeeded 04/19/20° Task GC Time ] hive_
Disk Spillage
[L) =ggregate. © Succeeded  04/19/20° job_
Task Wait Time @
|T| insert over @ Succeeded 04/19/20° spew ] hive_
(R | © Succeeded  04/19/2018 2:37 AM PDT 1m 453 Job.

6. To view more details, from the Job column, select ajob's name and then click the Health Checks tab.

The Baseline Health checks are displayed.

16



Workload XM Determining the Cause of Slow and Failed Queries

7. From the Health Checks panel, select the Task Wait Time health check.

For example, as shown in the following image, the long wait time occurred in the Map Stage of the job process
due to insufficient resources:

Jobs
select
Overview Health Checks Execution Details Baseline Trends
4/19/2018 12:01 AM 18m 168 D
Baseline @© Hide Normal Stages
@ Duration 00:01 select 18m 165 Long Task Wait Time
® Input Size 00:01 MR Stage-8 16m 54s This stage had resource starvation as 344 (out of 32992) tasks suffered
& Output Size 00:02 Map Stage 16m 40s
Skew 55 3m 33s 7m12s 10
Median 7m12s Typical Range 3m 33s-10m
& Task Duration
This health check determines if some tasks took too long to start a succe
Task Input Data indicates that successful tasks took less than 15 minutes and less than ¢
Sufficient resources cut the run time of the job by lowering the maximum
Task Output Data healthy, try giving more resources to the job by running it in resource pool
more nodes to the cluster as a starting point
& shuffle Input
Top 20 Outlier Tasks
D Data Processing Speed P
Task Name Host
Resources
Task Wait Time » ! Task 032985
@ Task GC Time C to view details on S v ! Task 032975
& Disk Spillage Task 032688 |

8. Todisplay moreinformation about the Map Stage tasks that are experiencing longer than average wait times
before they can execute, click one of the tasks listed under Outlier Tasks.

In the following example, the Task Details show that the task's wait time is above average. When comparing the
Wait Duration value with the Successful Attempt Duration value, the task when it does finish has a significantly
better than average time. This indicates that insufficient resources are allocated for this job.

Jobs
select

Overview Health Checks Execution Details Baseline Trends 4/19/2018 1201 AM 18m 16s D
Baseline @ Hide Normal Stages Map Stage
© Duration 00:01 V select 8m 165 Task Details
@ Input Size 001 MR Stage-8 16m S4s Task Attempt  Host Rack Start Time  Duration
© Output Size G LEpeisR IS © Attempt 0 4/19/201812:17 AM 455
Skew

Metric Task Average
@ Task Duration

Wait Duration 15m 20s Tm9s

Task Input Data b

Duration 16m 55 8m 8s
{» Task Output Data

RECORDS_OUT_0 22K 12.8K
@ shuffle Input

Input split bytes 5518 797.73B
O Data Processing Speed

Data written (HDFS) 6.5 MiB 5.2 MiB
Resources

Successful Attempt Duration 455 10ms 59s 287ms

Task Wait Time b
Map input records 61M 8M

M Tack G Time
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Workload XM Classifying Workloads for Analysis with Workload Views

The Workload View feature enables you to analyze workloads with much finer granularity. For example, you can
analyze how queries that access a particul ar database or that use a specific resource pool are performing against your
SLAs. Or you can examine how all the queries are performing on your cluster that are sent by a specific user.

Steps for using the Workload XM default workload views.

Describes how to use the workload views that Workload XM automatically generates.

1. Inasupported browser, log in to Workload XM.
2. Inthe Clusters page do one of the following:

* Inthe Search field, enter the name of the cluster whose workloads you want to analyze.

e From the Cluster Name column, locate and click on the name of the cluster whose workloads you want to
anayze.

3. From the time-range list in the Cluster Summary page, select atime period that meets your requirements.
4. From the navigation panel, select Workloads.
5. Inthe Workloads page, click Auto-generate:

Workloads -

e

Define a workload view to monitor subsets of queries in your cluster.

Select recommended workload views that are Manually select criteria to define a workload view.
based on query frequency and regularity.
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Workload XM Classifying Workloads for Analysis with Workload Views

6. From the Criteria column, examine the criteriathat are used to create the workload views, select the workload
views required, and then click Add Selected:

Cloudera Workload XM Cluster_14 - a com ~  Support ~

Data Warehouse Add Recommended Workload Views

it Summar
: y The recommendations are based on query frequency and reqularity of users, pools, and tables during the last 7 days

Workload Name Criteria Workload Queries % of Total Queries ; Recommended SLA @ Warning Thresheld &

jon_rootdefault_ta... £  Userjon 31966 23% 27ms & 5% &
{F  Summary

Pool: root default

ki Jobs Table: u_philip.employees
cops_rootdefault_... #  Usercops 4946 4% 8s & 5% &
[} Feedback Paol: root. default
Table:

default metrics_production

cops_rootdefault_... £  User cops 4121 3% 5s & 5% &
Pool: root.default

Table: default.customer_logs

jon_rootdefault_ta... £ User: jon 3869 3% 9s £ 5% &
Pool: root.default

Table: u_jon.m_all_providers

cops_rootdefault_... #  User ceps 3346 2% Ts & 5% &
Pool: root. default

Table:
default.usage_production

Cancel Add Selected

The workload views you selected are saved and displayed on the Workloads page.

7. To verify your workload views, from the navigation panel, select Workloads and then on the Workload page
locate the workload view you just added. When verified, click the workload to view its details:

Cloudera Workload XM Cluster_14 - & om *  Support

Data Warehouse Workloads

i Summary

Status Al
Data Engineering
Define New.
3 Summary
1 Jobs Status Workload Criteria SLA Warning Thresh... Missed SLA % Failure % Total Queries Action
(1] MonitorSid User: ANY OF s, idalgic, 30s 10% 23 1% 2648 Actions v
mulyad:
3 Feedback
® Clusterstats_Usage Database: elusterstats 205 20% 16% 1% 9884 Actions
o Heavy_Users User: ANY OF shashi, 55 10% 5 13% 30263 Actions v
stephent, mulyad
mstephenson
) M00? User: ANY OF im 1% 15 1% 2648 Actions
o jon_rootdefault_tables_23_3869 9 5 0% 016 Actions
] ms 10s 20% 14% 2% 147 Actions v
0 cops_user User. cops S5 10% 2% 0% 2047472 | Actions
0 DiagBundlesAnalysis User cops Ss 10% 2 0% 1689191  Actions v

Statement Type: QUERY
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Workload XM Classifying Workloads for Analysis with Workload Views

Steps for manually defining your workload views.

This task describes how to manually define your Workload Views.
To view thisfeature in action, watch the following video:

Video: Classifying Workloads to Gain Insights

For better video quality, click YouTube in the lower right corner of the video player to watch this video on
Y ouTube.com.

1. Inasupported browser, log in to Workload XM.
2. Inthe Search field of the Clusters page, enter the name of the cluster whose workloads you want to analyze.
3. From thetime-range list in the Cluster Summary page, select atime period that meets your requirements.

Today
I~ Trend
Yesterday
= Last 7 Days
Impala Spar
Last 30 Days
Fe
4 0 Month to Date
@ Total ® | Quarterto Date

Year to Date
172 | Default (05/03/2021 - 05/04/2021)

Customize

4. From the navigation panel, select Workloads.
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Workload XM Classifying Workloads for Analysis with Workload Views

5. Inthe Workloads page, click Manual:

Workloads -

e

Define a workload view to monitor subsets of queries in your cluster.

Select recommended workload views that are Manually select criteria to define a workload view.
based on query frequency and regularity.

The Define Workload View widget opens, where you define a set of criteria that enables you to analyze a specific
set of queries.

For example, as shown in the image below, you can list the total amount of failed queries, as a percentage, from a
specific database that are subject to afifteen second SLA.

Where, as defined by the criteria condition, Workload XM will monitor all query jobs from the applog database.
When the total query execution time exceeds 15 seconds, as defined by the SLA condition, for 100 percent of
these queries, as defined by the Warning Threshold, the workload is flagged with afailed state:

Cloudera Workload XM Cluster_14 ~

Define Data Warehouse Workload View

* Name € applog_db_under_15s
“ Criteria € Database = applog 26
¥ SLA € 15s
E )¢ 2
* Warning Threshold € 100 % queries missed SLA
flagged in fa ] status when it reaches this thre
Preview
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Workload XM Classifying Workloads for Analysis with Workload Views

6. (Optional) To display a summary of the queries matching your criteria, click Preview. As shown in the following
example:

Preview

@ Cluster default date range is in the past, metrics reflect the status of the period

03/08/2018 - 05/03/2018

188 29%

7. When you are satisfied with the results, click Save.
The Workloads page opens and your workload view appears in the Workload column.

Cloudera Workload XM Cluster_14 2 om~  Supportr
Data Warehouse Workloads
It Summary
Status Al
*  Summary
% Jobs Status Workload +  Criteria SLA ‘Warning Thresh... Missed SLA % Failure % Total Queries Action
© pplog nde Database = applog 155 100% 29% &% 88  Actions v
(5 Feedback ~ ~ ~
[ ] nvest-db Database = int_prod 300ms 20% 407 9% 30204 Actions v
o nvest-db-2 Database = 300ms 20% 32% 3% 21151 Actions v

Statement Type = DDI

Tip: When you have along list of Workload views, sorting the Workload column alphabetically in
ascending or descending order by clicking the up or down arrows, helps locate the workload.
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Workload XM Classifying Workloads for Analysis with Workload Views

8. (Optional) To view more information about the workloads using the view's formula, open the workload's details
page by clicking the name of the workload view in the Workload column, which visually displays the view's
details as widgets that you can use to further analyze the resullts.

The following examples, display how this group of queries are meeting the Workload view's SLA in the Trend
chart, where:

The Count tab, displays the number of executing queries, either By Status or By Statement Type. To view
further details, click the value under Total Queries, Failed Queries, and Query Active Time.

Data Warehouse Workloads

applog_db_under_15s

= Trend
Count Concurrency
By Status By Statement Type
188 7 37 54 28
@ Total @ Failed Slow

07 /. /

The Concurrency tab, displays the number of queries executing concurrently.

In the following example, the maximum concurrency for thisview is 2. Thisindicates that for the queries
monitored by this view, only two queries accessed the same data at the same time during the specified time
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Workload XM Troubleshooting with the Job Comparison Feature

period. The graph view displays how the concurrency fluctuates over the date range specified for the workload
view.

Data Warehouse Workloads

applog_db_under_15s

k= Trend

Count Concurrency
095 0 2

@ Count

Steps for comparing two different runs of the same job, which is especialy useful when you notice unexpected
changes. For example, when you have ajob that consistently completes within a specific amount of time and then
it starts taking longer, comparing two runs of the same job enables you to analyze the differences so that you can
troubleshoot the cause.

Describes how to compare any two runs of ajob using the Job Comparison tool.
Steps with examples are included that help explain how to further investigate and troubleshoot.

Note: When ajob isflagged as slow, you can select the slow job from the Slow Jobs widget in the job's
engine page and then in the details page, click Compare with Previous Run. The job is compared with its last
run and the results are displayed the Job Comparison page for you to analyze.

In a supported browser, log in to Workload XM.

In the Search field of the Clusters page, enter the name of the cluster whose workloads you want to analyze.

From the time-range list in the Cluster Summary page, select atime period that meets your requirements.

In the Trend widget, select the tab of an engine whose jobs you want to analyze and then click its Total Jobs value.
The engine's Jobs page opens.

> wDN P
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Workload XM Troubleshooting with the Job Comparison Feature

5. Examinethelist of jobs that have executed during the selected time period:

For example, as shown in the following image, the last three runs of the spark-etl job have taken significantly
longer to complete than usual. Where, on August 2, the duration was 27 minutes, but on August 3, the duration
almost doubled to 51 minutes:

Jobs

User All Type All Status All Health Check All Duration All Range Default (03/08/2018 - 09/05/20
Type Job Status Start Time Duration User Health Issue Execution ID
m Target Acc... O Failed 09/05/2018 3:04 AM PDT 18m 50s  wxm_demo Failed to Finish application_1527
m spark-etl @ Succeeded 08/06/2018 9:46 AM PDT 51m42s  wxm_demo application_1530
m spark-etl @ Succeeded 08/03/2018 8:37 AM PDT 5Im16s wxm_demo application_1530
m spark-etl & Succeeded 08/03/2018 1:33 AM PDT 51m1s  wxm_demo application_1530
m spark-etl @ Succeeded 08/02/2018 7:05 AM PDT 27m3s wxm_demo application_1530
m spark-etl @ Succeeded 07/31/2018 7:35 AM PDT 3B8m 39s wxm_demo application_1530
E spark-etl © Succeeded  07/31/2018 6:02 AM PDT 38m 13s  wxm_demo application_1530

6. List and display details of all the runs of a specific job, by selecting one of the job runs and then in the Jobs details
page, click the Trends tab.

In the following example, notice how the amount of data changes in the Input and Output columns. Where, on
August 2, the job processed 2.4 GB of data, but on August 3, the job processed 4.2 GB, which isamost twice as
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Workload XM

Troubleshooting with the Job Comparison Feature

Support =

& rootwxm_demo

& wxm_demo

changed:

Data Warehouse
i Summary
Warkloads

ata Engineering

&3 Summary

Jobs

[} Feedback

Cloudera Workload XM

WXM-Demo ~

03/21/2018 8:23 AM

03/08/2018 4:49 AM

£ 8/3/2018 1:33 AM

application_1520383227161_2794

= 51mis

much data. The Job Comparison tool will enable you to examine both runs to determine why the amount of data

Spark-etl application_1530620270675_38692
Overview Health Checks Execution Details Baseline Trends
—
Duration Data Input Data Output
64.2 GIB-{ 64.2 GIB{
Th 16m+
i
] — )
15m 168 ©
L 1.5GIB+ " wT—,_ A.SG\B—_\V‘
T T T T ¥
Mar 8, 4:43 AM Aug 3, 1:33 AM Mar 8, 4:43 AM Aug 3, 1:33 AM Mar 8, 4:49 AM
Compare ‘—
Start Time Execution 1D Status Duration Input  Output Health Issues
q 08/03/2018 1:33 AM  application_1530620270675_38692  © Succeeded 51m1s | 42GiB 46GiB
_’ 08/02/2018 705 AM  application_1530620270675_37976  © Succeeded 27m3s | 24GIB 18GiB
07/31/2018 7:35AM  application_1530620270675_35552 @ Succeeded  38m39s | 42GiB 3.6GiB
07/31/2018 6:02 AM  application_1530620270675_35463 @ Succeeded  38m13s | 42GiB 36GiB
05/24/2018 11:45 AM  application_1521297608030_101095 @ Failed 17m3s 15GB 08
application_1521297608030_4085 0 Failed 1Th16m2s 64.2 GiB 08
O Failed 15m16s  17.9 GiB 08
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Workload XM Troubleshooting with the Job Comparison Feature

7. To compare two job runs, select the check boxes adjacent to the job runs you require, in this case the runs for
August 2 and August 3 are selected, and then click Compare.

The Job Comparison page opens displaying more details about each job.

For this example's comparison, the tabs that contain more information about the job runs are the Structure,
Configurations, and the SQL Executions tabs:

Job Comparison

Jobs

application_1530620270675_37976 (spark-etl) &
M application_1530620270675_38692 (spark-etl) 2

Performance
Duration Data Input Data Output
27m 3s 2.4GiB 1.8 GIB
I 51m s I 4.2 Gi I 4.6 GiB
Details
Basic Structure Configurations SQL Executions Metrics
applicatien_1530620270675_37976 M applicatien_1530620270675_38692
Name spark-etl spark-etl
Type Spark Spark
Start Time 08/02/2018 7:05 AM 08/03/2018 1:33 AM
Status Succeeded Succeeded
Health Issues
Duration 27m 3s 51m1s

E Note: The SQL Executionstab isonly available for Spark jobs.
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Workload XM

Troubleshooting with the Job Comparison Feature

8. Display the sub-jobs executed for both of your selected job runs by selecting the Structure tab.

For example, as shown in the following image, the job that took 27 minutes only executed 9 sub-jobs and the job
that took 51 minutes, almost twice as much time, executed 16 sub-jobs, almost twice as many. Clicking any of the
listed sub-jobs displays more details.

Details
Basic Structure Configurations SQL Executions Metrics
application_1530620270675_37976 W application_1530620270675_38692
07:05 SP spark-et 27m3s 01:33 SP spark-etl 51m s
07:06 + @Jobo 36s 934ms 01:34 + Job D 365 124ms
07:06 + Job1 41s 353ms 01:34 + ob 1 415 394ms
07:06 + @Job2 49s 825ms 01:34 + ©@Job2 535 413ms
0707 + Job 3 Bs 757ms 01:35 + Job 3 10s 903ms
07:07 + @Job4 8s 181ms 01:35 + ©Job4 85 923ms
07:07 + ol 01:35 + Job 5 8s 875ms
07:07 + Job 6 425 402ms 01:35 + ob & 48s 940ms
07:07 + Job 7 515 113ms 01:35 + Job 7 555 7Bms
07:07 + @Job8 24m 8s 01:36 + @Jobs 25m 21s
07:32 + Job 9 1s 159ms 0z2:01 + Job 10 224ms
02:01 + ©Job9 275ms
0z2:m + Job 11 214ms
0z:01 + ob 12 206ms
02:01 + @Job13 981ms
0z2:0 + Job 14 267ms
0Z:01 + ©@Job1s 22m9s
02:24 + Job 16 155 827ms

9. Display the jobs configurations by selecting the Configurations tab.

For our example, the configurations between the two runs of this job were identical, so a configuration change
probably did not cause the anomaly.
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Workload XM

Identifying File Size Storage Issues

10. Display the number of SQL executions by selecting the SQL Executions tab.

For our example, as shown by the following image, twice as many Spark queries executed for the job that took the
longest duration.

Job Comparison

Jobs

15
ation_15:

Performance
Duration Data Input Data Output
27im3s 24GiB 1.8GiB
R 51m 1s I 1.2 G R 46 GiB
Details
Basic Structure Configurations SQL Executions Metrics
application_1530620270675_37976 W application_1530620270675_38692
Start Time ID  Description 3 Duration Start Time ID  Description 3 Duration
+ 07:32 2 collectAsList at Tasks scala:221 1s 249ms + 020 2 insertinto at HiveArtifactDataFrameWriter scala:56 22m 14s
oro7 1 nsertinto at HiveArtifactDataFrameWriter scala:56 26m 3s + 02:24 5 collectAsList at Tasks scala:221 15s 928ms
07:06 o} count at ReportingFxRateNode.scala:18 37s 57ms + 02:24 4 sql at Tasks.scala:103 851ms

+ 01:35 1 insertinto at HiveArtifactDataFrameWriter. scala:56 26m 19s
02:24 3 sqlat Tasks.scala:102 564ms

01:34 0 count at ReportingFxRateMode scala:18 36s 254ms

The analysis from the Job Comparison tells us that either the Spark SQL code was changed by the Job Devel oper

or that the data on which the code ran triggered more of the Spark queriesin the job. The Workload XM Job
Comparison tool helped narrow the number of causes that produced the anomaly. For our example, the change in job
duration appears to be expected so no further troubleshooting is required.

Data stored in small files or partitions may create performance issues. The File size reporting feature helps you
identify datathat is stored inefficiently in small files or partitions.

Important: At thistime the Workload XM File Size Report feature is only supported on CDH Workload
clusters, version 6.3 to version 7.0, with Cloudera Navigator enabled. CDP Workload clusters are not
supported.

A table's data maybe stored in alarge number of files, perhaps millions of files. For example, the first time you run
an Impala query, Impala also |oads the metadata for each file, which can cause processing delays. In addition, every
time you change a query, refresh the metadata, or add a new file or partition, Impala rel oads the metadata. This puts
pressure on the NameNode, which stores each file's metadata. For more information about the problems caused by
small files and what you can do to fix those problems, see Handling Small Files on Hadoop with Hive and Impala on
the Cloudera Engineering Blog.

The Workload XM file size reporting enables you to identify tables that have alarge number of files or partitions.
For example, for queriesthat run slowly or for Impala cluster crashes, you can view atable's metadata to determine
whether alarge number of files or partitions are causing the problem.

Note: Beforeyou can view the file size metadatain Workload XM, you must enable file size reporting
E in Cloudera Manager. Once enabled, the file size metadata is saved in HDFS, which is then forwarded to
Workload XM by Telemetry Publisher.
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Workload XM Identifying File Size Storage Issues

Steps for displaying atable's File Size report and the metadata about the table's file's size distribution.

Describes how to open atable's File Size report and the metadata of afile.

Important: At thistimethe Workload XM File Size Report feature is only supported on CDH Workload
clusters, version 6.3 to version 7.0, with Cloudera Navigator enabled. CDP Workload clusters are not
supported.

In asupported browser, log in to Workload XM.
In the Search field of the Clusters page, enter the name of the cluster whose workloads you want to analyze.
From the navigation panel under Data Warehouse, select File Size Report.

In the File Size Report page, either search for a specific table, or locate the table by sorting the tables by the
number of files, the number of partitions, or the table size.

For example, the File Size Reports shows that the Animantarx table has 7 million files and 913 partitions.

A w DN

Cloudera Workload XM MyCluster = & triceratops@cloudera.com v  Support ¥
Table File Size Report As of Mon, Apr 15, 2019 5:13 PM
+ Summary
Workloads Search
it File Size Report
Median File File Size - Table
Table Files ) . Partitions ) Database
Size Distribution Size
? Summary Animantarx ™M 36.7 KiB ] 913 229.6 GiB Carnotaurus
% Jobs ) : )
cJ Bonapartenykus 3.IM 1 MiB R 397.3K 33TiB Bruhathkayosaurus
Balaur 1.7M 469 KiB frrmmmrmnemmeesineeaaes 1K 1.7TiB Chasmosaurus
["_‘f Feedback Alwalkeria 505.3K 2.5MiB e e 1.7K 1.4TiB Cetiosaurus
Atlasaurus 4017.8K 1.2 KiB b 4 477.6 MiB Chilantaisaurus
Angolatitan 358.9K 168 KiB } 7.1K 455.9 GiB Cerasinops
Anatosaurus 346.9K 1.9 KiB } 5.1K 27.3GiB Byronosaurus
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Identifying File Size Storage Issues

To display details about the table's file size distribution, select a table name.

For example, the following table's details window shows that the Aerosteon table uses 42 data files that range

from 10 to 24.5 GiB and the graph displays the Q1 and Q3 file size distribution.

Cloudera Workload XM myCluster ~

Atlascopcosaurus
Agustinia

Apatosaurus
& Summary palosaurus

Workloads Bistahieversor

File Size Report Amurosaurus

Acrotholus
Data Engineering

Aorun
* Summary

- Aerosteon
4 Jobs

Anatosaurus
Afrovenator
[} Feedback

Barosaurus

Aucasaurus

Steps for displaying a table's metadata that could be causing a query to run slowly.

42

42

42

42

42

2

42

42

4?2

42

42

42

41.1KiB | E—— o

22 win n
File size distribution for Aerosteon

Median 11.9 GiB
0GiBteo@—

Q1108GiB

There are 42 files backing this table. They range from 10
GiB to 24.5 GiB with a median of 11.9 GiB.

11.9 GiB seeeed e 0
1.2 MiB b a
3389KiB frmmmm e 0
367.3KiB b 0
7898 e — a

& triceratops @mycompany.com ¥ Support =
1.7 MiB Chilantaisaurus
168.3 KiB Chialingosaurus

24.1 MiB Cerasinops

9.8 MiB Camelotia

28.9 MiB Brachylophosaurus
2GiB Chungkingosaurus
12.4 MiB Carnotaurus
572.5GiB Bruhathkayosaurus
48.7 MiB Chasmosaurus

14.5 MiB Byranosaurus

14.9 MiB Carcharodontosaurus
329KiB Brachytrachelopan

Describes how to display the metadata of table used in your query, such as the table's file size distribution that could

be causing your query statement to run slowly.

1. Inasupported browser, log in to Workload XM.
2. Inthe Search field of the Clusters page, enter the name of the cluster whose workloads you want to analyze.
3. From the navigation panel under Data Warehouse, select Summary.
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Workload XM Purging HDFS Data

4. Inthe Queries page, select the query of interest and then select the HDFS Tables Scanned tab.

For exampl e, the Duration column shows that the query took over six hours to run and the HDFS Tables Scanned
section displays the metadata for the tables that were scanned.

Note: Thisisnot the number of files accessed, but the total number of files that were in the table the last
E time a HDFS snapshot was taken before the query was run.

C‘OUdera Workload XM MyCluster = & triceratops@cloudera.com » Support *

Queries

TcAd1abca67e94f4:7977bd4d00000000

B workloads )
Summary Trend @ Succeeded £ 04/24/2019 2:05 AM CDT & stegosaurus % DML & root.default L Profile
%t File Size Report
jine Durati Rows Produce A te CPU L ' \ggregate Memory Usage ak M
2 6n34m 3s 571 410 29m 23s 30.67iBxs 1.5¢i8
{3 Summary
% Jobs Basic Operators Hosts HDFS Tables Scanned
As of Mon, Apr 15,2019 5:13 PM
[} Feedback @ The table metadata below is taken from the last HDFS snapshot before the query was run,
Table Files Median File Size File Size Distribution Partitions Table Size Database
Aragosaurus 739 39.5KiB go-ee- memmmeees 0 78.8 MiB Brachytrachelopan

5. Todisplay thefile size distribution details for atable, click the Table name.

Reduce bottlenecks between Telemetry Publisher and Workload XM, free up storage space, and increase job and
query runtime efficiency by removing obsolete HDFS data that exceeds the maximum retention limit.

E Note: Clouderarecommends performing regular purge events for HDFS files that are no longer required.

Describes the Workload XM purge event's criteria that is based on the file's data group and the data group's retention
limit and how the purge date is calculated.

The purge event’s criteria is based on the maximum data retention policy, described in days, for the following HDFS
data groups:

« Temporary data, when the retention period exceeds 8 days

« Staging data, when the retention period exceeds 31 days

» Detailed data, when the retention period exceeds 181 days

« Summarized data, when the retention period exceeds 731 days

The purge date is calculated by subtracting the retention days, specified by the maximum data retention period policy,
from the current date and comparing the resultant date with the data' s timestamp date. If the data’ s timestamp date is
less than or equal to the resultant date the datais removed.

The data’ stimestamp date is determined by where the data resides:
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Workload XM Purging HDFS Data

« |If the dataresides in the cloudera-bus root directory, the timestamp date is extracted from the subdirectory name.
For example, if the directory name is/cloudera-dbus/HiveAudit/2021030623. The timestamp date extracted by the
purge event is 2021/03/06, using the YYYY/MM/DD date format.

f Important: The purge event deletes files from the cloudera-dbus directory as follows:

« If thedate is successfully extracted and isless than or equal to the resultant date, all the filesin the
directory are removed and are counted as one file by the maximum deletion limit.

e If thedate is successfully extracted, islessthan or equal to the resultant date, and afile or filesare
set in the blobstore.purger.paths.to.keep parameter, al the files except the file or files set in the blob
store.purger.paths.to.keep parameter are removed and each file that is removed is counted by the
maximum deletion limit.

« |f the dataresidesin a cloudera-sigma-olap-impala, cloudera-sigma-partial-pse, cloudera-sigma-pse-extended, or
cloudera-sigma-sdx-payloads root directory, the timestamp date is extracted from the file' s last modified time.

Obsolete data can be purged from the following HDFS root directories:

» cloudera-dbus

e cloudera-sigma-olap-impala
* cloudera-sigma-partia-pse

e cloudera-sigma-pse-extended
 cloudera-sigma-sdx-payloads

Lists the Workload XM purge event parameter settings that enable you to set the event’ s execution time, frequency,
and maximum purge duration. Y ou can also exclude files and directories from being purged with the blobstore.purger
.paths.to.keepparameter setting.

blobstore.purger.frequency The purge event’s recurring schedule, based blobstore.purger.frequency = none
on one of the following values:

¢ None. By default, the purge process is set
to none.

e Daily. When thisvalueis set for the first
time, files are automatically deleted the
next day at 1am.

e Weekly. By defaullt, filesare
automatically deleted every Saturday at
lam.

*  Monthly. When thisvalueis set for the
first time, files are automatically deleted
thelast Saturday of the month at 1am.
Thereafter, files are deleted every 28th
day. The monthly parameter uses the 28
day calendar format

blobstore.purger.start.time The purge event's start time, based on the 24- | blobstore.purger.start.time = 01:00
hour time format. Where, 01:00 and 0:00 are
valid time values, and 24:00, 1:0, and 01:0 are
not valid time values

By default, Workload XM schedules the purge
process when it will cause the least amount of
disruption to users.

scheduling a time during non-peak
working hours or job execution
hours.

E Note: Clouderarecommends
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blobstore. purger. paths.to.keep Lists the files and directories that are to be blobstore. purger.paths.to.keep=/cloudera-dbu

excluded from the purge event. s/ImpalaQueryProfile/2021030217/7d2bcefa
-8819  -4fal-beOc-4529ee4eb98f,/cloudera

Where each file and/or directory is separated | ) 1 iivea it /cloudera-sigma-ol ap-impala

by acommaand where: /02f54999-b%  4-4dca-8237-d1b0477556fb,/
e afilevalue must useitsfull path, cloudera-sigma-sdx-payl oads/2bc85719-7a3e-
directory name, and file name. 4438-96a4-8f cOf 77ff

e adirectory value must useitsfull path and
directory name.

blobstore.purger.del ete.request.limit The maximum deletion limit. blobstore.purger.del ete.request.limit=500000

By default, the maximum number of files

that can be deleted by the purge processis
500,000. This ensures that a purge cycleis not
overloaded, does not introduce bugs, or takes
up too much time.

When the deletion limit is met, the purge
process:

e Stopsprocessing for adaily scheduled
value.

*  Stops processing and restarts the next day
for all other scheduled values.

deletion limit calculates all the
filesin adbus directory as onefile.
When you exclude afile or files
that reside in the dbus directory
from the purge process, the purge
event’s maximum deletion limit
condition calculates all the filesin
the directory minus those files you
have excluded.

E Note: The purge event’'s maximum

Steps for scheduling and configuring a purge event.

Describes how to schedule and configure the Workload XM purge event.

o w DR

Log in to Cloudera Manager.

From the Navigation panel, select Clusters and then WXM.

In the Status Summary panel of the WXM page, select Admin API Server.

Click the Configuration tab.

Search for the Admin API Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option.

In the text field enter your purge event’ s parameter settings, using the Purge Event Parameters table.

For example,

bl obst ore. purger. del ete. request.|inm t=9990000

bl obst or e. purger. pat hs. t 0. keep=/ cl ouder a- dbus/ | npal aQuer yProfil e/ 202103021
7/ 7d2bcef a- 8819- 4f al- beOc- 4529ee4eb98f , / cl ouder a- dbus/ Hi veAudi t, / cl ouder a-
si gma- ol ap-i npal a/ 02f 54999- b9a4- 4dca- 8237- d1b047755ef b, / cl ouder a- si gma- sdx
- payl oads/ 2bc85719- 7a3e- 4438- 96a4- 8f cOf 77f f 79e
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bl obst ore. purger. frequency=dail y
bl obstore. purger.start.tine = 0:00

7. Click Save Changes, which sets and schedules the purge process.

8. From the Actions menu, select Restart this Admin APl Server.

9. Inthe Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin API Server.
10. When the Restart API Server step window displays Completed, click Close.

Steps for updating, stopping, and troubleshooting your Workload XM Purge event.

The following management tasks can be performed:

To update your purge event:

Log in to Cloudera Manager.

From the Navigation panel, select Clusters and then WXM.

From the Status Summary panel, select Admin APl Server.

Click the Configuration tab.

Search for the Admin API Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

In the text field, change the required values.

Click Save Changes.

From the Actions menu, select Restart this Admin APl Server.

In the Restart this Admin API Server message, confirm your changes by clicking Restart this Admin APl Server.
10 When the Restart APl Server step window displays Completed, click Close.

o rwbdheE

© o N

Y ou can stop arecurring purge event or stop a scheduled purge event whilst still running.
« To stop arecurring purge event:

Log in to Cloudera Manager.

From the Navigation panel, select Clusters and then WXM.

From the Status Summary panel, select Admin APl Server.

Click the Configuration tab.

Search for the Admin APl Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

In the text field, replace the blobstore.purger.frequency value with none.

Click Save Changes.

From the Actions menu, select Restart this Admin APl Server.

In the Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin API
Server.

10. When the Restart APl Server step window displays Completed, click Close.

g rwbdhe

© o N>
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To stop a scheduled purge event whilst still running:

Log in to Cloudera Manager.

From the Navigation panel, select Clusters and then WXM.

From the Status Summary panel, select Admin APl Server.

From the Actions menu, select Stop this Admin API Server.

Still in the Admin APl Server page, click the Configuration tab.

Search for the Admin APl Server Advanced Configuration Snippet (Safety Valve) for the wxm-conf/
sigmaadminapi.properites option field.

7. Replace the blobstore.purger.frequency value with none.

8. Click Save Changes.

9. From the Actions menu, select Restart this Admin APl Server.

10. In the Restart this Admin APl Server message, confirm your changes by clicking Restart this Admin AP
Server.

11. When the Restart API Server step window displays Completed, click Close.

o g hswdhE

The Workload XM purge event does not delete directories and files that do not have the full wxm owner and file
permissions. Files and directories may revert back to the hdfs owner when arestoreis created from a snapshot. In this
case and before creating an automatic or manual purge event you must verify the owner and file permissions of the
required files to be purged.

To reset your HDFS files and directories as the wxm owner with full administrative permissions do the following:

1

oW

In aterminal go to the /etc directory and open the hdfs password file by entering:

vim passwd

Search for the kafka parameter.

Replace /sbin/nologin with /bin/hash.

Savethefile.

Grant full wxm access permissions to the hdfs password file by using the chown command.

Y ou can determine if the purge event was successful or identify potential problems from the Cloudera Manager
Admin APl Server log files.

The Admin API Server log file entries also list the names of the files and directories that were deleted and provide
details about how many files and directories were deleted, the sum total size of the files and directories that were
deleted, and the time they were deleted.
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